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Abstract

Tomi Riipinen
Modeling and Control of the Power Conversion Unit in a Solid kide Fuel Cell Environment
Acta Universitatis Lappeenrantaensis 493

Dissertation, Lappeenranta University of Technology

138 p.

Lappeenranta 2012

ISBN 978-952-265-323-9, ISBN 978-952-265-324-6 (PDF)
ISSN 1456-4491

In this doctoral thesis, a power conversion unit for a 10 kWilsaxide fuel cell is modeled, and a suitable
control system is designed. The need for research was fidentiased on an observation that there was
no information available about the characteristics of tbkdsoxide fuel cell from the perspective of
power electronics and the control system, and suitableralomiethods had not previously been studied
in the literature. In addition, because of the digital inmpéntation of the control system, the inherent
characteristics of the digital system had to be taken intmawt in the characteristics of the solid oxide
fuel cell (SOFC).

The characteristics of the solid oxide fuel cell as well thetmods for the modeling and control of the
DC/DC converter and the grid converter are studied by adlitee survey. Based on the survey, the
characteristics of the SOFC as an electrical power souec&antified, and a solution to the interfacing
of the SOFC in distributed generation is proposed.

A mathematical model of the power conversion unit is progidend the control design for the DC/DC
converter and the grid converter is made based on the prdpotgefacing solution. The limit cycling
phenomenon is identified as a source of low-frequency curigple, which is found to be insignificant
when connected to a grid-tied converter. A method to miéigasecond harmonic originating from the
grid interface is proposed, and practical consideratidttssooperation with the solid oxide fuel cell plant
are presented.



At the theoretical level, the thesis discusses and sumgstie methods to successfully derive a model
for a DC/DC converter, a grid converter, and a power conwarghit. The results of this doctoral thesis
can also be used in other applications, and the models artbdetan be adopted to similar applications
such as photovoltaic systems.

When comparing the results with the objectives of the dattbesis, we may conclude that the objectives
set for the work are met. In this doctoral thesis, theorétiod practical guidelines are presented for the
successful control design to connect a SOFC-based didlgeneration plant to the utility grid.

Keywords: DC/DC converter, resonant push-pull, voltageseinverter, current mode control, electrical
power conversion, power electronics, fuel cell, SOFC
UDC 681.51:621.314:621.352:004.942
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Chapter 1

Introduction

The European union (EU) has agreed in 2008 that all the mestétexs will reduce the greenhouse gases
by 20% by 2020 compared with the pollution levels in year 2086regards the reduction of emissions,
the regulations will enter into force in year 2013, as defineder the Kyoto Protocol. Together with the
rising demand for energy and finite resources of fossil fubls boosts the research of alternative power
sources.

Important methods to reduce pollution are, first, to inceeth® use of renewable energy sources, and
second, to improve the overall efficiency of the processdptants. Fuel cells (FCs) provide a promising
solution for both cases. By fuel cells, it is possible to ugedas as a fuel to generate electrical energy
and heat. Further, by using fuel cells, it is possible to dnaeve energy from natural gas with a higher
efficiency, compared with traditional methods.

Even though the fuel cell is a relatively old invention, isHfailed to make a commercial breakthrough.
The reasons for this are the high costs of the cell techn@ogythe technical problems related to the fuel
cell plants. This doctoral thesis was conducted within tbieBower project at Lappeenranta University
of Technology (LUT). The SofcPower projectis a part of a pabcoordinated by the Technical Research
Centre of Finland, VTT. The project focuses on the demotistrand analysis of a 10 kW Solid Oxide
Fuel Cell (SOFC) unit. The objective is to improve the madgknd control of the fuel cell plant and the
development of the suitable balance-of-plant (BoP) corepts

Within the SofcPower project, the objective was to develgmowaer conversion unit (PCU) that is able
to transform the electrical energy of the fuel cell stack iatsuitable form to be supplied to the power
grid. In particular, high efficiency and high reliability tfe PCU were set as targets of the project. From
the viewpoints of high efficiency and high reliability, thentrol system plays a significant role. If the
system is poorly controlled, the efficiency and reliabitifithe system may decrease. We may also state
that the system reliability and efficiency are significarntiterrelated, because the efficiency is directly
connected to the losses, which increase the heat to be atisdifrom the system and thereby affect the
system reliability. In addition, a poor control design magguce unwanted oscillations, which may lead
to a malfunction or breakdown of the system.

Hence, to achieve a successful control design, a suitabikehed the plant is required. To this end, the
behavior of the system has to be understood. Based on thestaaing of the operation principle of the
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plant, it is possible to obtain a mathematical model of tlenpland further, based on the mathematical
model, it is possible to understand the dynamical behavidhe plant. In this doctoral thesis, the
cooperation of the PCU with the SOFC plant is studied, the RChdodeled, and the control system
is designed and implemented. The control design is baseldeoguidelines derived from the literature
and empirical research.

1.1 Fuelcell

Afuel cellis an electrochemical device that converts cloairénergy bound in fuel directly into electrical
energy and heat. The basic idea of the fuel cell dates bacR38, when William Grove invented the
method to generate electricity from hydrogen and oxygeout)in a reverse water electrolysis.

Fuel cells are similar to batteries in that in both cases tieggy is produced from electrochemical form
during the process. On the other hand, fuel cells are sitalangine-based generators, where the energy
is taken from the fuel, which is consumed during the proc&sesides these characteristics, fuel cells
have very little in common with combustion engines and biztse

A fuel cell does not need charging, and when operating witte fnydrogen, the end products of the
electrochemical process of the fuel cell are heat, elétrignd pure water. The fact that distinguishes
fuel cells from other thermal engines is that the efficientthe thermal engine is limited by the Carnot
efficiency, whereas fuel cells do not have a constraint afkimd (Hoogers, 2003).

In this section, the basic principles of fuel cells and tgpfael cell systems are introduced. Applications
for fuel cells are reviewed, a comparison of different fuglis made, and the characteristics of the fuel
cell as an electrical power source are presented.

1.1.1 Operation principle

Unit cells form the core of the fuel cell system. A basic umilf consists of an electrolyte layer in contact
with an anode and a cathode on either side. A schematic ofkesiell is presented in Fig. 1.1.

In a typical cell, the fuel is fed to the anode and the oxidanthe cathode. As a result of the
electrochemical reactions taking place, positive or riegabns are conducted from one electrode to
another through a membrane that produces a voltage oveleitteogles. When a load is connected to the
electrodes, electrons start to flow, and consequently,itbeical energy fed to the cell is converted into
electrical energy.

In practical fuel cell applications, single cells must bentxined together to obtain higher voltage
and power levels. The stack is assembled from multiple éellseries with electrically conducting
interconnects. The most common stacking methods are phawtktubular stackings.

The stack size can be several kilowatts, depending on theypel, stacking method, and application.
The trend is to increase the size of a single stack and to ¢weribe stacks into plants from 100 kWs to
megawatts. In (National Energy Technology LaboratoryD@0s stated that there are some fundamental
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Fuel In —l 17 Oxidant In

H, 1,0,
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Negative lon
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product gases out product gases out

Anode 4 ) Electrolyte L Cathode
(ion conductor)

Figure 1.1. Schematic of a single unit cell. The operatiotheffuel cell is based on the electrochemical reactions
taking place in the cell; ions are conducted from one elédetto another through a membrane that produces a voltage

over the electrodes. When a load is connected to the elestyohis voltage makes the electrons to flow (National
Energy Technology Laboratory, 2004).

limits that restrict the size of a single cell and stacks; &esv, these limits are out of the scope of this
thesis.

1.1.2 Operating regions

The polarization curve of a fuel cell can be divided into thaperating regions. In each region, the
dominant source of power losses is different. The genemiwlarization curve of a fuel cell is presented
in Fig. 1.2.

In the figure, the following regions can be defined (Nationafgy Technology Laboratory, 2004; Santi
et al., 2002; Hoogers, 2003):

1. Region of activation losses
2. Region of ohmic losses

3. Region of gas transport losses.

In Region 1, the main source of power losses is the activati@ngy losses caused by the electrochemical
reactions. For very small currents, the cell voltage drapsdly as the current increases.
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Figure 1.2. Generalized polarization curve and power dutpeve of the fuel cell. In the curve, three operation

regions are illustrated: the region of activation losses {ie region of ohmic losses (2), and the region of gas
transport losses (3). The normal operating area of the fikiscin the region of ohmic losses, while operation in the
region of gas transport losses can be hazardous to the cell.

Region 2 is the normal operation region of a fuel cell. In Red, the losses are caused by the resistance
to the flow of ions in the electrolyte and the resistance oftleetrode. In this region, voltage decreases,
in practice, linearly as a function of current drawn from ted.

In Region 3, the dominant source of losses is the mass-arsgated losses. The losses are based on
the limited mass transport rate caused by the finite capatoliransport fresh reactants and evacuate the
product. After exceeding a certain value of current, théwadtage decreases rapidly, which is also the
boundary of the safe operation region.

The polarization curve is a function of fuel utilizationiat, which defines the ratio between the energy
drawn from the fuel and the energy of the reactants fed to éle(ldatziadoniu et al., 2002). It is
suggested that the fuel utilization ratio should not exd®8do limit a possible damage to the cell (Oates
et al., 2002). In (Li et al., 2007) it is suggested that thevadlble range fou is between 0.7 and 0.9. It
must be noticed that, and therefore the knee point between Regions 1 and 2, isctidarof the feed of
reactants. If we examingand the flow of reactants in the V-1 domain, the knee point redeehigher
current levels when the hydrogen flow is higher (Santi e2&i02).

1.1.3 Fuel cell types

Fuel cells are usually classified by the electrolyte usedhéncell. However, another classification can
be made by the fuel. Hydrocarbon-based fuels can be useditS@nd Molten Carbonate Fuel Cells
(MCFC), which gives them competitive advantage over thedelds that need pure or reformed hydrogen,
or methanol in the case of Direct Methanol Fuel Cells (DMFR)ist of common fuel cell types is
presented in Table 1.1.
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Table 1.1. Mobile ions and operating temperatures of thenconty used fuel cell technologies (Larminie and Dicks,
2003).

FC type Mobile Operating Applications and notes

ion temperature
Alkaline (AFC) OH 50-200°C Space vehicles
Proton exchange H* 30-110°C Vehicles, mobile applications, and
membrane low-power Combined Heat and Power
(PEMFC) (CHP)
Direct methanol| H* 20-90°C Low-power portable electronics
(DMFC)
Phosphoric acid H* 220 °C Several 200-kW CHP systems in use
(PAFC)
Molten carbonatd COs% 650 °C Medium- and large-scale CHP
(MCFC)
Solid oxide | 0% 500-1000°C  All sizes of CHP
(SOFC)

As stated above, fuel cells are suited for distributed gaiwT (DG). On the other hand, the fuel cell

technologies vary, even though the basic principle renthimsame. A comparative analysis of different
fuel cell types based on DG technologies is presented by ¢fatal. (2006) and adapted in Table 1.2.
The analysis shows that SOFCs and MCFCs offer a better eifigieompared with PEMFCs or PAFCs.

As presented in the comparison, SOFC is not yet a matureaguy) but it offers advantages over other
cell types, and it is therefore justified to put researchreffodevelop the SOFC technology further.

1.1.4 Solid oxide fuel cell

Because the SOFC is in the focus of this thesis, a detaileaduttion is given to the topic. The SOFC
is a type of fuel cells that shares the same basic operatingiples with other cells, but has some
advantageous features, which makes it an interesting satfirelectrical power. Owing to the operation
principle of the SOFC, it is able to operate basically on amylustible fuel, and it has a high conversion
efficiency. The fuel specifications required by the differtgpes of fuel cells are presented in Table 1.3.

The high operating temperature provides certain advastegepared with low-temperature fuel cells.
The high temperature helps increase the efficiency thatubedell can reach. The high operating
temperature also provides an opportunity to use a less sigeratalyst (Smith et al., 2002). In addition,

the high temperature offers internal reforming, and th@eprovides better fuel flexibility compared

with low-temperature cell types. Another advantage of tdé6 is the utilization of the waste heat of

the high operating temperature. The reported CHP efficieanybe up to 80% for the SOFC (Oates et al.,
2002), while the electrical efficiency of the SOFC is >50% &Hg et al., 2006).

However, the SOFC has some problems related to high tenopesa500-1000 °C), costs, corrosion,
and sealing. At high temperatures, ceramic materials a&®, @sd therefore, issues with thermal stresses
are present. The thermal expansion mismatch between mlatarid thereby the sealing between cells
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Table 1.2. Comparison of different fuel cell types in distited generation applications.

FC type Advantages Disadvantages Electrical
efficiency
PEMFC solid non-corrosive expensive platinum 35-45%
electrolyte catalyst
low-temperature sensitive to fuel
operation impurities
quick start-up lower efficiency
high power density no internal reforming
higher safety ability
expensive membrane
PAFC produce high-grade e corrosive liquid | 40%
waste heat electrolyte
stable electrolyte sensitive to fuel
characteristics impurities
no internal reforming
ability
MCFC high efficiency corrosive liquid| >50%
no metal catalysts electrolyte
needed intolerance to sulfur
internal reforming slow start-up
ability
SOFC solid electrolyte moderate intolerance tp > 50%
high efficiency sulfur
high-grade waste heat slow start-up
flexible fuel no practical fabrication
process yet
technology is not mature
yet
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Table 1.3. Fuel requirements by different types of fuelsc@llarminie and Dicks, 2003).

Gas species | PEMFC AFC PAFC MCFC SOFC

H, | Fuel Fuel Fuel Fuel Fuel

CO Poison Poison Poison Fdel FueP
(>10ppm) (>0.5%)

CH, | Diluent Diluent Diluent Diluert  Diluent

CO, Diluent Poisofi Diluent Diluent Diluent

and HO

S (as H2S Few studies Unknown Poison Poison Poison

and COS) to date (>50ppm) (>0.5ppm) (>1.0ppm)

a |n reality, CO reacts with O producing H and CQ through a shift reaction, and GH
with H,O reforms to H and CO faster than reacting as a fuel at the electrode.

b A fuel in the internal reforming of MCFC and SOFC.

¢ The fact that CQ@ s a poison for the alkaline fuel cell more or less rules aitige with
reformed fuels.

causes problems in flat plate configurations. The high ojpgregmperature places rigorous demands on
materials and results in a laborious fabrication processtelgver, corrosion of metal stack components
poses challenges to the SOFC stack. These factors limitdwerpdensity of the stack, efficiency, and
stack lifetime (National Energy Technology Laboratory02p

A single SOFC cell is composed of three main components: aysocathode (air-side electrode), a
porous anode (fuel-side electrode), and an ion-conducegngmic membrane. In general, there are two
major structural options for the SOFC: tubular and plandlsce/Vhen comparing tubular cells with
planar cells, tubular cells suffer from higher manufacetgrtosts and ohmic losses. The high operating
temperature ensures sufficient movement of ions througimémbrane and improves the electrochemical
reactions.

1.2 Fuel cell applications

In the 1960s, the first practical fuel cells were developedi@sed in the US space projects Gemini and
Apollo. Since then, fuel cells have been used in variousiegipbns, but a real breakthrough of the fuel
cells is still ahead. Therefore, fuel cells still remain @l and 'promising’ technology, at least when

considering their commercialization. In the followingetmost interesting fields of fuel cell applications
and possible commercial opportunities are introducediif.br

1.2.1 Portable fuel cells

Portable power is a potential niche for fuel cells. The povesel of most interest is seen to be
approximately 1 kW, and the most interesting applicatiotoisise the fuel cell as an auxiliary power



8 Introduction

unit (APU). Considering the opportunities of fuel cells iorfable applications, the following alternatives
are suggested:

* Battery replacements
» Backup power

* Auxiliary power units for vehicles

The success of portable fuel cells depends on several isgi#ghe battery technology develop faster
than the fuel cell technology? Can fuel cells be made smalligh to fit inside portable devices? Can the
price get low enough? Will there be fuel widely available? ey argue that the success of fuel cells
in commercial electronics depends on the winner of the rateden batteries and fuel cells (Hoogers,
2003).

1.2.2 Fuel cells in transport

For almost 100 years, internal combustion engines (ICEs) haen the most important power source for
transport. The demand for cleaner, more efficient trandpastboosted the development of alternative
power sources for transport. For example, the research bridaglectric vehicles (HEV) has been
intense, and for instance Toyota is already launching tld-tileneration Prius to the market. The next
major step for the withdrawal of fossil fuels such as petrul diesel is the penetration of electric vehicles
(EV). The driving force to change over to pure electric védsds the fact that local emissions are zero
when driving with pure electricity. Of course, this elecity has to be produced somehow, and thus, we
cannot claim that electric cars are totally emission free.

Because local emissions and total emissions are obviowglyhe same, a method called fuel cycle
analysis is used to estimate the total emissions. The fuelecgnalysis, sometimes known as
‘well-to-wheel analysis’, considers the emissions andrgneise of a process from the extraction of
raw material (well) to the motive power of a vehicle (wheebHoogers (2003) presents a fuel cycle
analysis for vehicles powered by fuel cells, internal costimn engines, and batteries. In the analysis,
hydrogen-based fuel cell cars were the best performersrinstef emissions and energy, while the
battery-powered electrical vehicles had problems withtrgpsn NQ and SQ emissions. It is argued
that hydrogen-based fuel cell vehicles are a very promigolgnology, if the hydrogen can be generated
in an environmentally friendly way.

Compared with fuel-cell-based vehicles, the hybrid-elestehicles still have certain advantages at the
moment. The technology is well established, and it is alyeadhe market. Further, the manufacturing
costs could be reduced by larger-scale manufacturing asdslephisticated systems, or systems with a
less powerful electric mode. It was also stated that hyketiales have the highest fuel cycle efficiency.
On the other hand, when the hybrid drive train is already @nm@nted, the source of electrical power can
be replaced, for instance, by a fuel cell (Hoogers, 2003).

Although fuel cells still have challenges to solve in thensport use, large automotive manufacturers
have lately presented new fuel cell vehicles. Daimler anged recently that the first series-produced
Mercedes-Benz F-CELL has finished the 30 000 km test-runnafthe world in the end of 2011, while
Honda already leases fuel-cell-based FCX Clarity cars lif@@aia, USA. Hyundai has their Tucson IX,
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which will be in the market in small quantities in 2012. Tog@ planning to have their fuel-cell vehicles
on sale in 2015, which is also a common target of many otheufaaturers. Due to the fact that fuel cells
are considered to be the most efficient chemical energy ecsiovedevice known (Farooque and Maru,
2001), it can be assumed that fuel cells are an interestiaigelfor transporting applications, where the
efficiency is directly linked to the operating range.

1.2.3 Distributed generation
Based on the energy source used, DG technologies can bediivith three categories.

1. DG based on fossil fuels,
2. DG based on renewable resource energy, and

3. mixed DG based on two or more technologies.

As the target is to get rid of the dependence on fossil fuetsXG based on fossil fuels is not a possible
option for the future power generation. It is obvious thaewable resources are the main topic of interest
in the abandonment of fossil fuels. The mixed generatioedbas two or more technologies can be a
solution for the transition period; for instance, a comkimaof different renewable power sources such
as photovoltaic (PV), wind power, or fuel cell plants.

The fuel cells have several advantages over other DG tegbiesl (Huang et al., 2006):

< High energy conversion efficiency. When operating withsfbéuels, the energy conversion
efficiency of fuel cells is 17—-33% higher than that of othessiéfuel-based DG technologies.

< Low emissions. When using hydrogen, the local emissiorisefuel cell are almost zero.

* No moving parts apart from the air and fuel compressors. sTfuel cells are more reliable,
relatively silent, and low-vibration devices. They alsowé&#ower maintenance costs and a longer
operating life compared with an equivalent coal power ptargn internal combustion engine.

 Fuel cells are modular and scalable, and quick to instalkl Eells are designed as standard-size
units, and they can be easily combined to meet any amountwémpdemand without a need to
redesign the whole plant.

« Suitability for cogeneration. In addition to electricalper, medium- to high-temperature fuel cells
provide an opportunity to CHP production. In domestic owisitial applications this means pure
hot water and medium-grade heat. If there is a need for haatjricreases the efficiency of the
fuel cell plant even further.

In (Xu et al., 2004), the performance of various power geti@naechnologies is reviewed in comparison
with fuel cells. The comparison is presented in Table 1.4r the presented reasons, and based on
the comparison, fuel cells are well suited for DG, and theyte an improvement to the efficiency of
electricity generation. With CHP generation, the efficieisdoetter with other technologies, but the local
emissions are close to zero.
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Table 1.4. Performance of various types of power generéXaret al., 2004).

Technology ‘ Diesel ‘ Micro ‘ Mini turbine | Fuel cell
engine turbine

Size (MW) | 0.03-10 | 0.03-0.2 | 0.5-10 | 0.1-3

OEM ($/kWh) | 0.005-0.015 | 0.004—0.010| 0.003-0.008 | 0.002-0.015

Electric efficiency | 36-45% | 18-32% | 21-40% | 40-57%

Usable CHP ‘ Diesel ’ 400-650 ‘ 500-1100 ’ 140-700

temperature 180-190

Combined efficiency| 80-85% | 80-85% | 80-90% | 80-85%

Availability ‘ 90-97% ’ 90-98% ‘ 90-98% ’ >95%

Footprint ("?/kW) | 0.023 | 0.023 | 0.028 | 0.084

However, there are also several drawbacks, which haveelkléng commercial success of the fuel cells:

» High initial costs. Even though the costs of fuel cell systehave decreased from the first
applications in the space industry, they are still not abledmpete with other DG technologies.
The situation may change with the increasing costs of fassik.

» Complex support and control systems. The complexity of ¢eé systems increases significantly
with an on-board reformer.

 Fuel sensitivity. Many fuel cells are sensitive to impiastin the fuel. Sensitivities to impurities
are presented in Table 1.3.

« Unproven track record. Since fuel cells do not have a lorggony of commercial usage, the
reliability of the fuel cell systems has not been verified.

» There is no commercially available hydrogen distributigtwork.

If the technological problems can be solved, there is nodmmehtal reason why the hydrogen economy,
along with the fuel cells, could not break through. Howeaéthe moment, the main research objective
is the cost reduction of the fuel cell systems (Guerrero.e28l10).

1.3 Fuel cell plant in distributed generation

A fuel cell itself is not able to deliver power to the load, ahdrefore, a composition of auxiliary circuits
is needed. This composition is often called a fuel cell't Bumore precise term is a 'fuel cell plant’.
A schematic of the distributed generation fuel cell plantrissented in Fig. 1.3 (Padullés et al., 2000),
whereP is the active power anQ is the reactive power. The fuel cell system comprises bsriowers,

a reformer, a heat exchanger, and a PCU.

The plant controller is a system that controls the entiré ¢ed system. The plant controller usually
consists of mass flow meters, thermal sensors, pressui@seommposition analyzers, and a control unit,
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Figure 1.3. Schematic of a fuel cell power plant. The fuel pelver plant includes burners, blowers, a reformer, a
heat exchanger, and a PCU. The plant controller controlspleeation of the plant. Balance-of-Plant is responsible
for feeding the fuel and oxidants to the process, and the RfPhdects the output voltage of the fuel cell stack into a
suitable form to be fed to the distribution network (Padukéal., 2000).

such as a programmable logic controller (PLC) or an embedgstgm. The control unit is responsible
for controlling the whole electrochemical process of thel ftell system.

The task of the balance-of-plant unit is to feed and prodesditel and oxidants to the stack. Because
the output of the fuel cell is unregulated direct current JPECPCU is needed to convert the low output
voltage of the fuel cell into a suitable form to be fed to th&tdlbution network.

1.3.1 Plant dynamics

A fuel cell plant is a combination of different mechanicdéletmal, and electrical subsystems. Each of
the subsystems has characteristic time constants, wHigtt &tfie total dynamic behavior of the fuel cell
system. The longest of the time constants are the thermald¢onstants. According to (Rajashekara,
2003), the startup time of an SOFC-based fuel cell systenieas long as 20 to 30 minutes. (Li et al.,
2005) gives the response times of a 100 kW prototype SOFQ;glenhydrogen flow response time of
the prototype plant is reported to be 2.91 seconds, the lateresponse time 78.3 seconds, and the
response time of the fuel processor 5 seconds.

The dominating time constants of the SOFC plant are givelMang and Nehrir, 2007a). In the small
timescale, (of the order of 19-107 s), it is stated that the double-layer charging effect (D). @inly
dominates the dynamic response, while in the medium tinkegram 10 to 10° s), the fuel flow rate
time constant is dominant, and in the large timescale (ofattder of tens of minutes), the dynamic
response is dominated by the thermodynamical propertitreeddell.

The time constants of the fuel cell stack and the systenf &selnot directly related to the dynamics of
the PCU unit, but it can be assumed that because of the edialibw response times of the fuel cell plant,
the rate-of-change of the reference power value for the RGidt able to change very rapidly.
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We may conclude that the response rate of the fuel cell plaes dot set any special requirements for the
design of a PCU control system. From the perspective of tHd, B2 DLCE constitutes the electrical
dynamics of the fuel cell plant.

1.4 Power conversion unit

The fuel cell itself is not suitable to make a connectiondtiketo the load. Therefore, a PCU is needed.
In Fig. 1.4, the main topologies are presented for conngdtie fuel cell to the load. If more power
handling capacity or redundant operation is needed, theeggtion of multiple modules is possible
(Ozpineci et al., 2004). Nevertheless, the main topologgesain the same. In this doctoral thesis, a
DC/DC converter with a DC link and a DC/AC converter are used.

An in-depth analysis of the topologies, including the mareusate topologies of the grid converter and
the DC/DC converter, is out of the scope of this thesis. Needess, a brief introduction of the PCU used
in this study is provided later in the thesis.

The control and operation of the PCU in an SOFC environmesisbane limitations and requirements

that arise from the fuel cell stack, the load, and the PCUfitda this section, the requirements and

limitations of the PCU of the fuel cell plant are introducetiadiscussed. Here, the emphasis is on
distributed generation.

1.4.1 Requirements set by the fuel cell

The requirements and limitations set by the fuel cell anieenfthe nature of the fuel cell system and the
operation principle of the fuel cells. As described abovieied cell is a composition of electrochemical,
mechanical, and thermal subsystems, which all affect teeadhdynamics of the fuel cell power plant. In
the following, the requirements set by the fuel cell plartti® PCU and the control system are discussed.

Tolerance to overcurrent

The SOFC is very vulnerable to overloading, which in practiccurs as an overcurrent and a rapid
voltage drop. For the fuel cell, this means that the fuelaaflon ratio is too high, and the cell may suffer
from starvation and become permanently damaged (Padulis €000). The undervoltage is tightly

linked to the overcurrent, which can be noticed from the poéddion curve of the fuel cell (Fig. 1.2).

The output voltage of the stack is inversely proportionath® output current, and an undervoltage is
always also an overloading condition. Therefore, the waltage is comparable with the overcurrent

operation. If the plant control system sets the referenceentitoo high, the operating point moves

from the ohmic region (safe operating region) to the regibmass transport losses (hazardous region).
Usually, the plant controller should detect the undengatsituation and prevent further damages.

The overloading capability of the SOFC was investigated laypg\and Nehrir (2007b), and it was noticed
that the overloading capability was mostly affected by theainic characteristics of the SOFC in the
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Figure 1.4. Simplified primary circuit topologies to conttfee fuel cell to the load.

short and medium timescale. It was reported that the ovéiigacapacity improved with an increase in
the capacity of the DLCE and/or higher operating pressu@n@éand Nehrir, 2007b).

Current ripple tolerance

The current ripple can be divided into two parts, high- awd-feequency ripple. The origins of the ripple
currents differ; the high-frequency ripple is usually puodd by the switching of the DC/DC converter
of the PCU, while the low-frequency ripple is caused by thid gnterface in grid-connected systems.

The switching frequency ripple is always present, and incaive mitigated by the control system. The
methods to mitigate the switching frequency ripple are terfithe output current of the stack (Liu and
Lai, 2007), to choose an appropriate boost topology (Yakust al., 1999; Nymand and Andersen,
2008; Kwon and Kwon, 2009), to increase the switching freqyeand to improve the modulation. In
(Fontes et al., 2007), it is shown that all high-frequenppie is filtered by the double-layer equivalent
capacitance, and it is therefore not harmful to the fuel. ckll spite of this conclusion, the long-term
effects of the ripple current for the cell are not analyzed] hence, more analysis is needed (Mazumder
et al., 2004).

The low-frequency current ripple can be a result from thetflatton of the DC link, which is caused by

the grid-connected inverter. The fluctuation can be a careseeg of an abnormal situation in the grid, too
small a DC link capacitance, or a poor control design. Thefl@guency ripple current is harmful to the

fuel cell, because with large magnitudes it results in elesity induced thermal variations and variations
in hydrogen utilization, which both have a direct impact ba performance, efficiency, and lifetime of
a SOFC (Mazumder et al., 2004). Active mitigation methodstfie low-frequency ripple current are

presented in (Kwon et al., 2009; Liu and Lai, 2007).
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Current rate-of-change

The capability of the fuel cell to produce current is proporal to the feed of fuel and oxidant (Li
et al., 2007). Because the mechanical time constants ark larger than the electrical time constants,
the capability to increase the feed of electricity in thensiant state is proportional to the capability to
increase the feed of fuel and oxidants. The difference batvedectrical and mechanical time constants
limits the reference current rate of change to be propaatitrthe thermal and mechanical time constants.
The reference power should be given from the plant contradlensure that the power available from
the cell is not exceeded. Usually, the power available (RfY)ad is available for the PCU to operate and
form a reference current.

Power requirements

A fuel cell plant can be operated in a grid-tied DG system,t@an be operated autonomously. The
operating mode has a significant influence on the power rexpants of the fuel cell plant. The plant can
be operated for instance in a constant power flow (Candusso @002) (Li et al., 2007), constant fuel
utilization (Li et al., 2005), (Li et al., 2007), constantltage (Li et al., 2005), or load-following mode
(Akkinapragada and Chowdhury, 2006). The chosen operatodg affects the chosen topology and the
control scheme.

When operating in the constant power flow mode, the plant eacdnsidered to be in a steady state,
and no rapid changes in the rate of supply of fuel and oxidardsneeded. Candusso et al. (2002)
suggested a constant power flow scheme, where the independethe operating point of the fuel cell
is achieved with a bidirectional chopper and a supercapao#nk. When the fuel cell plant operates in
the load-following mode (or islanding), the plant must b&edb respond to rapid changes in the load. If
the rate of change is faster than the dynamic response ofiheéll system, the demand for power must
be drawn from an additional power storage such as a batterypank of supercapacitors.

Protection of the PCU

Protection schemes for the PCU are needed, despite thé&athe plant controller should not be able to
operate in a region that is harmful to the SOFC or the PCU. Rtenviewpoint of the SOFC, the most
important protection scheme for the cell is the overloagirajection, and consequently, the overcurrent
and undervoltage protection. Lee et al. (2006) suggesttagion scheme for residential use, which can
be applied to distributed generation. The proposed pliotestheme is presented in Table 1.5.

1.4.2 Requirements set by the grid

There is no universal set of grid requirements, because tiseno universal standard for connecting
distributed generation, even less fuel cells, to the grictually, there is no worldwide standard available
to connect distributed generation systems to the grid. drfdiowing, the most important standards and
grid codes are introduced in brief.
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Table 1.5. Protection scheme for a PCU suggested by Lee(2086).

Component| Protection

Fuel Cell overvoltage, undervoltage, overcurrent
DC link overvoltage, undervoltage
Load overcurrent, short circuit

Heat sink temperature limit for fan start,
temperature limit for shutdown

Teodorescu et al. (2011) have reviewed grid standardsdéardhnection of photovoltaic plants to the grid.
The standards focus on the interconnection of distributategation (IEEE, 2000, 2003; Underwriters
Laboratories Inc, 2001), safety (VDE Verlag, 2006), EMCedtomagnetic Compatibility) (IEC, 2000,
2003, 2005), and voltage quality (EN6100, 2005). Accordmdeodorescu et al. (2011), many of the
standards refer to the IEEE (Institute of Electrical andcEtmics Engineers) 1547 family, or have been
modified to be used in conjunction with the IEEE 1547 serie&f, 2003).

The IEEE 1547 series does not only define the general regeivesrand responses to abnormal
conditions, but also testing, power quality, islandingjuieements for design, production, installation
evaluation, commissioning, and periodic tests. The IEEE71&lso covers fuel cells in distributed
generation.

From the viewpoint of the fuel cell stack, the most interggtpart of the standards is the response to
abnormal conditions. In practice, the response to abnagricatonditions is to disconnect the distributed
source from the grid. (Teodorescu et al., 2011) have predeart analytical and comparative analysis
of the main grid requirements for the three main standardgsdEEE 1547/UL 1741 (IEEE, 2003;
Underwriters Laboratories Inc, 2001), IEC (Internatio&déctrotechnical Commission) 61727 (IEC,
2004), and VDE (Verband der Elektrotechnik) 0126-1-1 (VD&lsg, 2006).

Response to abnormal grid conditions

Distributed generation should observe the grid conditisile operating and respond to abnormal
conditions by disconnecting the grid. This requirementasdal on the safety of the utility maintenance
and the general public, and protection against damagesretjuirements for tripping vary depending
on the standard. Based on the presented standards, it iblpdssdetermine the behavior of the PCU
when abnormal operation is detected. In this study, thelstas are interpreted based on the power level
below 30 kW.

Voltage deviations

Voltage deviation is the measured root mean square (RM&g®in the point of utility connection. The
disconnection time is defined as the time from the abnormighge condition to the inverter tripping.
The inverter needs to remain connected to the grid for manggourposes during reconnecting. The
reason for tripping times is to ensure the ride-through b#ipain short-term disturbances and to avoid
excessive nuisance tripping. The requirements of voltaggation set by the corresponding standards
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Table 1.6. Disconnection time for voltage variations.

IEEE 1547 IEC 61727 VDE 0126-1-1
\oltage Tripping| Voltage Tripping| Voltage Tripping
range (%) time range (%) time range (%) time

(sec.) (sec.) (sec.)
V <50 016 V <50 010 110<V <85 0.2
50<V < 88 200 50<V < 85 200
110<V <120 200 110<V <135 200
V >120 Q16 V > 135 Q05

Table 1.7. Disconnection time for frequency variations.

IEEE 1547 IEC 61727 VDE 0126-1-1
Frequency TrippingFrequency TrippingFrequency Tripping
range (Hz) time range (Hz) time range (Hz) time

(sec.) (sec.) (sec.)
593< f<605* 016 | fi—1<f<fh+1 02 | 475<f <502 0.2

a For systems with a power < 30 kW, the lower limit can be adpligteorder to participate
in the frequency control.

are presented in Table 1.6.

Frequency deviations

The purpose of the allowed range of frequency deviation and tlelay is to enable the ride-through
capability of short-term disturbances. Improving the fideough capability avoids excessive tripping in
weak-grid situations. The requirements of frequency dmnaset by the corresponding standards are
presented in Table 1.7.

Reconnection after trip

After a disconnection caused by an abnormal operating tondivoltage or frequency), the reconnection
of the grid converter can be made only in the conditions gimerable 1.8.

Power quality

The power quality provided by the grid converter for the AGtéfnating Current) loads or the grid is
governed by several standards. The standards cover tlageofticker, frequency, harmonics, and power
factors. A deviation from standards represents forbiddemditions, and may require disconnection of
the grid converter from the utility grid.
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Table 1.8. Reconnecting conditions after trip.

IEEE 1547 | IEC 61727 | VDE 0126-1-1
88<V <110 (%) 85<V <110 (%)

AND
AND fai—1<f<fh+1(Hz)

AND

593 < f < 60.5 (Hz) | Minimum delay of 3 min.

DC current injection

DC currentinjection to the utility grid can lead to satuoatof the distribution transformers. This in turn
leads to overheating and tripping. If the system is gahalhjidsolated, this problem is minimized.

Current harmonics

The grid converter should have low current distortion Isev& that no harmful effects are caused to
other grid-connected equipment. In Europe, the standa€ddE/27 is not approved, and therefore, the
harmonic limits are set by the standard IEC 61000-3-2 (IEBD52 for Class A equipment.

Average power factor

Only in the standard IEC 61727 it is stated that a grid coeverdn have an average lagging power factor
greater than 0.9 when the output is greater than 50%. In #melatd IEEE 1547 there is no requirement
for the power factor, which therefore allows distributeshgeation of reactive power. The standard VDE
0126-1-1 does not set any requirements for the power faittwre

Anti-islanding

Islanding is a condition of a distributed generator wheeedtstributed generator continues to feed the
grid when the grid connection is lost. Usually, this is notwesl owing to the safety of the utility workers.
Anti-islanding is a method to prevent an unintended islagdiituation. In the context of distributed
generation, anti-islanding is a highly relevant and sigaiit topic, which would require extensive and
in-depth treatment. This, however, is beyond the scopeisfitesis.

1.5 Space-vector theory

Before the modeling procedure of the three-phase VSI (gelt&ource Inverter) is introduced, it is
convenient to introduce the space-vector theory and toamsftions. The three-phase linear system was
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first described in a vector form by Park (1929), Kron (1938) &tanley (1938), while Kovacs and Racz
(1959) provided mathematical treatment along with a plajsiescription. In the space vector theory, the
three-phase linear system can be represented in a two-giiometh coordinate system. Originally, Park
(1929) developed the space vector theory to describe thsiért behavior of the electrical machines.
Nowadays, the space vector theory is the basis of the modeza-phase control theories.

The space vector notation describes the phase variablbs ditee-phase system as one complex-plane
variable, which has a length and a phase angle. The phasdherdf the linear three-phase system can
be written as

Xa(t) = Xa(t) cog0(t) + ¢u(t)), (1.1a)
Xo(t) = K(t) cogB(t) + @y(t)), (1.1b)
Xe(t) = %e(t) cogO(t) + (1)), (1.1c)

wherexa, X, X, are the peak values of the phase variables. The phase@ytzn be obtained from

t
G(t):/ w(T)dt, (1.2)
0
wherew(T) is the angular frequency.

Equations (1.1a), (1.1b), and (1.1c) can be written as aesiogmplex vector and a zero-sequence
component
xS(t) = ¢ (a%%(t) +alxp(t) + a%(1)) | (1.3a)

Xo(t) = Co (Xa(t) +Xo(t) +Xc(t)) , (1.3b)

where the superscript s denotes the stationary refereaefa is the phase-shift operator, an@éndcy
are the scaling constants. The phase-shift opesatan be defined as

2n ——}H@. (1.4)

i 21t 21
— e —cogy 4 jsi -
a=¢€l3 cos(3)+jsm(3) > >

The constants andcy can be chosen arbitrarily, but commordy2/3 andcy=1/3 are used. This scaling
is referred to as peak value scaling. Another alternative ise the constants= ,/2/3 andcy = 1/+/3,
which is referred to as power invariant scaling. In this thethe peak value scaling is used.

Equation (1.3a) can be written as _
x3(t) = x(t)el®, (1.5)

whereaq is the phase angle of the space vector from the real axis at#tienary coordinates.

Clarke transformation

The Clarke transformation maps a three-phase linear syistena two-dimensional orthogonal system.
In a symmetrical three-phase system, the absolute valuedafface vector remains constant, while the
phase angle varies. Thus, the space vect) circulates in the orthogonal coordinates with an angular
speed ofws. The space vecto(t) (1.3a) can be presented in a component form

X3(t) = Xq (t) + jxg(t). (1.6)
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Thea- andB-components of Equation (1.6) can be obtained by substiiguation (1.4) into Equation
(1.3a) and by observing the zero component (1.3b). Thistiutisn can be written in the matrix form

Y W o[ Y2 12] [
[XB] =Tapy | % :§!° V3/2 —\/3/2] Xo |, @7
X, X 12 12 12 | |x

which is known as the Clarke transformation. The inversedfi@ermation back tabccoordinates can be
written as
Xa Xq 2/3 0 2/3] [Xa
xb] =T.5, |:XB] = !—1/3 V3/3 2/3} |:XB] . (1.8)
Xc Xy

-1/3 —/3/3 2/3] |x,
When the system is symmetrical, the zero component can beated because

NI W

Xa+Xp+Xp = O, (1.9)

and Equation (1.7) can be written as

KZ]:T“B E :g{é Q%ﬁ _—\/15//22] E ' (1.10)

Park transformation

The Park transformation maps an orthogonal stationarydioate system into synchronous coordinates,
which are formed by the d- and g-axes. The axes are rotat@egrees with respect to the stationary
a B reference frame. If the angular speed of the synchronoasamée frame is the same as the angular
speed of the three-phase system, the AC quantities of thdarfgequency transform into DC quantities.
The Park transformation is presented in Equation (1.11)}a@dhverse Park transformation in Equation
(1.12).

Xd Xa] [ cogB) sin(B) 0] [Xq
Xq| = Tdqo |:XB = |—sin(@) cogH) 0| |Xg (1.112)
R ] [ 0 0 1 %]
E% X4| [cogB) —sin(8) 0] [xq]
XB] =Tuq |[Xa| = [sin(6) cog) 0| |xq (1.12)
L Xy | [ O 0 1 [xo]

1.6 Three-phase VSI

A three-phase VSl is equivalent to three individual singlese inverters. A diagram of three-phase VSI
with an L grid filter is presented in Fig. 1.5 When operatinghe stationarya3 frame, the control
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Figure 1.5. A simplified three-phase VSI with the L grid filter

design of the three-phase current regulator can be cardeexactly as for two individual single-phase
inverters. This can be shown by considering the phase arar€e of the system. It is pointed out that
the phase interference will be canceled out when the systemapped into the stationamy3coordinates
(Buso and Mattavelli, 2006).

A three-phase VSI with an L-filter can be presented as

d ia ia 1 2 -1 -1f |v1a V2.a
L lio| =—Ri|ib| +35[-1 2 1) fvip| 1 |van|. (1.13)
iC ic _l _1 2 V]__’c V2,C

where the subscript 1 denotes an inverter-side quantiystibscript 2 denotes a grid-side quantity, and

| is the identity matrix. By substitutingypc = T;éxaﬁ and simplifying the matrix products, we get

d. .
L&Iaﬁ =—Rligg+IVi4p—1IVo4p- (1.14)

Equation (1.14) shows that the phase interference is cashoett and both phases are independent of each
other.

To obtain the equivalent DC circuit, the Park transformatiust be applied. By noticing that there is no
neutral wire connection, substitutirxg,lg = Taqlxdq, and taking into account that

d__ 0o -
quaqul:[w 0}, (1.15)

Equation (1.14) can be transformed into synchronous coates. Thus, a three-phase VSI with an L
grid filter can be presented in synchronous coordinates with

d

. -R w].
Laldq:[_w —R} qu+|V1_’dq—|V2’dq. (1.16)

The procedure described here is suitable for modeling allfgtrer topologies, although the L-filter was
chosen because of its simplicity. Moreover, an L-filter iediso approximate the LCL filter at low
frequencies (LFs), which is applied to the control desigthefgrid converter.
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Table 1.9. 3% distortion limit of the discretization metsq@uso and Mattavelli, 2006).

Method 3% distortion limit

Backward Euler % > 20
Forward Euler s > 20
Tustin % > 10

1.7 Digital control theory

The usual methods for discretization are the Backward EBleward Euler, and Trapezoidal (Tustin)
methods (Ogata, 1995; Astrém and Wittenmark, 1997; Busd\atthvelli, 2006). However, the effects
of digitalization are not limited to mapping signals to thelane, but the influences extend to the
computation delay, the effects of the digital pulse widttdulation (DPWM), and the quantization caused
by the finite word length. In the following, the most importa&iffects of the digitalization are examined.

Z-transform

The Z-transform is an important tool in the analysis of thgnals and LTI (Linear Time Invariant)
systems, and we may state that it plays the same role in theetistime domain as the Laplace transform
in the continuous-time domain. The two basic Z-transfornthoés to approximate the time-continuous
integrals in the discrete domain are the Euler integratiethod and the Tustin integration method. If the
approximation is considered as a graphical interpretati@narea under the curve is approximated as the
sum of rectangular (Euler) or trapezoidal areas (Tustin).

Because numerical integrations are approximations, tiseaedifference between the time-continuous
and discrete responses of the transfer functions. Thisrtist is known as frequency warping (Buso
and Mattavelli, 2006; Astrém and Wittenmark, 1997). Tabl@ firesents the limits for the ratio of

the sampling frequency to the frequency of interest. It cambticed that the Tustin approximation

is more precise than the Euler method, and provides a sndiitortion at a certain frequency, or a
higher frequency for the chosen distortion limit. The Zrfoof the backward Euler can be written with

z—-1
= — 1.17
T (1.17)
the forward Euler method with 1
Z_
= 1.18
s T (1.18)
and the Tustin method with
g 2271 (1.19)
T Tez+1 :

We can see that with the forward Euler method it is possibéd ¢hstable continuous-time system is
mapped into an unstable discrete-time system, and therefahould not be used. When the backward
Euler is used, a stable continuous-time system is alwaypethjnto a stable discrete-time system, and
the Tustin approximation maps the LHP (Left Half Plane)desthe unit circle (Astrém and Wittenmark,
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1997). Thus, the backward Euler and Tustin approximatioassaitable methods for the realization
of digital controllers. Moreover, Buso and Mattavelli (B)&rgue that the discretization methods that
are more complex than the backward Euler are seldom matiattéeast in Pl (Proportional Integral)
controllers.

Quantization

The quantization issue arises from the fact that actuaksysthave a finite word length, and thus, all
numbers must be represented with a limited number of biteomputing, a word is defined by a fixed

set of bits that are handled by the hardware. Usually, thel\wargth in embedded systems is 8, 16, 24,
32, or even 64 bits. For this reason, digital realization sfystem is inherently nonlinear (Proakis and
Manolakis, 1996).

In a binary system, it is possible to represent a word by ublirits taking 2' separate values, where
the largest possible value i8'2- 1 andN is the word length. Although a word is usually considered a
positive integer, there is no standard definition. In pgtthis means that the value of tRebit binary
word is dependent on its decoding.

Astrom and Wittenmark (1997) define the following major smsrfor errors based on arithmetics:

 quantization in ADC (Analog-to-Digital converters),
 quantization of parameters,

« roundoff, overflow, and underflow in addition, subtractianultiplication, division, function
evaluation, and other operations, and

* quantization in D/A converters (DAC).

Delays

A digital system has inherent delays caused by transfoomsibetween the continuous and discrete time
domains. A digital delay can be divided into a computatiaiedhy and a delay caused by sampling. An
ADC can be modeled by different methods, but usually, an AB@odeled as a cascade connection
of an ideal sampler and a quantizer. Considering the dyné&eti@vior, the quantizer and the ideal
sampler do not contribute to the dynamics of the system. diitiad, a DPWM is another part of digital
control systems involving time-domain transformationdRWM transforms a discrete time signal into
a continuous-time signal by changing the state of the segich

Considering the dynamics of the control algorithm, the AD@ éhe DPWM are points of interest. If

we look at the controller as it is seen from the ADC to the DPWé, notice that a delay occurs.

This delay affects the overall performance of the contrstey. Therefore, it is important to develop a
continuous-time equivalent model of the controller, whintludes the inherent delays.

The delay can be modeled in the s-domain with

Tde|ay(s) - eﬁST7 (120)
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wherert is the delay time. Because the delay presented in Equati@f)(tan be problematic to use, a
first order Padé approximation can be used for easier hanafiaquations (Buso and Mattavelli, 2006)

1-s%
Tdelay(s) =g =2

1.21
1+75 (1.21)

Because in the DPWM the transformation from the discreteotdiouous-time domain is inherent, it is
possible to use the standard delay equation to model thehdéday effect (Buso and Mattavelli, 2006).
The delay of the holder depends on the synchronization obt&/M, computational delays, and other
delays involved in the controller loop.

Limit cycling

Limit cycling (LC) is a well-known phenomenon in digital &its (Proakis and Manolakis, 1996). In
digital control, limit cycling raised interest when diditantrollers were widely adopted, and this inherent
problem was recognized.

In the realization of a digital filter (e.g. a digital contier), the quantization operations inherent in the
finite precision arithmetics render the system nonlingaretursive systems, the nonlinearities resulting
from the finite precision often cause periodic oscillatiocalled limit cycles. These oscillations are

directly attributable to round-off errors in multiplicati and overflow errors in addition. An extensive

description of limit cycling in recursive systems is preteehin (Proakis and Manolakis, 1996).

Peterchev and Sanders (2003) have studied the connectisadyethe quantization resolution and limit
cycling in digitally controlled PWM (Pulse Width Modulatip converters. Moreover, Peterchev and
Sanders (2003) give three conditions to avoid limit cycliktpwever, even if the presented conditions
are met, limit cycling may occur. Therefore, simulations sscommended (Buso and Mattavelli, 2006).

« Condition 1: It must be ensured that in all circumstances there is a \aflttee DPWM that results
in a zero-error value of the error variable. This can be agudy setting the resolution of the
DPWAM finer than the resolution of the ADC. It is suggested thane-bit difference suffices in
most applications.

< Condition 2: Even if Condition 1 is met, limit cycling may occur. The sadocondition defines
that the controller needs to have an integrating term, tleéficeent of which must be so small that
it adjusts the duty cycle step similarly as the LSB (Leashficant Bit) of the DPWM.

¢ Condition 3: The third condition concentrates only on the nonlineasityhe ADC by applying
the describing function (Buso and Mattavelli, 2006). Thisams that the feedback loop has a
nonlinearity caused by the ADC, which is represented by treesponding describing function.
The describing function varies with the quantization mdtheed. Thus, the description function
included, the Nyquist stability criterion must be valid.
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Figure 1.6. 10 kW SOFC prototype operated by VTT.

1.8 Plant under study

The SOFC unit operated by the VTT Technical Research Cerftreirdand (VTT) was built to
demonstrate a grid-connected SOFC system using naturahgasfuel. The unit consists of two
interconnected modules, the balance of the plant, and #oi shodule. The stack module is a 10 kW
single planar module by Versa Power Systems, Inc. The SO&@ @ presented in Fig. 1.6.

1.9 Objective of the work

In this doctoral thesis, the power conversion of SOFCs idistl The objectives of the work are to

« study how a SOFC operates as an electric power source,
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investigate how the characteristics of the SOFC affecPi@ig,
« analyze how the PCU and characteristics of the SOFC affeatdantrol design of the PCU,
¢ develop a model of the PCU,

¢ design a control system based on the developed model arrédhéements set by the fuel cell
plant, and finally

« verify the assumptions made on the simulation model wighpttototype.

The key objective of this doctoral thesis is to find an answéhé question "How should the PCU of the
SOFC plant be controlled in distributed generation?” angetify the solution with a prototype.

1.10 Outline of the thesis

This doctoral thesis focuses on the modeling and contrdi®fRCU in a SOFC environment. The work
focuses on the dynamical modeling of the power convertirng study on the requirements set by the
SOFC plant for the control system, and design and implerientaf the control system based on the
aforementioned aspects. In addition, the study addreleedigital control, where the inherent features
of the digital system have an impact on the control desighénrSOFC environment.

The first research question is: How does the fuel cell behaanalectrical power source? A literature
study is made on the fuel cell as an electrical power sourbe.réquirements and limitations related to
the PCU are presented. A prototype PCU is built based ontdratiure survey on the power conditioning
unit and the characteristics of the fuel cell. A prototypgteyn has to be modeled, and therefore, modeling
of the DC/DC and DC/AC stages is presented. Based on theregnents set by the fuel cell, grid, and
the power electronics, a control system is designed.

The designed control system is simulated, and issues ddtdctring the simulation are analyzed. In
addition, an analysis based on the simulation model is mafee simulations focus on situations
where the most notable transients occur, and which shoelegfibre be mitigated in the stack current.
Simulations are verified against an actual prototype whegngessible, taking into account the limitations
set by the laboratory facilities. Finally, conclusions auggestions for further research are made.

This doctoral thesis is divided into the following chapters

Chapter 1 introduces the topic of fuel cells. The chapter providesiaftintroduction to fuel cells in
distributed generation. Further, the chapter describeshioretical modeling process for the fuel
cell system and its control. Finally, the objectives andionetof the work are described and the
contributions of the study are listed.

Chapter 2 provides a model of the fuel cell, the DC/DC converter, aredlghd converter. Further, the
chapter theoretically analyzes the proposed models. TVelajged models are based on the theory
presented in the introduction.
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Chapter 3 presents the design of the control system for the PCU basedteodeveloped dynamical
model and the literature study. The contribution of thisptbais the design of the control system
of the series connection of the DC/DC and the grid convedettfe SOFC plant.

Chapter 4 presents the simulations and measurements of the propos#&disystem.

Chapter 5 concludes the work covered in this thesis and suggestsstégi¢urther research.

1.11 Scientific contributions of the thesis

The scientific contributions of this doctoral thesis are:

* Classification of the control requirements for the PCU irS@+C environment.

» Formulation of a theoretical dynamic model of the resofargh pull converter with a voltage
doubler output.

* Proposition of systematic control design guidelines ffier PCU in the SOFC environment.

» Development of a DSP-FPGA (Digital Signal ProcessoréHglogrammable Gate Array) platform
architecture for the control of power electronics.

» Formulation of the theoretical models of the delays inedlin the digital implementation of the
presented control system.

 Proposition of the usage of a Proportional+Resonant ofletiin the DC/DC stage to mitigate the
low-frequency grid harmonic detected in the output curcénhe stack.

The author has presented research results related to tleedbthe doctoral thesis in the following
publications:

1. T. Riipinen, V. Vaisédnen, M. Kuisma, L. Seppé, P. Mustgremd P. Silventoinen, "Requirements
for power electronics in solid oxide fuel cell system,” ireth3" Power Electronics and Motion
Control Conference, EPE-PEMC 208008 (Riipinen et al., 2008).

2. T. Riipinen, O. Laakkonen, L. Lehonkoski, V. VaisanergiRentoinen, and O. Pyrhdnen, "Design
and analysis of FPGA-based control of a fuel cell line cotergrin the 35" Annual Conference of
the IEEE Industrial Electronics Society, IECON 20@909 (Riipinen et al., 2009).

3. V. Véisanen, T. Riipinen, and P. Silventoinen, "EffectsSavitching Asymmetry on an Isolated
Full-Bridge Boost ConverterJEEE Transactions on Power Electronjcgol. 25, Issue 8, 2010
(Vaisanen et al., 2010)

4. T. Riipinen, V. Véaisanen, and P. Silventoinen, "Requiesits for the control system of an SOFC
power conversion unit in stationary power generation,’hie Twenty-Sixth Annual IEEE Applied
Power Electronics Conference and Exposition (APEXDL1 (Riipinen et al., 2011).
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5. V. Vaisénen, T. Riipinen, J. Hiltunen, and P. SilventoiriBesign of 10 kW resonant push-pull
DC-DC converter for solid oxide fuel cell applications,” Proceedings of th&é4™ European
Conference on Power Electronics and Applications (EPE 204011 (Vaisanen et al., 2011).

The author is the primary author in publications 1, 2, and He literature survey in publication 1 was
made together by the authors. The author contributed to trdelimg and control research.

In publication 2, the author contributed to the modeling dasgign of the fuel cell line inverter.
In publication 3, the author was responsible for the modgdithe converter, built the control system for
the prototype, constructed the prototype with V. Vaisaremn cooperated in the measurements with V.

Vaisanen.

In publication 4, the author has made specific literatureassh to determine the requirements of the fuel
cell plant and the grid interface in the design guidelinegtie PCU control system.

In publication 5, the author was responsible for buildind dasigning the control system of the prototype.
The prototype was designed by V. Vaisdnen and J. Hiltuneshiraplemented by J. Hiltunen.
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Chapter 2

Modeling of the power conversion unit

2.1 Fuel cell

Numerous models to describe the dynamical behavior of thleckll have been proposed in the literature.
Many of the models are combined thermodynamical and elgogémical models aimed to model the
physical behavior of the fuel cell (Li et al., 2005; Xue et @D05; Chiu and Diong, 2003). Such models
are usually complicated and require detailed knowledgeetell. For an electrical engineer, a physically
based model is usually unnecessarily complicated.

Another option is to model the fuel cell as an equivalentteles circuit; for instance, by modeling
the DLCE (Wang and Nehrir, 2007b) and the equivalent rasigts (Fontes et al., 2007). Equivalent
circuit modeling is usually familiar to an electrical enger, and it provides enough information to design
the PCU and the control system without the laborious and-toresuming process of electrochemical
modeling.

Even though the fundamental electrode reaction in the SOff€@sifrom the reactions of the other cell
types (National Energy Technology Laboratory, 2004), theration principle remains the same. For the
reason that the electrical equivalent circuit does notdrgdscribe the exact electrochemical reactions
inside the cell, the equivalent models of the fuel cells camssumed to describe all the fuel cells with
adequate precision. In the following, the SOFC modelingess proposed by Wang and Nehrir (2007a)
is followed.

2.1.1 Fuel cell output voltage

The fuel cell output voltage can be determined by using theadteequation to calculate the reversible
potential. In the SOFC the overall reaction is

2Hy+ Oy = 2H20(g)7 (2.2)
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where B is hydrogen, @ is oxygen, and the subscript (g) denotes the gas phase. Téuessible
potential can be calculated from the corresponding Nensagon

RT, [ (P&))*(pE))
Ecell = Eocell + -=1In |:F;ch7)202 )
Hzo

4F
whereEq ce is the temperature-dependent reference potential of theR:& the gas constant (8.3143
J/(motK)), T is the temperature in KelvirF; is the Faraday constamﬂ; is the hydrogen pressurpg,h2

is the oxygen pressure, alpﬁ‘zo is the water pressure.

(2.2)

The temperature-dependent reference poteBgial; can be expressed as
Eo cell = E§ cen — Ke(T —298), (2.3)

whereEg ., is the standard reference potential in the standard st@@8K and 1-atm pressure,is the

empirical constant in calculatiriep, andT is the temperature in Kelvin.

The output voltage calculated from Equation (2.2) is theags of the cell without loading, that is,
the open-circuit voltage. When the current is drawn from ¢led, the losses increase as a result
of the activation, ohmic, and concentration losses. Theesphenomenon can be seen in the ideal
voltage-current curve presented in Fig. 1.2, where thel ideltage corresponds to the open-circuit
voltage (2.2) in the current operating point.

The output voltage of a single cell can be calculated from

Vcell = EceII - Vactcell - Vohmcell - Vcon(;celh (2-4)

whereVaetcell iS the activation voltage drop of the single c&bnmcen is the ohmic voltage drop of the
single cell, and/conccen is the concentration voltage drop of the single cell.

Based on (2.4) and assumption of the of lumped componepteutiput voltage of the stack, when current
is drawn, can be expressed as

VouLstack: NceIIVceII = Estack— Vact - Vohm - Vconc, (2-5)

whereNcg is the number of cells in the stacKgiackis the open-circuit voltage of the stadkct is the
activation voltage drop/onm is the ohmic voltage drop, angonc is the concentration voltage drop. To
develop an equivalent electrical circuit for the SOFC, tb#age drop8/act, Vohm, andVeonc have to be
determined.

2.1.2 Activation voltage drop
The activation voltage drop is caused by an activation gneagrier that has to be overcome before the
chemical reaction occurs. The activation voltage drop adfigle cell can be calculated from

Vac:cell = VactheII + Vactl,cella (2-6)

where
Vactacell = o+ &1T 2.7)
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is the part of the activation voltage drop affected only byititernal temperature of the cell, and

Vacticell = IRactcell (2.8)

is the part of the voltage drop affected by the current andeimperature.

2.1.3 Ohmic voltage drop

The ohmic voltage drop of the fuel cell is a consequence ofdébistance of the electrolyte, electrodes,
and the interconnection between the fuel cells in the stng and Nehrir (2007a) neglect the resistance
of the electrodes, and thus, the total ohmic voltage dropesanessed as

Vohmcell = Vohmelecyt+ Vohminterc: iROthE”7 (2-9)

whereVonmelecyt IS the ohmic voltage drop caused by the electrolyte,\&g)interc is the ohmic voltage
drop caused by the interconnection. Furtfiehmcen decreases as the temperature increases.

2.1.4 Concentration voltage drop

During the reaction process, there can be concentratiahiegns caused by diffusion in the flow channels.
The effective partial pressures of oxygen and hydrogenoaver at the reaction site than in the electrode
channels, as the effective partial pressure of the wateneatdaction site is larger than in the anode
channel. A reduction in the gas pressure will result in a cédua in the voltage (Larminie and Dicks,
2003). At high current densities, the slow transportatiidthe reactants to the reaction site is the dominant
source of concentration losses. According to Wang and N¢p@i07a), the equivalent concentration
resistance can be expressed as
Vconqcell
i

whereVeonceell is the combined voltage drop of the anode and the cathode.

Reongeell = ) (2.10)

2.1.5 Double-layer charging effect

Two layers that consist of ions and electrons of differeriapty are formed on the interface of the
electrolyte and the electrode. This causes an effect ctiledlouble-layer charging effect. The two
layers can be charged by the polarization effect, and theystmre energy and act like a supercapacitor.
The capacitance of a capacitor can be calculated from

C= eé, (2.11)
d
wherece is the electrical permittivityA the surface area, artithe separation of the plates. The surface
area of the electrodes is several thousand times largeitdkmgth times width because the electrodes
are porous and the separation is typically only a few nanerseTherefore, the capacitance is very high,
in some fuel cells of the order of a few farads (Larminie andkBj 2003). If the electrode were made
more porous, the equivalent capacitance would also inereas
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Figure 2.1. Equivalent electrical circuit of the SOFC. Thpiigalent circuit includes the activation voltage drop
(Vactcen), concentration losseRfonccel), activation lossesRactcel), 0hmic lossesRonmeelr), and the double-layer
charging effect equivalent capacit®fcei) (Wang and Nehrir, 2007b)

According to (Wang and Nehrir, 2007b), the DLCE dominatesditnamic characteristics of the SOFC
stack in the small timescale. The equivalent circuit of theCB used in the physically based dynamic
model of the SOFC is presented in Fig. 2.1. In the figRs8mcell, Ractcell, aNdReonccen are the equivalent
resistances of the ohmic, activation, and concentratittage drops, respectively, adds the equivalent
capacitance of the DLCE. The open-circuit voltage is regmeesd asEqe) , andVae is the activation
voltage drop affected by the fuel cell operation tempem{Wang and Nehrir, 2007a). In (Fontes et al.,
2007), it is suggested that in the PEMFC studied by impedapeetroscopy, the double-layer capacitor
filters a majority of the high-frequency (10 kHz) ripple. T$tedy argues that the current harmonics have
no (measurable) effect on chemical reactions at high frecjes. The RC loop time constant is calculated
to be 1 ms, and therefore, the capacitor has no time to chadjsaharge at high frequencies.

The double-layer charging effect is modeled by usige to calculate the output voltage of the cell.
The cell output voltage can be expressed as

Veell = Ecell — Vc‘,cell - VactheII - Vohmcell- (2-12)

By combining Equations (2.5) and (2.12) the output impedaaad thus the output voltage, of the fuel
cell stack can be calculated.

2.1.6 Development of the model

An equivalent circuit of the fuel cell is presented in Figl,2which includes the ohmic losses and the
equivalent capacitance produced by the DLCE. The model eadivided into individual impedances,
and the wiring inductance can be included in the model (Laflgl., 2006). By combining the model
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Figure 2.2. Equivalent electrical circuit of the SOFC intihg the cable inductance.

presented by (Wang and Nehrir, 2007a) and the cable indeetéme equivalent circuit presented in Fig.
2.2 is obtained. The corresponding equations for impedamesented in the model can be written as

Z1(8) = Ractcell + Reonceell (2.13a)

Zo(s) = — (2.13b)
sCice

Z3(s) = Rohm (2.13¢)

Z4(s) = sLebl (2.13d)

By basic algebra, the equivalent Thevenin impedance caalbelated:

Z1(9)Z2(9)

m +Z3(s) + Z4(s). (2.14)

Zsc (S) =

By substituting Equations (2.13) into (2.14), the follogittansfer function for the stack impedance can

be written:
Ractcell + Reonceell (2.15)

(CdiceRactcell + CdiceReonceell) S+ 1 '

Zic(S) = Rohm+ Lenis+

Based on Equation (2.15), a Bode diagram of the fuel cellututppedance can be drawn. The example
of the fuel cell output impedance of the cell used in (Fonted.£2007) is presented in Fig. 2.3. However,
it is pointed out that this impedance should be considerethaxample only, not the impedance of the

stack used in the study.
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Figure 2.3. Bode diagram of the output impedance of the stéttkthe values presented by Fontes et al. (2007).

2.1.7 Equivalent circuit used in the thesis

Because the fuel cell equivalent parameters are not alafiadm the manufacturer, and it is not possible
to measure the equivalent capacitance of the DLCE from kst steady-state model is chosen.

Pasricha et al. (2007) have reviewed multiple steady-statdrical terminal models of the PEMFC stack
and verified the models against an actual stack. The bespfibisded by the simple Thevenin equivalent
circuit, despite its poor predictions about the low and lighrents. Because the stack parameters are not
known, and the operating area for which the converter iyesi is the region of ohmic losses (area 2),
a Thevenin equivalent circuit is used to model the stack.pieshe lack of information, a theoretical
impedance analysis is made of the stack output impedandehwhn be considered as an input filter,
and the DC/DC converter input impedance.

Halinen et al. (2011) have presented the performance deaistics of the SOFC unit used. The
voltage-current pairs of the measurements are determifieel corresponding values are given in Table
2.1. The linear Thevenin model is acquired by applying tlstisquares method. By basic algebra, the
following parameters for the Thevenin model can be obtaiivgd=58.1 V andRstack=0.0421Q). The
measured polarization curve and the linearized model caneglotted in Fig. 2.4.
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Table 2.1. Measured data from the prototype stack and teariired model.

\Voltage [V] | Current [A]

52.5 140
51.8 148
51.0 160
50.7 176
49.8 200
52.5 T T T T T
Measured dat
> ~ : : ‘ = = = Linear model
52
= 51.5f
(]
g
E
Z s1f
8
n
505}
50
; ; ; ; ; ; )
140 150 160 170 180 190 200

Stack current [A]

Figure 2.4. Stack data measured from the prototype celiifeialet al., 2011) and the linear fitting of the data.

Simplifications and limitations of the model

Because the system is presented as a Thevenin equivalarit,¢ite dynamics of the system is neglected.
In addition, the accuracy of the linearized model decreaden moving away from the area of the ohmic
losses. Therefore, it can be stated that for a more precagsas, a dynamic model should be used for
the fuel cell plant.

2.2 DC/DC converter

According to the requirements set by the prototype plariteeakure survey was made. In the literature
survey, the most promising isolated boost topologies weeatified. The following topologies were
simulated and small-scale (approx. 100 W) prototypes weile b
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« flyback (Mohan et al., 2002),

* two-switch forward (Mohan et al., 2002),

« voltage-fed full-bridge (Mohan et al., 2002),

« current-fed full-bridge (Nymand and Andersen, 2008),

« active-clamped input current doubler—output voltagetdeu(Kwon and Kwon, 2009), and

* resonant push-pull (RPP) (Kwon et al., 2009).

Based on the simulation results and the small-scale pro¢stythe 10 kW full-scale prototypes were built
from a current-fed full bridge with an active clamp and RPpologies. Because of the good efficiency
(approx. 95 % (Vaisanen et al., 2011)) and robustness ofihkedale prototype, the RPP converter was
chosen.

The objectives of the converter modeling can be divided thtee targets. The first, and the most
important from the perspective of the control system, isredjet the low-frequency variations of the
converter voltages and currents. These variations canédodhe line voltage, the duty cyd® and the
measurement noise. The second targetis to be able to ndgddogh-frequency switching ripple, and the
third is to avoid the complicated switching harmonics amibands. An approach to reach these targets
is to remove the switching harmonics by averaging all wavafoof the converter over one switching
period.

In this section, the modeling of the RPP converter, with thevipusly described small-ripple
approximation and the state-space averaging methodsssmied.

2.2.1 Resonant push-pull converter

The RPP converter provides a relatively simple boost tapolo interface the SOFC. Properties that
make the RPP a feasible choice for the SOFC usage are galsalzitton, inherent boosting ability, and
distinctively low switching frequency input current rigptaused by the boost inductor. The inherent
boosting ability is desired because of the low output vatafithe SOFC. In addition, galvanic isolation
helps to boost the voltage through the transformer and gdesvimproved safety in the case of a
malfunction. The applied RPP converter is presented inEiand the parameters in Table 2.2.

To simplify the notations in the calculations, the follogiguantities are defined

Rere = 2Rer + Rac, (2.16)

Vers +Ver2 — Ve
lg = —2=— “de ¢ 2.17
“ Rern+ Rerz+ Rue (&-17)
IdC: Icrflac7 (218)
Vcd = Vdc - Rdclcr + Rdcl ac (2-19)
Vo = Vccl-;Vccz7 (2.20)

Rik = Rer + Rec+ Rk, (2.21)
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Figure 2.5. Simplified schematic of the RPP converter.
Table 2.2. Parameters of the applied RPP converter.
Parameter Value Description
Prom 10 kW Nominal power
Vg 50V Input voltage
Lip 20uH Boost inductance
Rip 0.47 n()  Series resistance of thg,
ny 2 Primary turns of the transformer
ny 12 Secondary turns of the transformer
Fs 50 kHz Switching frequency
D 0.56 Duty cycle in the operating point
Ce1 80 uF Snubber capacitor
Ce2 80 uF Snubber capacitor
Re1 5mQ Series resistance of the snubber capa€iter
Re2 5mQ Series resistance of the snubber capa€itor
Cer1 1320 nF  Resonance capacitor
Cer2 1320 nF  Resonance capacitor
Rern 5mQ Series resistance of the capaciBon
Rerz 5 mQ Series resistance of the capacifap
lac 152A Load current in the operating point
Vdc 660 V DC link voltage in the operating point
Cuc 230uF DC link capacitor
Rac 1.5mQ  Series resistance of ti.

R 43.6Q Equivalent load resistance in the operating p&int Ve

|ac
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D* = (D-1), (2.22)

and
D'=(1-D). (2.23)

First, the operating periods of different modes have to beutated. To simplify the converter, only two
modes are analyzed, and it is assumed that the resonanoe pktine LC circuit of the converter, formed
by the transformer leakage inductance and the resonantitaqs&.;; andCe,», is equal to the switching

periodt,. The resonance period can be defined as (Kwon et al., 2009)
1
W= =, (2.24)
vV LkCer

where we can calculate the duration of the resonance peyiod b

tr = 27t/ LiCer, (2.25)

whereCy is the capacitance of the resonance capacitor.

After determining the resonance period, the operatingopsrcan be defined as follows:

oty (0.5-D)Ts, whenD<0.5 (2.26)
YT (D-05)T, whenD>0.5 '
1
b=t= Etr = 70/ LikCor (2.27)
b e — DTs—t;, whenD<0.5 (2.28)
T % T\ D'Te—t,, whenD>0.5 '

From Equations (2.26)—(2.28), we can see that the resoramcktion

1 DTs, whenD<0.5
ot < S < (2.29)
2 D'Ts. whenD>0.5

must be satisfied, when operating the secondary diodes létdro-current turn-off. It is pointed out
that because of neglecting the peritgiandts, the model accuracy decreases as the operating point moves
from the vicinity of the resonance condition. Because ofdtmall-signal averaging and linearizing, this
simplification can be assumed not to have a significant infleem the dynamics of the system.

Transformation ratio of the transformer can be defined devist

M when referred to a single winding
p=4 2 (2.30)

no?
nizl, when referred to both windings

Further, to simplify the analysis, the following assumptare made:

» The operation of the converter is symmetrical, (i;&ts, to=ts, andtz=tg)
* Ce1=Cea,

* Ceri=Cer2,

* Rer=Reri=Rer, and

* Rec=Re1=Re2.
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2.2.2 Large-signal model

To understand the dynamical behavior of DC/DC convertessall-signal AC model is required for the
analysis. Hence, a corresponding AC model for the RPP ctemnisrderived in this section by applying
the SSA (State Space Average) method by Middlebrook and C&K7). Owing to the nature of the
RPP converter, the analysis can be made in the CCM (ContinGoaduction Mode), while the DCM
(Discontinuous Conduction Mode) can be neglected. Thechinij waveforms are not presented in this

Because the operating mode changeB=0.5, two separate models are needed to explain the behavior
of the system. The change in the transformation ratio ofyistesn (2.30) is observed with the coefficient
1/2, which makes it possible to use an explicitly defined gfarmation ratiou. In this section, the
dynamic models foD>0.5 andD<0.5 are introduced.

The SSA model is derived by the chosen differential statmbbes as follows:

le% {hb)7y = Mb) 1y » (2.31)
Cer g Vectlr, = (I, (2.32)
Ceot Ve, = (e, (2.33)

L|k% (i), = (M) (2.34)
Cm% (Vert)r, = (lert), » (2.35)

Ccrz% (Ver2)1, = (ler2)7, » and (2.36)

Cdc% (V) = (lde) 7, » (2.37)

where(X)_ denotes an averaged value of the quanXityver the switching periods.

2.2.3 Boost mode

When operating ab>0.5, the converter operates in the boost mode. This meanththh-bridge of the
power state is switched in the short circuit during the ofpegestates; andt,, and the boost inductor
L, stores energy in the magnetic field and releases the eneripgdbe states, andts.

State 1

In the statd;, the transistorSW,— andSW,_ are conducting and the boost inductgy is charging. The
secondary resonance capacitGgg andCc, are loading the output capacitGgc, which feeds the load
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L ‘ ‘ ‘ ‘ 2n;n, Ly Ry, 4D,
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Figure 2.6. Operating modgwhenD>0.5. The inactive parts of the circuit are indicated by dbtiees.
lac. The input currenty, flows through the resistané®,, while the output curreny. flows through the
resistancdryc.

The equivalent circuit diagram of the states presented in Fig. 2.6, and the differential equationfef t
state can be defined as follows:

le%<llb>Ts = (Vg)Ts — Rio(ln)7e (2.38)
C(:1% (Meer)1: =0 (2.39)

CCZ% (Vec2)Ts =0 (2.40)

d

L|ka<||k>TS =0 (2.41)
Ccrl%<vcrl>Ts = —<|cr>T5 (2.42)
Cch%<Vcr2>Ts = —(lenTs (2.43)
CdC%<VdC>Ts = (ler)7s — lac (2.44)

State 2

During the statéy, the power is transferred from the primary to the secondérg. voltage oveky, is the
voltage difference betweevy andVcc, with voltage losses caused by the resistors observed. T in
currentl, loads the capacit@@.,, which feeds the capacit@;; through the leakage inductancg. The
resonant capacitof&;; andC, charge the DC link capacit@yc, which feeds the loatic.

The equivalent circuit diagram of the stasés presented in Fig. 2.7, and the differential equationfief t
state can be defined as follows:

'—'b% {hb)7s = (Vg)Ts — (Rib + Rec) {lio) T + Rectt(lik) 7 — %(VCQ)TS (2.45)
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Figure 2.7. Operating modewhenD>0.5. The inactive parts of the circuit are indicated by dbtiees.
d
Ccla<vccl>T5 =0 (2.46)
d 1
QZ&(V(:C2>T5 = §<|Ib>T5 — (i) (2.47)
d _ K Rec
Li a('lk)TS = 5 Vec2 + m (o) s — (Rec + Rik + Rer) (I ) 7 + Rer{ler) 7 — (Vert) 7o (2.48)
d
Ccrla Ver)Ts = () — (len) s (2.49)
d
Corz g (Ver2) e = —({ler) e (2.50)
d

Cdca (Vac)Ts = (ler)1s — lac (2.51)

States 4-5

The states,—ts correspond to the statés-t3 with the only difference thaV.c; and Ve

c2» Similarly as

Ver1 andVr2 , are opposite when compared with the first states. For spadegspurposes, the state

equations for the statég-ts are not presented.

2.2.4 Non-overlapping mode

When operating abD<0.5, the transistorSW,_- andSW,_ do not overlap, and boosting does not occur.

The state equations of the non-overlapping region are ptedén the following.
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Figure 2.8. Operating modgwhenD<0.5. The inactive parts of the circuit are indicated by elbtines.

State 1

The equivalent circuit diagram of the statés presented in Fig. 2.8, and the differential equationsief t
state can be defined as follows:

L ()7, = (Vg — (R -+ Rec) (), — (Ve (252)
Ccl%<V001>Ts = %<|Ib>Ts (2.53)
Qz%(Vcczhs = %<|Ib>T5 (2.54)

L d | =0 2.55
Ika< K)Ts = (2.55)

d V, =—{l 2.56
Ccrla< cr1>Ts = —< cr>T5 ( . )
Ccr2%<vcr2>TS = —(ler)w (2.57)
CdC%<VdC>TS = (ler)Ts — lac (2.58)

State 2

When operating ab<0.5, the staté, is identical to the statee when operating ab>0.5. To make it
easier to follow the modeling procedure, the state equatoa rewritten.

The equivalent circuit diagram of the states presented in Fig. 2.9, and the differential equationfef t
state can be defined as follows:

NI =

LIb%<|Ib>Ts = <V9>Ts - <|Ib>TS(RIb + Rcc) + U(IIk>TSRcc* <VCC2>T5 (2.59)
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Figure 2.9. Operating modgwhenD<0.5. The inactive parts of the circuit are indicated by elbtines.

d
Ccla<vccl>Ts =0 (2.60)
d V, = 1 | i) T 2.61
C02a< cc2)Te = 5( b)Ts — 1(lK) Ts (2.61)

L d _H Rec

Ik a<|Ik>T5 = EV002+ m (lib)Ts — (Rec + Rik + Rer) (i) 1 + Rer{ler) T — (Ver) T (2.62)
d V. =1 | 2.63
Ccrla< crl)Ts = lk —Ter ( . )

d
Qrza(VcQ)Ts = —lgr (2.64)

d

Cdca<VdC>Ts =ler—lac (2.65)

2.2.5 Small-signal model

The averaged system, which can be constructed from theetitial equations by calculating a weighted
average over the switching peridg is nonlinear and can be linearized by calculating the Jacabhatrix

in a certain operating point as presented. By calculatiegitiearized set of equations formed by the
Jacobian matrix, we obtain an LTI SSA model. The linearizediel can be presented in the state-space
by

A% + Bii (2.66)

X
I
<t

d
Ka

]

(ol

§=Cx+ Di (2.67)

Both the models share the matrices (2.73), (2.74), (2.%%,(2.76). When operating &>0.5, the
matricesADzo'5 (2.69) andéDzo'5 (2.70) define the model. However, when operatindp&0.5, the
matricesAD<o.5 (2.71) and§D<O5 (2.72) define the model. We can also see that the rank of thelnsd
five, although the system has seven states. It can be notiaethe states df;; andC, , andCc; and
Ccr2 can be combined. With this reduction, the rank of the modeksponds to the states of the system.
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(2.68)

(2.69)

(2.70)

(2.71)

(2.72)

(2.73)
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~ 0 o0
D= [o 0] (2.74)
X = [rlb Veer V2 iqlk Vet Ver2 Vdc]T (2.75)
G=[Vg fac d]’ (2.76)
where D" (2Rer— Rere)
r — Mcre,
Q=———=", 2.77
: Ree @77
1
= B 278
2~ Ree (2.78)
b1 = Vers +Ver2 — Veealt — Veealt — 2likRect-
2 Ver1 + Verz — Ve 2l
2|Ichr+2|Ilek . Rcr( crl cr2 dc) + ( IbRcc)7 (2.79)
Rere il
P2 = Vecat — Vera — Vers + Veeatt + 2likRee—
2 Ver1 + Verz — Ve 2
2l Rer — 211 R - F\)cr( crl cr2 dc) _ IbRcc)’ (2.80)
Rere n
and .
~ |ho
§= {vdc] . (2.81)

2.2.6 Frequency responses

In the following, the frequency responses of the RPP coavéartthe linearization point are presented.
The frequency responses of the open-loop transfer functorbe used to verify the model against the
measurements, to design an EMI (Electromagnetic Interéexkfilter without interference caused by the
converter, to design a control system for the converter,tarehalyze how the disturbances affect the
system. All frequency responses represent the behavibeifirtearization point.

Figure 2.10 presents the calculated frequency response afansfer functiorga@é—s)). The Bode diagram

presents the open-loop transfer function from the dutyecy@the input current. This open-loop transfer
function determines the control design of the system wherctirent control is applied.

Figure 2.11 illustrates the calculated frequency respofigee transfer functioﬁ(‘j-é—?. The Bode diagram
shows how much the variations in the duty cycle change theibiCvoltage. In a voltage regulator
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Figure 2.10. Calculated frequency responses fi¢sh to i (s).
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Figure 2.11. Calculated frequency responses frontifpto Vi(s).
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Figure 2.12. Calculated frequency responses frg(g) T0 ijp (s).

system, this is a key component in the design of a suitableater. However, in a current-controlled
system this is not interesting if voltage regulation is mopiemented in the DC/DC stage.

Figure 2.12 depicts the calculated frequency responseedfémsfer functio '28 The Bode diagram
shows how the variations in the input voltage affect the trgourent. This is also known as the converter
input admittance.

Figure 2.13 presents the calculated frequency response afansfer functio N‘;@. The Bode diagram
illustrates how the input voltage variations affect theputitvoltage.

Figure 2.14 shows the calculated frequency response ofdhsfer functlon'-'% The Bode diagram

demonstrates how the DC link current variations affect tiput current. This frequency response is
important when operating with a SOFC because of its lack lefance to the low-frequency current

ripple.

2.2.7 Analysis

Because the system is linearized in a certain operating,gbia important to examine how the system
dynamics is changed when the linearization point changeshd following, the linearization point is
varied fromD=0.1 toD=0.7, and the responses are compared.
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Figure 2.15 shows that when the duty cycle is increased,thsgain increases. Moreover, it can be
noticed that the resonance frequency and@healue (Erickson and Maksimovic, 2001) of the system
decrease wheb increases. When designing a control system for the conyértaust be noticed that
the system gain increases almost by 30 dB#0.7 compared wit=0.1. This gain directly affects the
stability of the system, and the system must therefore hiecat the upper limit of the alloweD. If

the grid harmonics are taken into account, we can see thawd balues the adequate mitigation should
be ensured.

Again, from Fig. 2.16 we can see that the gain of the inputentrirom the input voltage increases when
D increases. Because the variation in the SOFC output volsaglew compared with the response times
of the converter, this is not a significant issue.

Figure 2.17 shows that the gainlgffrom the load DC link load increases when iéncreases. However,
the magnitude of the frequency response is smaller than #ymitude of the frequency response in Fig.
2.15. In other words, the gain of the control to the inputentis larger in magnitude than the disturbance.
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Figure 2.15. Simulated frequency responses fdgg) to ij,(s), D = [0.1-07).
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2.3 Grid converter

The grid converter is modeled and implemented, becaus®taledynamics of the PCU arises from the
dynamics of the DC/DC converter, the grid converter, andrteraction between the converters. In this
section, the model of the three-phase VSl is presented.

2.3.1 \Voltage-source inverter

The modeling process of the VSI follows the state-space fimggdprocedure. In this prototype, an LC
filter is used as the grid filter. The reason to prefer an LCrfitid - or LCL filters is practical; an L-filter
with similar characteristics would be too bulky, and a suligd CL filter was not available at the moment.

However, an LC filter can be treated as an LCL filter, where thé-gjde L is the inductance formed
by the grid and/or the distribution transformer. A schematfithe three-phase VSI with the grid-side
inductance is presented in Fig. 2.18, where the variabkedeiined as follows

Li=[L1a Lip |-1‘c]T (2.82a)
Rii=[Ria Rup Rud' (2.82b)
Lo=[L2a Lap Lz‘,c]T (2.82c)
Riz=[Riza Rip RLz,c]T (2.82d)
Ce=[Cca Cep Ced)' (2.82¢)
Re=[Rea Reb Roc]' (2.82)

Because the grid-side, is unknown, a reasonable value for the grid inductance mesipproximated.

The low-voltage distributed generation systems are uguatinected to the distribution transformer. The
distance between the fuel cell plant and the distributiamgformer affects the equivalent inductance
seen by the inverter. Thus, the grid-side inductance isédrby the cable inductance and the distribution

Ve W, Wy SW
" w % G G
de load
Ll l{Ll
Y Y
V!.a

SiICRE S £

Figure 2.18. Schematic of the three-phase VSI with the L@ fijter and the grid impedance.
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Figure 2.19. Grid equivalent circuit diagram.

Table 2.3. Typical line parameters (Engler and Soultafi®52

Typeofline | R [&] X [2] InIAl &
low-voltage line 0.642 0.083 142 7.7
medium-voltage line| 0.161 0.190 396 0.85

high-voltage line 0.06 0.191 580 0.31

transformer inductance, and the grid-side inductanceh®LCL filter can be calculated by lumping the
equivalent inductances and resistances. The equivaleidigigram is presented in Fig. 2.19.

The inductance formed by the cables of the grid can be estiirat the average distance and the cable
inductance per kilometer between the distributed resoamncethe distribution transformer. The typical
line parameters are presented in Table 2.3. If the distarteden the grid filter and the distribution
transformer is approximated to 500 meters, the parametetisd cable inductance and resistance become
R,=0.321Q andL/;;=0.132 mH.

The parameters for the distribution transformer can beutatied from the datasheet of the transformer.
Because the exact model of the transformer cannot be knawapproximation based on a suitable
model is made. An ABB CT0O2000/20.5-vok distribution trarsfier is used in these calculations to
simulate a general case for low-voltage distributed geiwera The effect of the grid-side inductance
will be analyzed later. If the short-circuit impedance iswased purely inductive, the parameters for the
distribution transformer ari&;, =0 Q andL{;=0.102 mH. The approximation of the cable inductance and
the transformer inductance is assumed to be accurate endhglparameters of the three-phase VSI and
the grid-side inductance used in this doctoral thesis a¥sguted in Table 2.4.
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Table 2.4. Parameters of the three-phase VSI.

Variable Parametef Variable Parameter

Ly 3.5 mH Re 0Q
Cec 1.5UF | Fewac 5 kHz
Ve 660 V Cuc 230uF
Ru1 0.44Q L,  0.234mH

Vgrid 230/400V R 0.3210

2.3.2 Modeling

A single-phase VSI equivalent circuit with an LC filter andriddgmpedance can be presented with the
following equations

d. . .
Llallel—(Rc—F RL1)i1+ Reiz —ve, (2.83a)
d. . .
Lzalz:vc+Rc|1—(RC+RLz)|2—v2, (2.83b)
QEV =lic=li1—I (2.83c)
Cd’[ c=lc=11 2, .

whereL; is the converter-side inductandegis the converter-side curren, is the converter-side voltage,
Rc is the ESR (Equivalent Series Resistance) of the capa@ifpR, 1is the series resistance of thg,
L, is the grid-side inductanc® » is the series resistance of thg, i, is the grid-side current, ang is
the grid voltage.

The single-phase system can be extended to a three-phasensyéth the state equations ibc
coordinates, where the subscripts a, b, and ¢ denote the.piven the grid filter and the grid parameters
are assumed symmetrical, the state equations can be vaitten

d _?1‘a- -Vl,a _il,a _i2,a VC,a_
Lla i1b| = [Vab| —(Re+Ru1) [irp| +Re |iap| — |Veb (2.84a)
Ll1.c] | Vic l1c 12, VC.c|
d -?Z‘a- -VC,a .il,a- .iz,a V2,a_
LZE i2p| = |Vep| +Re |ith| —(Re+Ri2) [iap| — |V2b (2.84Db)
12, | VC.c I1c| 12, V2.c |
d Vc.a -?17a .i2,a
Clca Vep| = [iup| — |i2b (2.84c)
Ve 11c 12¢c

Equations in (2.84) can be transformed into the statiomgBydomain. The system equations in the
a3 domain can be written as

d. , .
Ll&'l,aﬁ =Vi1a8—Vcapg — (Re+RL1)i1ap +Reizap (2.85a)
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d. . .
L2a|2,aﬁ =Vcap —Vo,a — (Re+R2)izap + Reivap (2.85Db)

d . .
Cic qvcas =liap —l2ap (2.85¢)

The stationarya 3 frame system can mapped into the synchronous referencen foy substituting
Xagy = quloxdqo- The equations in (2.85) can be written in the dq coordinatts

d. —(Rc+R wlL . .
Lla'l,dq _ [ ( A Ll) _(RC +1RL1):| I1,dq+ Vidq— VCdq+ RC'Z,dq (2.86a)
d. —(Rc+R2 wl o . .
Logri2da= [ ( —wly ) (Re 4 Re,)| 200 Veda—Vada+ Reirdg (2.86b)
d 0 . .
Cic g Vcda= {_wclc wglc} Vedgtlidg—l2dg (2.86¢)

A set of equations (2.86) can be written in the matrix form

[ (Re+Ri1) W Rc 0 _ 1 0
i1d L1 Ly L1 i1d
. —w _ (Ret+Ri1) 0 Rc 0 1 il
!1,q L1 (RetR2) L1 L1 !1,q
d fiza| _ % 0 RCLz : w £ 0 i2.
dt | I2g 0 Rc —w (RetRa) 1 i2
’ Lo [ Lo .
ved & 0 -4 0 0 w||Yed
Ve S 1 © 1 Ve
i 0 N 0 ion —w 0 |
L0 0 0]
Y
0o 2 01 0 | [vig
+19 0 T 0] ]Va (2.87)
0 O 0 - o V2.d
0 0 O 0 | LV2a
0o 0 0o 0]

To obtain a complete model, also the DC link has to be modelég. converter-side voltages ¢ and
V1 q can be presented with the switching vector and the DC lintagal by

V1.d = SWVic, (2.88a)
Viq = SWgVdc, (2.88b)
where the switching vect@wgg can be defined in synchronous coordinates by
. 2
SWaq = SW + jswg = 5 (a’sva-+a'swp + aswe). (2.89)

The switching variablewcan be defined as

1/2,  when connected to the positive potential

) i (2.90)
—1/2, when connected to the negative potential

SWk=a,b,c = {
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The DC link voltage equation can be defined by

d . .
Cdcavdc = ldc — lload, (2.91)

whereigc is the current fed to the DC link capacitor by the DC/DC coteerandijgag is the DC link
current drawn by the grid converter. If the grid converteassumed ideal, the load currégiq can be
written as

. . . .3, .
iload = SWaia+ SWpic + SWic = E(Sw:i'l,d + SWgi1q)- (2.92)

By substituting Equation (2.88) to (2.87) and Equation 22.® (2.91), the large-signal model of the
three-phase VSI with the LC filter and the grid impedance eawtitten as

[ (Re+Ru1) w Rc 0 _1 0 svy
Migg] L1 L1 Ly Ly [izg]
T —w _ (RetR) 0 Re o T S
| L1 L1 L L I
1q laq
q ing &2 0 _(RCJerLz) w L_12 0 0 ing
q |iza | = 0 R —w  —ReRa) g L g i2g
2 2 2
Ve.d ~ 0 -& 0 0 w 0] |Vd
chq lc 1 c 1 VC.q
0 = 0 — = -wo 0 0
| Vdc | Wy S Cic | Vac |
. o 0 0 0 0 0_
[0 0 0]
0 0 0
1
-G Ol 0 Vad
+1 0 -5 0 Voql - (2.93)
0 0 0 ide
0 0 0
1
[0 0 ]

2.3.3 Model analysis

The model presented in Equation (2.93) includes the gdd-shpedance formed by the cables and the
distribution transformer. Because of the approximatiothefgrid-side impedance, the effects of a change
in the impedance must be observed. The admittances of tevfiften varying the grid-side impendance
are presented in Fig. 2.20. The figure shows that the reserfeeguency decreases when the grid-side
inductance increases. In addition, it can be noticed tlatithgnitude of the resonance peak increases,
and as a result of the change in the resonance frequencg88éphase shift frequency decreases. These
observations have to be taken into account in the contragdgesr the grid-side inductance must be
measured by the control system (Liserre et al., 2007).
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Figure 2.20. Effects of the line impedance and the distigouransformer on the open-loop admittance.
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Chapter 3

Design and implementation of the control
system

The design of the control system is based on the demandsdplace¢he fuel cell, plant controller,
converter topology, and the grid. In this chapter, the Emins are converted into control system
requirements, the control board used in the work is intredy@nd the design of the control system
is carried out. The design process described is not tiedetptbtotype plant, and it can be used also in
other fuel-cell-based systems. At the end of the chapterintiplementation of the control algorithms in
the control platform is discussed.

3.1 Converting demands into control system requirements

The operation boundaries of the PCU are given in the intramtycchapter, where the limitations set
by the fuel cell, the grid, and the converter topologies akgetved. To obtain the requirements for the
control system, the limitations must be derived from thegitsl characteristics.

Because of the nature of the prototype system, the requiresmeay be exaggerated; however, there is
no specific information available of the characteristicthef SOFC used in the project. The protection of
the PCU is not tied to the control design, and therefore defned and explained in Subsection 3.5.2.

3.1.1 DC/DC converter

It has been stated above that overcurrentis hazardoustiogheell, and it leads to the degradation of the
electrodes. This in turn results in a decrease in the fuks$ oalpability to produce electricity. Therefore,
it is justified to choose the output current of the fuel celtlas primary control variable for the DC/DC
converter. There are several control methods for the cumede control. Lim et al. (2005) compared
different current mode control (CMC) schemes for asymroaliy driven PWM DC/DC converters. The
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compared schemes were peak current control (PCC), charget¢CC), and average current control
(ACC). The result of the study was that the ACC was found twigl@superior closed-loop performance.
Consequently, the ACC is a good starting point to controlitiner loop of the DC/DC converter in fuel
cell applications, where the performance of the currentilegn is highly important and the ability
to control the cell current is necessary. The choice of euras the primary reference variable for the
DC/DC converter sets limits on the converter topology. lagtice, this means that the input current must
be controllable in the chosen topology.

The lack of overloading tolerance also sets a requirememnidavershoot of the control system. This
means that the dynamics of the control system must be desgméhat an overshoot does not occur,
but the dynamics of the system is as fast as possible. Theresponse overshoot can be mitigated
by filtering the reference value, although the system is tdataped. This filtering makes it possible
to increase the bandwidth without a significant overshodter&fore, a sufficiently fast controller is

important in abnormal operating conditions, where it iettithe current drawn from the stack.

The current ripple requirement for the fuel cell must alseabesidered when designing a control system
for the DC/DC converter of the fuel cell PCU. Because the avititg frequency ripple does not have a
significant effect on the fuel cell, the attention is dirette the low-frequency current ripple. For the
PCC it is stated that it is not able to operate at the duty cyalees ofD > 0.5, and it suffers from the
low-frequency variation of the input current. Therefotésinot suitable for controlling the input current
of the PCU. Liu and Lai (2007) investigated an active commethod, which uses a current-loop control
to mitigate the effects of the inverter-related low-freqagripple current (second harmonic) seen by the
fuel cell stack. The system is proven to be feasible for feélmower conditioning systems. In the study,
a single-phase inverter was investigated, but the priadgphpplicable also to three-phase systems. The
existence of the second harmonic in a three-phase VSI isptes for example in (Hwang et al., 2007),
and it originates from the grid unbalance.

The feasible operation area for the fuel cell can be detexdhfrom the characteristics of the fuel cell
and the DC link. The lowest input voltage is defined by the mmxn fuel utilization ratio and the
corresponding stack output voltage. For example, if thé ditiézation ratio u is limited tou = 0.8,
the minimum operation voltage at which the operation musjurranteed can be found from a certain
point of the V-1 curve of the chosen fuel cell. The maximumuhpoltage is determined by the output
voltage range of the fuel cell stack. The ideal voltage agoads to the open-circuit voltage, and the fuel
utilization ratio is close ta = 0. The maximum operation voltage at which stability has tati@ned is
consequently the open-circuit voltage of the stack.

The main control variable of the SOFC plant under study iothtput current of the stack (Halinen et al.,
2011), which is used to control the auxiliary systems sudbii@sers and heaters. Thus, the input current
Iip of the converter is an obvious choice for the control vagaBb be precise, the converter must operate
in the current-controlled mode.

The SOFC plant is usually ramped to the nominal point at a o&i@ couple of amperes per minute
(Halinen et al., 2011). The ramp sets the requirement ofébpanse to the unit-ramp reference for the
control system. A similar ramp occurs also in shutdown, wiherplant is run down at a constant rate.

For the DC/DC converter, the following requirements can &erslated to the fuel cell and the grid
interface:

« the DC/DC converter has to be current controlled,
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* no input current steady-state error is allowed,
* there should be a small or no overshoot, and

« sufficientVyc to Iy ripple mitigation has to be ensured at low frequencies.

3.1.2 Grid converter

The major impact of the grid converter from the viewpoint lo¢ ffuel cell is its tendency to generate
low-frequency harmonics to the DC link. The harmonics arestigamultiples of the grid frequency,
which is due to the operation principle of the grid convertéence, when considering the fuel cell, the
main task in the control of the grid converter is to minimilze tow-frequency harmonics seen by the fuel
cell stack. Instead, from the perspective of the utilitydgé self-explanatory task of the control system is
to meet the requirements set by the grid standards and gtiesco

Acharya et al. (2003) compared Sinusoidal Pulse Width Matith (SPWM) and Space Vector Pulse
Width Modulation (SVPWM) in fuel cell applications with a V.SThe SVPWM provides improved
DC link utilization over the traditional SPWM; however, th@crocrack rate may rise when using the
SVPWM. Furthermore, the SVPWM improves the DC link utilipat, which allows to use lower DC
link voltages, or increases the available control resendthough the SVPWM provides improved
performance over the SPWM, the enhanced performance chigdesr localized current densities and
fuel flow rates. Both of these effects are harmful to the fedlland can cause degradation of the fuel cell
stack.

Despite the fact that the better utilization of the DC linktage can cause problems for the fuel cell, the
SVPWM provides superior controllability over the traditad SPWM. If the SVPWM is connected to the
vector control system, it is possible to control the actind eeactive part of the power flow separately.
The basic principle of the SVPWM makes it suitable for veaontrol. Therefore, it is justified to use
the SVPWM.

For the grid converter, the following requirements can lie se

« compliance with the grid codes and

* minimum interference with the DC/DC stage.

3.1.3 PCU

The control loops of the DC/DC and grid converters requiference values for proper operation. These
values are fed by the outer loop control, which controls thledvior of the PCU system. In this section,
the commonly used control methods for PCUs in fuel cell systare reviewed.

Wang et al. (2004) propose a control system where the DC/D@ester is controlled by measuring the
load voltage and current at which the load power is calcdlatée battery charges and discharges based
on the decision made by the measurement of the battery eodtad current. The sum of the load power
and the battery power is the power demand from the stack. @hage of the DC link is regulated by
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controlling the output current of the stack. The demandHterdutput current of the stack is calculated
from the power demand and the measured stack voltage. Thelatd power is compared with the
maximum output current of the stack at the operating poimd,ifthe current is equal to or greater than
the maximum current available, the output power of the PChaldisisted to the maximum value of the
power available. If the current demand is smaller than thgimam available current, the reference
output power for the fuel cell is set to the sum of the loadentrand the battery current. A performance
analysis of the control system is not made.

Wang and Nehrir (2007b) suggest a control scheme where tliBO©C€onverter regulates the voltage of
the DC link within 5% of its nominal value. The grid converigcontrolled by a two-loop current control

scheme (Kazmierkowski and Malesani, 1998). The DC/DC cdewés controlled by a single voltage

loop, which is not able to directly control the input curreritthe converter, and which is therefore
sensitive to overloading and low-frequency current rippkhe modulation scheme of the inverter is
suggested to be an SPWM, the performance of which is sluggisipared with the SVPWM. The

performance of the control system is evaluated by lineamenmdinear simulation studies.

Park et al. (2008) present a frequency domain compensatiemse and implement the control system
with the DSP. The basic idea is to control the DC link voltagel aise a QPR (quasi-proportional
resonant) controller in the current loop to obtain a higngdithe fundamental frequency. The admittance
compensator is adapted to cancel the grid-voltage-induegdtive power flow.

Lee et al. (2006) divide the control system into a DC/DC oolrdnd a grid converter control. The main
target for the controller of the DC/DC converter is to stakilthe DC link voltage. This is achieved
by a PI controller. A current control loop is implemented rasommended by the authors, to improve
the performance of the control system. The current referémcthe controllers is limited by the plant
controller. The grid converter is controlled by a PI-badeded loop control. Because of the configuration
of two half-bridge inverters, the control system for vokagalancing is also implemented.

To mitigate the ripple component seen by the fuel cell st&kpn et al. (2009) propose a control
system with active input current ripple reduction. The mdhn technique does not require additional
components and could be used as a part of control systems.

Based on the above, we may conclude that the DC/DC contrn@tpulates the DC link voltage in
cooperation with the plant controller. The control systefithe grid converter assumes a stiff DC link,
which is kept within the desired voltage range. Usually, ¥ieetor control and the SVPWM are not
applied, which is explained by the use of single-phase tever

From another point of view, usually in distributed genematithe grid-side controller regulates the voltage
of the DC link and maintains the power balance of the systamlfiis et al., 2009). Because in an SOFC
plant, the system is usually kept in a desired operatingt@wid no fast response is needed, this control
principle could also be applied to fuel cell systems.

A fuel cell sets limitations on the DC/DC converter and thiel gonverter. The most important single
requirement is to operate with the desired current referer@onsidering this requirement, a DC link
voltage control based on the control of the DC/DC convegeémipractical, or even hazardous. At the
same time, the usual distributed generation control scigimus et al., 2009) provides an opportunity
to accurately control the stack current, while the DC linkage controller controls the power fed to the
grid.
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Figure 3.1. Schematic of the PCU under study. ADC refersdastnsor, the sensing network, and the ADCs. Filter
is the grid filter, and the distribution network is a threeaph 230/400 V 50 Hz electrical grid.

Based on the previous analysis, the target set for the PCtdatlen can be to keep the DC link voltage

stable. A schematic of the PCU and the proposed controlmyistpresented in Fig. 3.1. In the proposed
control system, the DC/DC stage is current controlled, titegpnverter is current vector controlled, and
the outer loop controls the DC link voltage, and thus, mamstéhe power balance of the system.

3.2 Control board

Before the control system can be designed, the designermustan understanding about the control
hardware used. In this project, an EDC-AMB (Electronics iPe<enter - Active Magnetic Bearing)
control board (Fig. 3.2) is applied with custom-made cotinadoards and software.

The connection boards include A/D converters, dSpace atorss an interface to the PLC used in the
automation of the SOFC plant, optical transmitters, andital receiver.

The OS (Operating System) used in the control boandG#OS-II with the Open Source Framework
(OSFW) (Salli, 2009). Basically, the only function of the BS is to implement the link with the memory
mappings of the EMIF (External Memory Interface) withoutesed for redefinitions. All other software,
the FPGA design, and additional hardware are custom madedqroject.
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Figure 3.2. Active Magnetic Bearing control board by Elentcs Design Center (EDC-AMB board). The board
includes a Virtex-4 FPGA, a Texas Instruments TI TMS320G®7@rocessor, and 128 MB RAM (Random Access
Memory). The board is used as the embedded platform in thida thesis.

Table 3.1. Specifications of the control board hardware.

DSP | DSPck | OS | FPGA | FPGAclk | ADC

Tl 300 MHz | uC/OS-II | Xilinx 50 MHz LTC2341
TMS320C6727b XC4VSX35
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3.3 Control system design for the RPP converter

The control design for the RPP converter is carried out atingrto the requirements described above.
As the main control variable in the fuel cell plant is usualig current drawn from the stack, the current
control is chosen as the control principle of the converfdre block diagram of the control system is

presented in Fig. 3.3, and the specifications of the contratdbhardware are presented in Table 3.1.

In Figs. 3.3 and 3.4l(2) is the discrete reference value of the input cur@ptz) is the discrete
current controller, gPWM is the PWM quantizer, which mapes thlues with the accuracy of the LSB,
Ts1 is the PWM sample time, an@ci(s) is the converter transfer function. The feedback path ohesu
several items, which are required when modifying the seimformation into a readable form. The gain
Rsensconverts the current signal of the LEM LF-205-S into voltagés) is the anti-aliasing (AA) filter,
Koa is the amplifier gain to rescale the voltage suitable for tHBCA(LTC2351), Ty, is the controller
sample time, gADC is the ADC quantizer, aKgl, is a gain to convert the output value of the ADC back
into the actual input current.

The design process is carried out by observing the current gain as described in (Erickson and
Maksimovic, 2001), which is modified to fit the digital contsystem applied in (Al-Atrash and Batarseh,
2007)

_ KsenRsend (8)KoaKaddKinvGe(8) Gei(S)
= Vo ,
whereKsensis the current sensor gaiRsensiS the current sensing precision resisiy; is the gain of the
operational amplifiefaqc is the ADC gainyVy, is the peak-to-peak amplitude of the modulator sawtooth
waveform, and

T(s) (3.1)

iin(s)
Gei(s) = =—. 3.2
69 = F (32)
The quantization effects are neglected at this point ofgesiheVy,, can be omitted because in the digital
PWM implementation, the duty cycle from the control systsrmanverted directly to the corresponding
compare value.

In this case, the AAfilter is a first-order RC filter with a bandthk of 2500 Hz. The filter can be expressed

DSP FPGA T,
i(z) + ‘ i(S)
—() G2) Irrrr o A L Gs) >
qPWM
T,
Ji Gps(s)
Power stage & sensors

Figure 3.3. Block diagram of the RPP converter with the aurcentrol. The control diagram is divided into the DSP,
FPGA, and the power stage and sensors according to the lrardiMae ADCs are modeled as a series connection
of the ideal sample and hold circuit and the quantizatiorcthlarhe PWM blocks behave as DA converters, which
maps the discretB(z) signal into the continuous time signal of the switch states.
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<+ Jfrrr H(s)

qADC

Figure 3.4. Block diagram of the feedback path of the powaggesand the sensoBps(S). RsensiS the sensing resistor
of the secondary current of the current transdudés) is the anti-aliasing filtet(oa is the amplifier gain, and gADC
is the ideal quantizer of the ADC.

Table 3.2. Sampling regions of the prototype system.

1T | 1/Ts2

5kHz | 50 kHz
by
SO — (3.3)
1+57

whereay is the desired crossover frequency in rad/sec. The inversms gain can be defined as

1

Kiw=—"—"7+—"""+—.
e KsensRsensKoaKadc

(3:4)

The inverse sensor gain is used to scale the values of thimgeretwork back to the measured quantities.
Based on above, the open loop transfer function (3.1) carritiewas

T(s) = Ge(s)H(9)Gei(9)- (3.5

3.3.1 Sampling

Owing to the multiprocessor implementation of the contystem, the control system includes multiple
sampling regions. The fastest sampling region is the DPWtthe ADC. The second sampling region
is the controller. The protection functions of the system ianplemented in the controller because of
the easy implementation and modification of the C-code imX8€. The protection delay is therefore a
multiple of Ts1. Because of the multiple sampling regions, the computatidithe DPWM and the ADC
do not produce as significant a delay as in (Maksimovic an&Z2007), where the controller is updated
once in the sampling period.

If the DSP is fast enough to update the controller during #véod Ts1, the maximum delay in the control
loop caused by the PWM samplingli. The modulator delay can be modeled by Equation (1.21) where

T is the sampling period of the DPWM{,). The sampling regions of the applied control system are
presented in Table 3.2. By substituting Equation (1.21Bt6)( we obtain the loop gain

T(S) = Ge(S) Tdelay(SH ()G (S), (3.6)

which observes the delay caused by the digital modulator.
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3.3.2 Controller

In (Choi et al., 2008), the performance of the PCC, CC, and\®&€ are reviewed, and the ACC is found
to provide the best performance. It is also able to operai®:at0.5. Combined with the unavoidable
presence of the AA filter, the ACC controller is chosen. Thetadler transfer function can be written as
in (Sun and Bass, 1999):

Ke(14 s/ w;,
Guls) = FeLE 5]

S(1+s/wp)

whereK_ is the gain, &y, is the controller pole, andy, is the controller zero.

(3.7

Because of the digital implementation, the AA filter is irdd in the loop gain (3.6). If we examine the
controller transfer function (3.7), the AA filter transfemfction (3.3), and the loop gain (3.1), we notice
that we are able to achieve the high-frequency pole with tAdiker. As a result of the AA filter in the
loop, a modified controller transfer function becomes

_ Ke(1+s/ay)

Ge(s) S

(3.8)

and the loop gain (3.6) remains unaltered.

If the AA filter and the discretization time are assumed fixad modification leads to a situation where
there are a two degrees of freedom when designing the clantréhe gain margin is tied to the Q-value
(Erickson and Maksimovic, 2001), and therefore, it prosidesuitable tool for the control design. In
this application, it is desired to have sufficient atterratat the low frequencies and to have a small
overshoot or no overshoot at all. To achieve the desiredackeristics, the zeroy, has to be set to
one-third of the resonance frequency to increase the gaigimandK. has to be altered to achieve the
sufficient attenuation at the low frequencies (Liu and LanN?).

3.3.3 Effects of quantization

Quantization has an influence on the control system suclittbet are only certain possible values in the
feedforward and feedback paths. The system presented.i8 Bigontains two quantization blocks. The
first is in the feedforward path, and it is a quantization & BPWM. In other words, the DPWM can
only haveD of a multiple of the LSB.

The integer range of the period is tied to the programmabiieing frequency

= 1000 (3.9)

sw

and as the switching waveform is sawtooth, the control raridieis half of the period (3.9).

The quantization step is the value of the LSB. Because thaémuem value of theD is 1.0, which is
mapped as a counter valperiod/2, and the waveform is sawtooth, the quantization step obfP¢&/M

is
range 1.0
AD = = =0.002 A
DPWM period/2  period/2 00 (3.10)
Thus, the control system is able to chamyi steps of 0.002. The principle of the determination of the
guantization step is presented in Fig. 3.5.
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Figure 3.5. Determination of the quantization step withithplemented digital pulse width modulator. The counter
waveform is a sawtooth waveform, and the maximum value oftlumter is half of the period length in integers. The

frequency of the counter is the frequency of the FPGA, andwhtehing frequency of the modulatorieriodx Ff;gla.
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Similarly, the LSB value of the ADC is
250A

Aapc = —i (3.11)
which means that the output current is mapped into the mhedtipf (3.11). In practice, the LC is not
present, if the value of the zero-error (3.11) maps into tteeebin of (3.10), when switching between
adjacent bins ob does not occur. The equation shows that the system appliésd A/D conversion.

If the bit count of the ADC is decreased, for example to lowerdosts, the LC phenomena are less likely
to occur because of the more coarse measuring range.

Peterchev and Sanders (2003) suggest three conditioneitbtae LC in digitally controlled converters.
The first condition states that the resolution of the DPWM thegyreater than the resolution of the ADC.
A one bit difference is considered sufficient to guarante tihe quantized value of the falls into the
zero-error bin. From Equations (3.10) and (3.11) we canlsdlie condition is not met, and the system
is likely to suffer from the LC.

When operating with a SOFC, the possibility of LC must be aergd to ensure that the current ripple
limits are met. The possible LC component of the input currgaple can be calculated by applying the
DC model of the system. The deriving of the DC model is pre=egirt the Appendix A. The LC ripple
component can be estimated by (3.10) and the steady-sfateaarrent from
lip = \F/f . (3.12)
M(D)2

The ripple component is caused by the switching of the twaaaijt quantization steps, and therefore,
the approximation of the LC component can be calculated by

Al jc = [lip(D+ ADppwm) — lin(D — ADppwm)| - (3.13)

Equation (3.13) can be used to evaluate the total low-frecueipple component with the switching
ripple. Due to the fact that the operating point cannot belipted accurately, the equations should be
used as a suggestion or a coarse approximation. In thisthbeiequation is applied together with the
switching frequency component to approximate the totgllegomponent seen by the stack.

3.3.4 Digital implementation

If Equation (3.8) is compared with the interacting form oétRID (Proportional Integral Derivative)
controller (Astrom and Wittenmark, 1997)

Gia(9) = K(L+ =)(1+5T) (314)

andTy is set to zero, the following equation can be written

Ke(14s/wy) 1
Rell¥5/@%) a4 = 3.15
a 1+ 5@ (3.150)
Ko+ Ko = Ks+ Ks— < (3.15b)
T 0, ST '

1 K
Ke+Ke—s==+K 1
c+ szs T+s (3.15¢)
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Based on Equation (3.15c), we may state that the contratebe implemented with the commonly used
PID controller by choosing the parameters as follows:

K=" and (3.16a)
Wy

K K 1 1
T=—=— === 3.16b
I Ke @ Ko @ ( )
which leads to the following coefficients for the paralleirfoPID controller

Ko = K, (3.17a)
K

K= —, and (3.17b)
Ti

Ky = KTy, (3.17¢)

Based on the above, the general digital PID controller canseel to implement the ACC control of the
RPP converter, and anti-windup can be implemented by the inggcting method when the output is
saturated.

3.3.5 Tuning

The target for the controller tuning was to achieve adeqgundigation of the low frequencies and a small
or no overshoot for the system. Based on the targets establ|ithe suitable parameters for the controller
were found by a trial-and-error method. Based on the prestatements, the following parameters were
selected for the controller:

Ke =0.3780 (3.18a)
w, = 4147, (3.18b)
which leads to the following parameters for the PID impleta&an of the current controller:
K =0.0009115 (3.19a)
K; =0.3780 (3.19b)
Kq=0 (3.19¢)

The gain and phase margins given by the parameters presaniepliation (3.19) with the linearized
models described by Equations (2.66—2.76) are presenfebie 3.3. From the phase margins, we can
see that a significant overshoot should not occur based aelditeon between the phase margin and the
Q-value (Erickson and Maksimovic, 2001).

With the loop gains defined by Equation (3.6) and by varyihg-[0.1-0.7], we get the Bode plot
presented in Fig. 3.6 and the corresponding step respomsssnped in Fig. 3.7. Figure 3.6 shows
that the system remains stable wherincreases, although the phase and gain margins decrease. Th
upper limit of the examination can be limited B=0.7 because the upper limit of saturation is set to
D=0.7 by the controller software. This limitation is causegdlhe limitations of the converter hardware.

In addition, it can be noticed that the loop gain at 100 Hz isrpand may cause problems when operating
with the grid converter, because the fuel cell stack doetatetate the low-frequency current ripple. The
loop gains at 100 Hz are presented in Table 3.4.
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Table 3.3. Phase and gain margins of the loop gains of thariicedd model of the RPP converter with the PID
controller. Fig. 3.6 shows that whéhincreases from 0.1 to 0.7, the gain and phase margins decré&scan also
see that at low values @, the attenuation at the 100 Hz is low. This can cause probienes operating with the
grid converter, because the fuel cell stack has a poor toterto the low-frequency current ripple.

Parameter | D=0.4 D=0.57

Gain margin | 26.8 dB (at 4580 Hz) 22.7 dB (at 4270 Hz)
Phase margir} 81.3 ° (at 500 Hz) 74.8 ° (at 625 Hz)

Bode Diagram
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Magnitude (dB)

Jeoeooeel
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dgob i R
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Figure 3.6. Loop gains (3.6) of the RPP converter with the &dbtroller wherD is varied. The figure shows that
when increasin@, the loop gain increases and the quality factor (Q-valuejaieses.
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Figure 3.7. Normalized current step responses of the RP¥eden with the PID controller wheb is varied. The
figure shows that when increasibyg the rise-time decreases and the overshoot increases liecstated that there
is no overshoot visible up t=0.5.

Table 3.4. Loop gains at 100 Hz with the PID controller. THae@ashows that the loop gain is poor at 100 Hz, and
therefore, the attenuation of the 100 Hz ripple caused bytideconverter is poor. Because the fuel cell stack has no
tolerance to the low-frequency ripple current, the pocratation can cause problems when operating with the grid
converter.

D | Loop gain at 100 Hz [dB]

0.1 -5.9
0.2 -3.6
0.3 -0.1
0.4 4.0
0.5 8.9
0.6 14.8
0.7 19.6
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Figure 3.8. Parallel configuration of the PID controller ahd P+R controller to improve the 100 Hz mitigation
caused by the grid converter with an unbalanced grid.

3.3.6 P+R controller

From Fig. 3.6 we can see that the loop gain is low at the lowueegies, and the gain at the 100 Hz is
below 20 dB in all cases. To improve the 100 Hz mitigation,RR® (Proportional + Resonant) controller
with a nonideal integrator and a groupi€giterm (Teodorescu et al., 2011)

2K S

Cor(s) =Ko+ g7 2005+ WP,

(3.20)

is added in parallel to the PID controller. The controllgpissented in Fig. 3.8. In Equation (3.2Bl),is
the proportional gairk; can be used to control the gaim is a parameter that can be used to widen the
bandwidth of the controller, and, is the frequency of the gain peak.

The overall controller transfer function becomes
Ge(s) = Gpid(s) + Gpr(S). (3.21)

By substituting Equation (3.21) with the following paraserest

Kp = 0.001 (3.22a)
Ki = 0.01 (3.22b)
w = 2m-10 (3.22¢)
wm = 27-100 (3.22d)

to Equation (3.6), we can draw a similar Bode plot with theyirmg D as in Fig. 3.6. The Bode plot is
presented in Fig. 3.9 and the step response in Fig. 3.10. ginefshows that the gain of the 100 Hz has
increased approximately by 20 dB, which increases the atitig of the harmful low-frequency ripple
seen by the SOFC stack.

As a result of the modification to the controller, the gain ahdse margins have to be recalculated to
make sure that the system remains stable. The gain and plaagasof the system with the PID and
P+R controllers are presented in Table 3.5. The table shiosistie gain and phase margins decrease
compared with the system without a P+R controller. Figuld 3hows the step response from 0 to 100
A with a disturbance of 10 A at 100 Hz. In the figure we can seetti@P+R controller mitigates the
harmful 100 Hz component.
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Bode Diagram
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Figure 3.9. Loop gains (3.6) of the RPP converter with the & P+R controllers.

Table 3.5. Phase and gain margins of the loop gains of tharlzed model of the RPP converter with the PID+PR
controller.

Parameter | D=0.4 D=0.57
Gain marginrl 19.9dB (at 4500 Hz) 16.3dB (at 4280 Hz)

Phase margin 66.5 ° (at 920 Hz) 58.3° (at 1180 Hz)
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Figure 3.10. Normalized current step responses of the RReder with the PID and P+R-controllers with the
varying D. By comparing the figure with Fig. 3.7, we can see that when R Eentroller is added in parallel to
the PID controller, a ripple component is induced. Howetleg, ripple component is small and decreases when
D increases.

Table 3.6. Loop gains at 100 Hz with the parallel connectibthe PID controller and the P+R controller. By
comparing the loop gains of the PID controller presented&hld 3.4, we can see that the 100 Hz attenuation
is increased approximately by 20 dB in the entire operat@mge. This increase in the loop gain improves
the low-frequency ripple component attenuation when dpegavith the grid converter. Without using the P+R
controller, a similar result would be achieved by incregshe DC link capacitor, which would increase the total cost
of the converter.

D | Loop gain at 100 Hz [dB]

0.1 14.7
0.2 171
0.3 20.6
0.4 24.8
0.5 29.6
0.6 35.6
0.7 40.4
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Figure 3.11. Mitigation of the 100 Hz disturbance with theDRind parallel connection of the PID and P+R
controllers. The step is 0 to 100 A with a 10 A disturbance aigat 100 Hz. In the figure we can see that the
designed P+R controller mitigates the harmful 100 Hz coreptn
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Hence, the gain and phase margins are decreased, but thatmitiof the harmful low-frequency ripple
is increased, from which we may conclude that the proposetadecan be justified. On the other hand,
it should be considered whether it is possible to design glesicontroller with adequate attenuation of
the second harmonic if a smaller phase margin is allowed.

3.3.7 Conclusions on the RPP controller design

Considering the requirements set for the control design,nveg conclude that these requirements
were met. The designed current-controlled control systamno steady-state error and no significant
overshoot. After adding the R+P controller in parallel te traditional PID controller, the mitigation of
the second harmonic of the grid interface was improved. Aer@dtive method to improve the second
harmonic mitigation is to increase the capacitance of thdiblCcapacitor. Increasing the capacitance of
the DC link capacitor, however, increases the total costiseoPCU. By a proper control design, and from
the viewpoint of the second harmonic mitigation, a small€rlibk capacitor can be used. Nevertheless,
the parallel P+R controller decreases the phase marginif aalild be interesting to study the overall
benefits of the P+R controller in more detail.

3.4 Control system design for the grid converter

The design of the control system for a grid converter is natesghtforward as for a DC/DC converter.

This is explained by the fact that the grid converter integgawith the distribution network, and therefore,
has to be synchronized with the grid. The reason to desigrimplgment a grid converter is that the

grid converter forms an essential part of the PCU interfaeiith the SOFC, and has thus an effect on
the system behavior seen by the fuel cell stack. In this @ecthe grid synchronization, the current
controller, and the DC link voltage controller are designed

3.4.1 Grid synchronization

The grid synchronization is necessary when operating atgriticonverter. The grid synchronization is
used to extract the phase angle of the grid, and to monitogtidefrequency in the case of abnormal
operation. The phase information is used to synchronizewfiehing of the power devices, to calculate
and control the power flow, or to transform the feedback indaigable form.

The simplest way to extract the phase angle is to calculatgcanfunction from thea 8 coordinates,
but this is very vulnerable to grid disturbances. Thergfaf@hase-Locked Loop (PLL) is generally used
to synchronize the converter to the grid.

Plenty of different PLL algorithms are available with diféat benefits and drawbacks. Timbus et al.
(2005) have reviewed the synchronization methods for aloiged power generation system, and provide
a comparative analysis of the PLL algorithms. The comparispresented in Table 3.7.

Timbus et al. (2005) suggest that if the algorithm is used tmkynchronize the control variables to the
grid, slow dynamics can be used. If the PLL algorithm is ugechonitor a utility grid, fast dynamics is
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Table 3.7. Comparison of the synchronization algorithmsfls et al., 2005).

Algorithm | Strong points Weak points
dgFilter (with DSC} | simplicity frequency shift variations
o BFilter simplicity unbalanced grid
dgPLL works for every grid type, provides slow dynamics
ride-through capability
adaptivePLL estimates amplitude, frequency, angomplex structure
phase angle

a Delay Signal Cancellation (DSC)

needed. Because the grid faults are beyond the scope ofulig sind the speed of the DSP is not an
issue, a dgPLL algorithm is chosen.

Kaura and Blasko (1997) suggest a dgPLL algorithm for ytdipplications, and present the PLL system
as a pure control problem. This approach provides a stifaigterd method for the tuning of the dqPLL.
A control diagram for dgqPLL is presented in Fig. 3.12.

The basic principle of the dgPLL is that the phase voltagesransformed int@ 3 scoordinates, which
are then transformed into synchronous dqg coordinates witheact to the estimated phase arijfle The
estimated phase ang is obtained by integrating the estimated grid frequewty The feed-forward
termay can be used to feed the assumed grid frequency to the systdmppasibly to decrease the time
of obtaining the grid synchronization. This improvemenmfriees valid presumption. Because the time of
obtaining the grid synchronization is not important in tagplication, the feedforward term is not used.

The algorithm uses a PI controller to obtain an angular feegyw*. The estimate of the phase an§fe
is used to calculate a feedback signal from the vegtgp. The algorithm provides a lock to the arbitrary
phase angl@* with respect to the phase andleof the grid.

The errorA 6* between the phase andleand the estimated phase an@leis a function oV = |v[f;\. By
modifying the variables of (Kaura and Blasko, 1997), theecan be defined by '

el = [ste 8] = [Saa)) 629

From Equation (3.23) we can see that by setting the refem{f@cm zero, the lock to the utility can be
obtained without a need for the magnitude knowledge of thigyutoltage.
Based on the assumption that(@®) behaves linearly for small values of th& term, the dgPLL can

be approximated by a linear system, where the grid voltAgmpears as a gain when the plant is an
integrator. The schematic of the dgPll is presented in Fit3.3

Tuning of the PLL

By approximating the system with the linear model preseintédg. 3.13, the dqPLL can be approached
as a gain determination problem (Kaura and Blasko, 1997)oliserving the discretization delay, the
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Figure 3.12. Control diagram of the dgPLL (Kaura and Blaglé97; Timbus et al., 2005).
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Figure 3.13. Simplified model of the dqPLL (Kaura and Blaske97).
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Table 3.8. Parameters of the dgPLL used in the prototype.

a X 3 Kl Tol
14 56.8Hz 6.5 1.0989 0.0392

system can be modeled as a first-order lag and integrator:

1 \
Gpll plant= (rﬂsl) (E) ) (3.24)

whereTg; is the sampling period of the DSP presented in Table 3.1. Hfgn 3.13, the open-loop
transfer function can be written as

1+ Ty 1 \%
=(K — 2
Gpll ol < pll STl )(1+8T31> (s)’ (3.25)
N~
Pl-controller lag integrator

whereKy and Ty are the parameters of the Pl controller. According to Kauwe Blasko (1997), the
control problem is similar to a current-controlled speeaplof a drive system.

The parameters for the Pl controller can be determined bgyhenetrical optimum method (Leonhard,
2001). By defining the normalizing factar, it is possible to determine the relation betweenthe
crossover frequenay, Ky, and Ty

1
- 3.26
W i (3.26a)
Toi = 0%Ta (3.26b)

Kpi = (%) <V'l|'sl) (3.26¢)

By substituting Equations (3.26a), (3.26b), and (3.26¢}t85), it can be noticed that the damping factor
¢ and the normalizing factar have a relation

E=2 = (3.27)

We can see that by modifying ttee-parameter, the system bandwidth and the damping factaf can

be controlled. By substituting the sampling periid from Table 3.1 to Equations (3.26a) and (3.27),
the relation can be plotted in Fig. 3.14. By setting= 14, the parameters presented in Table 3.8 can be
obtained.

Discrete implementation

To implement the dgPLL with the DSP, the system has to beetized. The discretization is carried out
with a bilinear transform, because it maintains the systeility. By substituting Equation (1.19) into
the controller part of Equation (3.25), the controller canagitten as

Tsa(z+1)

Gu(2 =1+ 2Tz 1)

(3.28)
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Figure 3.14. Relation between the normalizing factpthe damping facto€ , and the crossover frequenay.

and the integrator as

(3.29)

3.4.2 Current control

Harnefors and Nee (1998) have introduced an internal manteta (IMC) based method for the AC
machine current control. The method operates in the synclumreference frame with PI controllers.
The parameters for the Pl controllers are expressed directtertain machine parameters and in the
desired closed-loop bandwidth. This makes the controlggieguite a straightforward process, and the
IMC is considered a robust control method (Harnefors and 1i@@8).

The IMC-based method can be applied to control a three-pii@keonverter. Because in this doctoral
thesis the current control of the three-phase VSI is not th@nresearch topic, the usage of the IMC
method can be justified by its easy control design to obtagndisired bandwidth without additional
design efforts. Nevertheless, the IMC method needs griwge feed forward and cross-coupling terms.
Next, the IMC-based control design method is introducediiefbbased on Harnefors and Nee (1998).
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Figure 3.15. Structure of the IMC controller.
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Figure 3.16. Schematic of the IMC controller considered sgegial case of the classic controller.

IMC control

The schematic of IMC controller, originally developed fbieenical engineering applications, is presented
in Fig. 3.15.

The IMC method applies an internal process mc@ék) in parallel to the actual proce$3(s). The

control block in the closed loop i8(s), which is called the IMC controlleiG(s), G(s), andC(s) are alll
transfer function matrices because of the plant is a MIMQeygmultiple-in, multiple-out). The IMC
method has a couple of noteworthy characteristics:

1. IMC can be considered a special case of the classicalal@ttucture presented in Fig. 3.16. The
controllerF(s) has a relation to the internal modg(s) , which can be expressed as

F(s) = [| —C(9G(9)] " C(s), (3.30)
wherel is the identity matrix. Thus, the control signal can be \eritas
U(s) = F(s)(R(s) — Y (s)). (3.31)
To obtain the integral action and zero steady-state error,
| —C(0)G(0)=0 (3.32)

has to be true. Therefore,
C(0)G(0) =1. (3.33)
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2. It can be noticed that if the internal model is perfect 25 (s)=G(s), the feedback signal in Fig.
3.15 becomes zero and the closed-loop system can be preégnte

Ge(s) = G(5)C(9). (3.34)

Thus, the system can be considered stable if and oi@ysj andC(s) are stable. This means that
we have found all the stabilizing controlldfés) for the stable plan®&(s). In this case, it would be
tempting to apply inverse dynamics and €¢t) = G(s) %, which would lead tdGc(s)=I. In this
case, all the system dynamics would be canceled and the quigmiit would instantly follow the
reference.

Itis obvious that the system described above cannot be mggléed for the following reasons:

(a) Ifthe plantG(s) is a nonminimum phase system, thai@gs) has zeros in the right half plane
(RHP),G(s)~! becomes unstable.

(o) G(s)~tis rarely proper, that is, the degree of the numerator isdrighan the degree of the
denominator, an(is(s)*l cannot be implemented.

(c) If the plant dynamics is canceled, the control signatte have a large magnitude.
(d) The method is vulnerable to modeling errors.

Nevertheless, the idea can be implemented with a few motidita First,G(s) has to be factored
G(s) = Ga(s)Gm(9), (3.35)

whereGa (s) is the allpass portion d&(s), which includes all the RHP zeros and delays. After factngz
the plant transfer function matrix, the controller can béral as

C(s)=Gm(s) ™, (3.36)

This factorization solves only the first problem of the ab&ise Therefore, the controller has to be
detuned with the low-pass filter

C(s) =Gm(s) 'L(9), (3.37)
where | | an
i a; a ny

LS =R (o s e s ) (3:38)

where the integarn has to be chosen large enough to m@ks) appropriate. Now, the closed-loop system
can be made arbitrarily robust by decreasing

Controller design

Harnefors and Nee (1998) used the IMC method to design ardwoatroller for the PMSM (Permanent
Magnet Synchronous Machine). With the following assummjadhe suggested method can be used to
design a current controller for a VSI with an LCL grid filter:

« LCL filter behaves in the controller bandwidth like a L-tyjileer, and

« the filter resonance frequency is not in the vicinity of thétehing frequency and the sidebands of
the switching frequency.
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The inductance used in the control design is the conveiderisductance of the LC filtdr;, because the
grid-side inductancé; is formed by the grid configuration. Because the L-filter apgmation of the
LCL filter does not include RHP (Right Half Plane) zeros anddwes like a first-order system at high
frequencies, we can write

C(s) =G(9)IL(s), (3.39)
where all diagonal elements fhi(s) can be chosen equal
a
L&) =g 5" (3.40)

which means that = 1 in Equation (3.38).

This is the benefit of using the IMC method. A control problemluding the Pl controllers with two
parameters per controller simplifies into a form where thg dasign parameter is the desired controller
bandwidtha.

If an assumption is made th@t’s)=G(s), the equivalent classical controller presented in Figé 84n be
written as

-1
F(9) = C(9[I —C(8)G(9)] * = [G(srls%al [I 6971 716()
o -1 a
-5 e
- 2o (3.41)

If the LCL filter is approximated with the L-filter presentediquation (1.16), and the grid-side voltages
are neglected, the plant transfer function ma®is) can be written as

1 R.1+Lis wlq
G(s) = 3.42
® (Ru1 +L19)2+ w?L? { —wly  R+Llis|’ (3.42)
and thus, the inverse transfer function matrix yields
1 |sbb+Ra1 —wly
G(s) "= [ oy slitRul (3.43)
By substituting Equation (3.43) to (3.41) we obtain
L1 1+Ra —Lo
F(9= 2G5 '=a ( L wSLl) “ru | - (3.44)
S ¥ L)
If Equation (3.44) is compared with the diagonal form of theéntroller
K(1+L 0
o O o ] .
0 K(1+)

we obtain
K =aly, (3.46a)
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Figure 3.17. DIMC method to decouple the dynamics of the d-ggaxes. The decoupling is made by the 'inner
feedback loop’, where the decoupling matvikis used to decouple the axis. This modification makes it ptessd
use the standard PI controller.

L
Ti= ill & (3.46D)
Ki = aR.1. (3.46¢)

Harnefors and Nee (1998) propose the Decoupling and DiagM@ (DIMC) method to decouple
the dynamics of the d- and g-axes. This decoupling is madetogducing an 'inner feedback loop’,
shown in Fig. 3.17. The inverse transfer function ma@is) ~* (3.43) can be divided into diagonal and
antidiagonal parts, which yields

1 |sli+Ru 0 0 -wl
GEO™=1""9 " oy +RL1]+[wL1 0 } (3.47)

D(s) w

By introducing the decoupling terms in the ’inner feedbam’, and taking into account the definition
of the diagonal and antidiagonal parts, the pl@gts) can be written as

Ga(s) =G(9)[| ~G(sW] ' = [G(s) "t~ W]

1
=D(s) t= LlSBRu (3.48)

L1$+RL1:|

This modification makes it possible to use a standard Pl ob@trin the outer feedback loop in the
method for parameter selection as in the case of the IMC rdgthd6)).

Digital implementation

As presented above, the IMC method is generally consideediles However, thé;(s) part of the
controller can induce ripple to the response. In particutedigital systems, digital delays constitute an
important factor in the control loop, and thereby affect¢batroller design.

The DSVPWM (Digital Space Vector Pulse Width Modulation)ratecase delay is approximated by
Gdsvpwr(S) = € 1, (3.49)
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Figure 3.18. Sweep of the d-axis of the IMC controller. Therfeggshows that the phase and gain margins decrease
when the bandwidth increases. The problem with this deeradases when the model differs from the plant, and the
P1 controller has to drive the model error to zero.

wherer is the switching period of the DSVPWM modulator.

In addition, an AA filter must be taken into account when ofiegain the discrete domain. An AA filter
can be presented as in the DC/DC stage (3.3), but for the $alaeenience, the AA filter is expressed
here in a matrix form. The AA filter can be written as

p— KS
1+ 5

H(s) I (3.50)

whereay is the desired crossover frequency in rad/secknid the sensing gain. In this case, we may
setKs=1 because the feedback signal is scaled back to real values.

From Fig. 3.17 and Equations (3.49) and (3.50), the loop gainbe written as

Tgd(S) = Fpi(S)Gdsvpwm(S)Gd(S)H(S). (3.51)

Current loop bandwidth selection

The function of the PI controller is to drive the model ermttie zero. From Equation (3.51) it is possible
to plot the Bode diagrams for the controller. The Bode diagraf Equation (3.51) are plotted in Fig.
3.18.
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Figure 3.19. Loop gains of the d-axis of the discrete IMC oalfer with L,=0.936 mH, with the part of the most
interest emphasized. The figure shows that the gain at tbeaase frequency (approx. 1700 Hz) increases over 0
dB, and it would be considered unstable in terms of traditi@ontrol design.

If the grid inductancé.; is increased to 0.936 mH and the grid resistaRgeis decreased to 0.16a3,
and the Bode sweeps are replotted (Fig. 3.19), it can beawbthrat the gain peak of the 800 Hz loop
gain is over 0 dB, and the frequency is below the Nyquist fezgpy. This leads to the conclusion that the
system would be considered unstable in the conventiondiodst

Based on the analysis made on Fig. 3.19, the step resportegb@corresponding controller bandwidths
are presented in Fig. 3.20. In the figure, an increase in fippericomponent at 800 Hz can be detected.
Based on the previous analysis, the bandwidth for the IMGrotiar is set to 400 Hz, which provides an
acceptable compromise between the stability and the peaioce. When compared with the suggestions
made in (Harnefors and Nee, 1998), the chosen bandwid#fisatthe proposed criteria related both to
the switching and sampling frequencies. The parameterth&@iMC controller are presented in Table

3.9.

Table 3.9. Parameters of the loop gain of the IMC controliéie bandwidth is set to 400 Hz, where the proportional
gain and the integral gain are calculated using the correspg equations (3.46).

2m400 17.6 22117
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Figure 3.20. Step responses of the simulation model withimgtbandwidths antl;=0.936 mH. The step responses
show a ripple component of the 800 Hz controller, which waggested to be unstable in Fig.3.19.

The digitalization of the controller is straightforwardelto the fact that the controller is a general PID
controller. Therefore, a general PID implementation candesl.

Limiting the reference voltage vector and anti-windup

The reference voltage of the grid converter that exceedsdftage capability of the converter has

to be limited. Ottersten and Svensson (2002) have reviewedral methods to limit the reference

voltage vector. It is stated that the Space Vector Limit radt{SVL) is suitable to be used with the

SVPWM. Because of its suitability, the SVL method is chosetinit the reference vector. However,

the anti-windup method is not in the focus of this study, dret¢fore, a detailed analysis is not provided
here.

3.4.3 DC link voltage controller

The DC link voltage control diagram consists of a series afigfer functions.Gp(s) is the DC link
voltage controllerGc(s) is the line converter current controller, where the clokegp system is lumped
into a single transfer function, ai@lgvqc(S) is the transfer function from the d-component of the corarert
currentto the DC link voltage (Teodorescu et al., 2011). Ddink voltage control diagram is presented
in Fig. 3.21.
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Figure 3.21. DC link voltage control diagram. The IMC-basadent controller is approximated with the first-order
lag, and the DC link equivalent resistance is calculateti thié corresponding value of the 100 A operating point of
the DC/DC converter.

The DC link can be modeled by applying the energy of the DC diagacitor. The power balance of the
capacitor can be written as

3 . . d .
> (Vl,d|1,d + Vl,q'l,q) = —Vchdcanc‘FVdc'dc' (3.52)

The next step is to perturb Equation (3.52), taking into aotehat the product of two perturbations is
~ 0, and the derivative of the steady-state value is 0. Ndittiat in the steady state

3 . . .
> (Vidird+Vigitg) = Vadde, (3.53)
the equation can be written as:
3 ~ ~ . o~ ~ . d ~ o~ ~ .
> (Vidisd+Vading+Viglig+ Vigitg) = —VadCae g Ve + Vel de + Vaelde- (3.54)
By defining the steady-state equivalent resistance
\
Rd(;eq = ._C, (355)
ldc

and by approximatinggc =~ v/3v1 4, we can derive the transfer function from (3.54)

Vac(S) V3 Raceq

Gidvdc(S) = M09 2 RaceCas— 1 (3.56)
The PI controller is chosen as the voltage controller. TheoRtroller can be written as
Gyi(S) = Kp (“%:s) (3.57)
The IMC controller of the grid converter is approximatedtite first-order lag
Gec(s) = 1+18ch’ (3.58)
where 1 1
Tec = i a (3.59)
From Equations (3.56), (3.57), and (3.58), we get the opep-transfer function
Gal(9 V3KoRied 1+ Tis) (3.60)

- 2Ti3(1+ ch)quequCS— 2Tis(1+ ch) ’
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Figure 3.22. Bandwidthf¢) and damping factor() of the DC link voltage controller as a function of normatigi
factor a with the equivalent resistance set to the correspondinggvail the operating point of 100 A.

BecauseRycedCdc >> Tec, the second term of the denominator can be neglected, wédctslto

. V3Kp(1+4Ts)

59~ FTS1+ TCas

(3.61)

If we compare (3.61) with (3.25), we notice a similarity betm the two plants. Based on this and the fact
that a symmetrical optimum is commonly used to tune the feaufignctions containing two integrators,
with the controller included, we use the same tuning metisaditio the PLL. For the sake of convenience,
equations for the controller parameters are presented:

1
W= (3.62a)
cc
T = o, (3.62b)
1 1
Kp = (—) — . (3.62¢)
a ﬁ\/ich

Similarly as in the tuning of the PLL, the DC link controlleadwidth and the damping factor can be
presented as a function of, presented in Fig. 3.22. We can see that the controller iableswhen
a < 1, critically dampedr = 1, underdamped whend a < 3, and overdamped when> 3.

Because the system is designed for distributed generdtierg are no significant dynamical requirements
for the voltage controller, and the areamf> 3 is of the most interest. Moreover, because the DC link
fluctuation should not be seen at the cell, a significantlyelobandwidth compared with the DC/DC
current controller is desired (Liu and Lai, 2007). This ffis$ the largex, and thus, the low bandwidth.
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The digital delay is neglected in the DC link voltage coremtlesign. This can be explained by the fact
that the calculation and modulator delays are lumpe@cits). Thus, the delays of the digital controller
do not affect the voltage controller design (Buso and Maita\2006). Nevertheless, the limit cycling
phenomena can still be present if the conditions describedeaare not met.

3.4.4 Conclusion on the grid converter control system desig

As stated above, an in-depth analysis of the grid conveotaral design was not in the focus of this study.
However, the grid converter was built and the control sysiers designed because the grid converter and
the DC link voltage controller constitute an essential pérthe PCU dynamics. In the control design
of the grid converter, it was noticed that the grid-side ictdnce can cause instability in the converter,
or the switching frequency of the converter can be in themasoe frequency of the combination of the
filter and grid. Based on these observations, a more compsafgeanalysis of the grid converter would
be interesting with the following suggestions for study:

« mitigating the grid current harmonics with the repetith@sed voltage controller (Buso and
Mattavelli, 2006),

« grid-side inductance detection, and

¢ IMC controller stability analysis based on Youla pararzetion.

3.5 Practical considerations

When operating with an actual plant, some practical comataas are required. Considering the fuel cell
plant, the output current of the plant should not be alloveechtange rapidly. To avoid unwanted current
spikes caused by the operating environment, a referencentuiitering must be added. In addition,
the PCU should be able to protect itself in the case of abniowperation. In the following, the current
reference filter and the safety functions are introducedactice.

3.5.1 Reference current filtering

In a fuel cell plant there can be several sources of EMI. Bgealisturbances may be included in the
reference signal, which should accurately follow the ploritroller reference, current setpoint filtering
is needed. Because the change in the current of the fuelleeli is of the order of a couple of amperes
per minute, harsh filtering can be used.

A low-pass IIR (Infinite Impulse Response) filter is a comnyom$ed filter and suitable for this case.

The reasons for choosing the IIR filter are its easy impleatéont and the fact that it provides a clear

connection between the response and the setup variabltheFuhe presented method needs only two
memory blocks, and therefore, it provides a suitable metbolde used in embedded systems with a
restricted memory space.



92 Design and implementation of the control system
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Figure 3.23. Step responses of the low-pass IIR filter (3:88) a varying time constant\) with a sampling time
of Ts=0.20 ms.

A discrete transfer function for the IIR filter can be writtes

1

Fp(2) = NC(N-Dz T (3.63)

whereN is the time constant of the low-pass filter. Step responséseoow-pass filter with a varying
N are presented in Fig. 3.23.

3.5.2 Safety functions

The implementation of the control system usually includdarection to protect the converter, and in
some cases, an FC stack. The purpose of the safety funcsismprevent the converter from operating
in such a region where the malfunction or breakdown is likétyaddition, the line between safe and
potentially hazardous operation is not clear-cut. Theefesome operating regions are safe in a certain
period, whereas in some regions, immediate shutdown isrestju

When operating with a fuel cell plant, the basic principlesaffety functions is that the converter
protects only itself, and the BoP protects the stack. Caresetly, the following safety functions were
implemented in the system:

« stack overvoltage,
« stack overcurrent,

» DC link overvoltage,
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« DC link undervoltage, and

* DC link overcurrent.

The requirement for different response times was met witleraor-specific counter, the resolution of
which is 1Ts1 [s]. In other words, the response timenig;, wheren € N.
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Chapter 4

Experimental results

4.1 Description of the experiments

Simulations are carried out to ensure that the control dgsigcess is successful; in other words, their
purpose is to detect possible problems in the process. Tdie twa the simulation cases can be derived
from the requirements of the fuel cell stack, the grid, teady-state operating of the PCU, and protection
of the PCU itself.

A fuel cell plant is a slow process compared with the PCU, &iedhost important target for the PCU is
to maintain the current setpoint submitted by the plantrdietr. For this reason, the obvious variable to
observe is the input current of the PCU.

Based on the brief review of the grid standards, the resptmabnormal grid conditions is always to
disconnect the plant from the grid. According to this resgmorequirement, a PCU should not exceed the
current reference at the moment when the disconnectingsctu practice, when disconnecting takes
place, the fuel cell plant is not able to continue its nornprmation, and it should be driven down safely.

Because the fuel cell stack is sensitive to the low-frequencrent component, it was stated that the
control system should not generate low-frequency compisneBecause the control system is digital,
and an option to limit the cycling phenomena is recognizee limit cycling should be observed in the

steady-state simulations. Even though a limit cycling meguo, the current ripple should remain within

the specifications.

The last source of simulation cases is the necessity togrtite PCU itself. Even though the fuel cell
plant should operate safely, it is possible to drift to thevanted operating point. Usually, when the limits
of the safe operating are exceeded, a risk to physical bosakés significant. Because the PCU must
be driven down in a controlled manner, the plant currentregfee is larger than the input current of the
PCU, but this is still a better alternative than a PCU failamel an uncontrolled input current.

Based on the above, the following cases are measured, andpwaetical, simulated with the designed
system:
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Model verification when possible,

LF ripple mitigation,

Steady-state limit cycling,

« Disconnection from the grid,

Fuel cell emergency shutdown, and

» DC/DC converter overcurrent protection
The objectives for the experiments are to ensure that

« an overcurrent situation does not occur in abnormal cardit
« the PCU remains stable in abnormal conditions, and

« the PCU is able to protect itself.

An accurate correspondence between the model and the rapasus is not in the main focus of this
work because linearized models are used in the simulatidhs. moment of fault is more interesting
for the reason that a harmful overloading situation is mikely to take place at the moment when an
abnormal condition starts.

4.2 Description of the simulation model

The model was implemented in a Matlab/Simulink® environtm&he two models for the RPP were used
in the simulations. The model of the RPP converter was cocigtd using the LTI state-space model, and
the switching model based on equations described in Se2tn The switching model was used to

predict the RPP converter operation without a grid convevthile the state-space model, linearized to
D=0.4, was used with the grid converter.

The grid filter is presented by a state-space model preséntgelction 2.3. A space-vector pulse width
modulator is used with the symmetrical modulation schenea(su, 2006), which means that switching
effects are present. The dead-time effect of the grid caevaras neglected because it would increase
the calculation time, and because the accuracy of the gridester is assumed adequate for the control
design without the dead times.

The digitalization effects are modeled by applying the emtsd methods. A limit cycling effect is
modeled by using the same integer values of the switchingiteosi and the control signals as in the
actual implementation with the corresponding quantizeraddition, the sampling effects are achieved
with a sample and hold block, which is synchronized to therregg of the switching period. This leads
to operation where the control value cannot be updated gltiim switching cycle.

The developed models are presented in Appendix B.
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Figure 4.1. Test setup used in the measurements. The DC powsge is connected to the DC/DC converter. The
DC/DC converter is connected to the grid converter via a D&. liThe grid converter is connected to the grid filter,
which is connected to a variable autotransformer. The bliautotransformer is used to step down the grid voltage
because of the problems with the VSI hardware.

4.3 Description of the measurements

The measurements of the PCU are implemented with the fallgpwperating parameter¥y.=250 V,
Vg=50 V, 11pb=20 A, andvé,idzlos V, the DC link overvoltage trigger=340 V, the DC link bker on
trigger=350 V, and the DC link breaker off trigger=330 V. Titeason for the use of the lower voltages
and the power level of 1 kW is the problems related to the sisglitching leg of the VSI. The switching
leg fails to operate when the grid voltage rises high enouthower power levels, the switching leg
does not conduct as much current as the other two legs diméngrid period. The reason for this is still
under research, but because the control system is not deperdthe power level, and it should operate
adequately in all states, the measurements were conduittethe given parameters.

The RPP converter was modified by paralleling two transfosmidodification was made because of the
temperature problems with high currents. However, thellghi@nfiguration of transformers does not
affect the operation principle of the converter, and a cleanghe equivalent leakage inductance can be
detected in the component values.

The grid voltage was stepped down with a variable autotoansér, which increased the resistance and
inductance of the grid. The measurement setup is depictéifjin4.1, and the equipment used in the
laboratory setup are presented in Table 4.1. A photo of thtestetup is presented in Appendix C. The
RPP converter prototype is presented in Fig. 4.2 and the %gbtype in Fig. 4.3.
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Table 4.1. Equipment used in the experimental tests

Equipment Model
DC power supply Sorensen SGA60/250C
Oscilloscope LeCroy LC574A digital Oscilloscope
Current probe(s) LeCroy AP0O15

Fluke 80i-110s
Differential probe Tektronix P5205
Frequency Response Analyzer (FRA) Venable Instrument8 312
Multimeter(s) Fluke 187 true rms digital multimeter

Snubber capacitors \\\
2 e

ower conversion

Auxiliary

Figure 4.2. DC/DC converter prototype. In the figure, the RBRverter prototype is illustrated without cables.
The key components of the converter are indicated in thedigtthe DC link capacitor was removed for PCU
measurements.
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Figure 4.3. VSI developed in the study. The key componentBetonverter are indicated in the figure.

4.4 Results

The results of the simulations and measurements desctilmee are presented in the following sections.
Based on experiments, a summary of the results is preseteel end of the chapter.

4.4.1 Model verification

Because the model is always a simplification of a physicaksysthe model must be verified against an
actual prototype. However, a measurement is also only aqtied of the measured quantity. For this
reason, the measured data include some uncertainty. Inltbeing, the models of the DC/DC converter
and the grid converter are verified against actual protatype

The DC/DC converter is verified in the steady state by meagutfie D-l}, and D-Vy4; curves and
comparing the results with the predicted values by the gtstate model. The predicted and measured
D-ljp curves are presented in Fig. 4.4a &y curves in Fig. 4.4b. The duty cycle is captured by the
dSpace ControlDesk®, which is a graphics interface betwlee®C and the dSpace realtime controller.
The dSpace is used only as a data capturing device, when tiv@lkalgorithms are located in the DSP
and FPGA. The captured duty cycle does not notice the safegstfor the switching leg. By observing
the delays, the effective duty cycles were calculated byaliqnD = Dyeas— (25/500) = Dmeas— 0.05.
The values used in the calculation are based on the actubdnmeptation of the modulator.

The measured values of Fig. 4.4 show that the differencedsgtithe model and the measurements starts
to increase beloMd=0.3. A possible reason for this difference is the simpltfaaof the model, where
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Figure 4.4. Predicted and measured steady-state operatings. The measured values show that the difference
between the model and the measurements starts to incrdeselly0.3. A possible reason for this difference is the
simplification of the model, where the statgsndt, are assumed to be equal to the resonance time.
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the states, andt, are assumed to be equal to the resonance time. Another peabailanation for the
difference is the larger proportional influence of the neaidies at the lower power levels. The total
difference is a plausible combination of the both.

The control design of the DC/DC converter is verified with 6200 A step response measurement with
the PID and also a parallel connection of the PID (Fig. 4.5&) B+R (Fig.4.5b) controllers. The rise
time of the closed-loop plant can be defined for both corgrelfrom the figures.

Based on the rise time of 10—90 %, the bandwidth of the PIDrodlet can be approximated to 600 Hz,
while the bandwidth of the parallel connection of the PID &%R controllers can be approximated to
620 Hz. When observing the specifications of the Sorensen6B&A0C DC power supply, it can be
noticed that the specified typical DC current slew rate is #m#\with a resistive load. Based on this
observation, and by the measured step responses, it caatee gtat the limiting factor is the slew rate
of the DC power supply.

It can be suggested that a FRA should be used to verify the Inoédee DC/DC converter. However,
with the FRA, a suitable current injection point is requiredhich is problematic when operating with a
digital control system of the kind used in this study. Heractgpic of further studies could be to survey
suitable measurement methods for the presented convetiethe FRA.

The simulated and measured filter frequency responseseserged in Fig. 4.6. The figure shows that
the model-based filter frequency response accuratelyisitbe measured frequency response. Based on
this observation, the LC filter model used can be assumedit@ajmnate the actual filter with satisfactory
accuracy.

4.4.2 LF ripple mitigation

The LF ripple mitigation was a simulation process impleredriy letting the startup transients to settle

down and by observing the DC link voltage and the DC/DC camverurrent. The measurement was

carried out by a corresponding method, but the stabilityhef¢onverter temperature was not observed
because it was assumed to be insignificant compared with ¢lasumed phenomenon.

Because of the switching frequency ripple, the digital laggfiltering is made for the DC/DC converter
input currently,. The filtered input current shows more clearly the low-fregey component of the
current. The 20th-order lowpass FIR filter was used with af€frequency of 1000 Hz, which is also the
suggested boundary cutoff frequency of the harmful and aonful ripple components. The simulation
is achieved by adding an unbalance to the grid by setting tiasevoltages as 95 %, 100 %, and 110
% of the nominal values. The precise modeling of the harmoaitent of the laboratory grid was not
possible because the harmonic content changed constantly.

The simulated and measured steady-state current ripphetmgtP1D controller is presented in Fig. 4.7,
and with the PID and P+R controllers in Fig. 4.8.

Figure 4.7 shows that the amplitude of the DC link voltagetflation is larger than in simulations. The
amplitude of the LF ripple component was also smaller thathésimulations, which was expected
because of the smaller fluctuation of the DC link. The possibason for the difference of the DC link
fluctuation can be the usage of the linearized model or th&eatities of the system.
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Figure 4.5. DC/DC converter 0-100A step response with allpamnnection of the PID and P+R controllers. The
step responses show that the slew rate of the DC power suppty the step response. Based on the measurement,
we may conclude that the system remains stable; howeverihphasized that the measurement only represents the

step response of the system.



4.4 Results 103

50 - - —————7
o
Z
(]
ke]
=2 0
'
(=]
]
=
-0 2 V i3 4
10 10 10
Frequency (Hz)
w\ - Measured
5 -50f IR
(]
A=)
@
< —100f -
<
o
-150F -
10° 10° 10'

Frequency (Hz)

Figure 4.6. Measured and simulated frequency responsestifi® input voltage to the output voltage.



104 Experimental results

250 SR : y R R 4270

24r 4260

23t

250

22t —
= =
2 1240 *g
=

21t =

230

19} 4220
s [},
V:)ut
18 1 1 1 1 1 1 1 1 1 210
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
t[s]
(a) Simulated
25 : R ; E s . R . 270
covvnn Iy

e [ 1, £i1t
‘/out

260

250

221
240

I, [A]
‘/(Jllt [V]

2l =

230
20

18 1 1 1 2 1 1 1 = 1 1 210
0 0005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
t[s]

(b) Measured

Figure 4.7. LF input current ripple with the PID controller.
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Figure 4.8 shows that the simulation and measurement sesfithe DC/DC converter input current
ripple decrease as assumed. An unpredictable phenomettaniiscrease in the high frequency ripple
component. The origins of the HF component and methods tm divare suggested to be topics for
further study.

4.4.3 Steady-state limit cycling

Limit cycling is an inherent property of the digital cont}stems, but it can be avoided as described
in Section 1.7. From the viewpoint of the PCU, the LC raiseaadnteresting questions. Does the LC
of the DC/DC converter lead to an LC at the PCU level, or is ipamant at all? The case is divided
into two subcases: a DC/DC converter with a resistive loatlaa®CU with a series connection of the
DC/DC and grid converters. The target of the experiment igetify the existence of LC and investigate
its significance in the resistive load and the PCU.

The existence of limit cycling is verified by the measurementd the simulations with a resistive load
R =6140,V4=50V, and|1=100 A. The simulations and the corresponding measureraemtgesented
in Fig. 4.9. The simulation results presented in Fig.4.@ysst that limit cycling may occur, but because
of the simulation accuracy, this cannot be confirmed witlaiety. When observing the measurement
results in Fig. 4.9b, it can be concluded that the phenomexoars. The measured amplitude of the
limit cycling component is approximately 1-2 A. Equation1(®) predicts the LC component to be
approximately 1 A.

When observing the measurements of the LF ripple mitigaffég. 4.7 and Fig. 4.8), we can see
that there is no clear indication of LC, or it is not signifitaitherefore, it is suggested that LC is not
significant when operating with a grid converter; howewvertfer research is required on the topic.

As an answer to the research question whether LC occurs, wecoreclude that the measurements
support the theoretical results of LC with a resistive I0athen operating with a PCU, the measurements
are in good agreement with the hypothesis that LC is not figmit when operating with a grid converter.

4.4.4 Disconnection from the grid

Disconnection from the grid is important because of the ggathdards. From the perspective of the SOFC,
the overcurrent situation may not occur, and thereforeiinjgortant to analyze the grid disconnection
case. The research question in the grid disconnection sddeds the PCU protect the fuel cell stack
when the grid is disconnected unintendendly’.

The measurements were carried out by disconnecting the R@Jthe grid through the main switch,

while the simulation of the grid disconnection case was enpnted as follows:

» Wait for the startup transients to mitigate,
« force the grid converter d-axis current reference to 0 A,

« wait for the protection scheme to trigger, and
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Figure 4.9. LC effect in the input current of the DC/DC cortger The simulation results (a) suggest that LC may
occur, but because of the simulation accuracy, it is notiplest draw this conclusion without doubt. On the other
hand, the measurement (b) clearly indicates the occurmeicg.
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 observe the DC/DC input current.

The simulation results for the grid disconnection case aesented in Fig. 4.10a and for the
corresponding measurements in Fig. 4.10b. In the measuatemébe first safety function that was
triggered was the 'grid frequency low’ trigger, which leadshe shutdown process. Because the DC link
breaker trigger level was set to 350 V, the DC link breaker madriggered. The DC link voltage started
to decrease immediately after the shutdown because of sbbatige resistors.

The DC link voltage in the simulation was not as high as in theasurements. A possible reason for
this difference is the implementation of the shutdown psscéVhile in the simulation case the current
controller of the DC/DC converter controlled the currdégto zero, in the measurements the control
system was bypassed, and the controller duty cycle was itopeero in the open loop. The simulation
case was implemented in this way because the duty cycle dintbarized model does not follow the
actual duty cycle values, and the moment before triggeritiggoshutdown process is the point of interest.
With more complex simulation arrangements, the accuradii@fesults would not be increased, and a
possible occurrence of overcurrent can be observed withribgosed model.

Based on the simulation and measurement results, the sy$tetdown was safely executed, and the
objective of the study was met. On the other hand, the overnusituation is not likely considering the
DC link voltage rise after disconnection, which leads to erdase in the input current.

4.4.5 Fuel cell emergency shutdown

A fuel cell emergency shutdown may occur for example wherBbe or the stack has a malfunction.
In the FC emergency shutdown situation, the PCU should natameaged. The measurements were
implemented by shutting down the DC power supply while ofyega and the simulation case was
implemented as follows:

Wait for the startup transients to mitigate,

set the DC/DC converter current reference to 0 A,

enable the protection scheme, and

wait for the protection scheme to trigger and observe thdibiCvoltage.

The simulation measurements do not completely describadhgl situation, but in order to verify the
control and protection of the PCU, it can be assumed thatdtwracy is adequate. The simulation results
for the fuel cell emergency shutdown are presented in Figlatand the corresponding measurements in
Fig. 4.11b.

Figure 4.11 shows that the simulation follows the measunémesults with a sufficient accuracy. As
the objective is to maintain the stability of the system arel/pnt the PCU breakdown in an emergency
shutdown situation, we may conclude that the target waezhc
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Figure 4.10. Simulated (a) and measured (b) DC link voltages input currents during the grid disconnection.
The results indicate that a noticeable overcurrent doescmir at the moment of disconnection, and the shutdown

process is controlled.
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Figure 4.11. Fuel cell emergency shutdown (simulation (&) measurements (b)). In the fuel cell emergency
shutdown, the PCU is disconnected from the stack with a ctmta Because of the disconnection, the DC link
voltage is the point of interest in the experiment.
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Figure 4.12. Experiment on the DC/DC overcurrent protectithe current is ramped up with a velocity of approx.
one ampere/sec, while the overcurrent limit is set to 20 Ae Weasurements show that the system is able to shut
down safely in the case of an overcurrent. The DC link voltages, but does not exceed the 350 V trigger voltage
for breaking. The DC link voltage starts to decrease afestiutdown because of the discharge resistors.

4.4.6 DC/DC converter overcurrent protection

The DC/DC converter overcurrent may occur when the DC/DGreder is close to breakdown. In that
case, the safety limits set on the input current can help ifopaing a controlled shutdown. Assuming
that the simulation case is identical to the fuel cell emeeageshutdown case (protection scheme sets the
current reference to 0), only the measurement is preseeted h

The overcurrent measurement was implemented by settingvéireurrent limit to 20 A and ramping the
current up with a rate of approximately one ampere/sec. A\ 2hie protection scheme was triggered,
and the PCU was driven down in a controlled manner. The owectishutdown measurements are
presented in Fig. 4.12.

4.5 Summary of the experimental results

The objectives set to the experimental results were to wéhié developed models against the actual
prototypes and to ensure that the fuel cell stack is intedaafely in the steady state and in the most
common abnormal situations. It was found that the developedel is suitable for the control system

design, but in more complex simulation cases, a more sagétistl simulation software such as Spice
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should be applied. The SSA model is not accurate enough éosithulation of abnormal operation,
while the model can still provide guidelines for actual measents.

It was also observed that the P+R controller met the expengtarising from simulations. The
unexpected result was the high-frequency ripple that waigid from the P+R controller. Hence, further
research is recommended on the topic.

Based on the objectives set on the experimental researchamdraw a conclusion that the system is
able to operate safely with a fuel cell stack, and the modelsecurate enough to be used in the control
design. In the further research, it is suggested to develmgthod to measure the loop gains from a
digitally controlled RPP converter.
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Chapter 5

Conclusions and Discussion

The objective of this thesis was to model a PCU for the SOF@@mnent, and design and implement
a control system for the PCU based on the requirements séeb$®FC. First, a literature survey was
made of the fuel cells and fuel cell applications with theul®on the SOFC. By the literature survey, the
characteristics and limitations set by the SOFC were ifledti Based on the limitations, the literature
study was extended to feasible control methods to meet theresnents.

After the literature survey, the suitable modeling methfod$he DC/DC converter and the grid converter
were introduced with the associated theories considenimgiodeling process. The digital control system
characteristics were introduced, and the effects of théalization on the modeling procedure were
identified.

Based on the literature survey and introduction, the DC/@@verter and the grid converter were

modeled. By the model, an analysis in the frequency domasmeade. Based on the derived models,
a suitable control system was designed for the DC/DC coewartd the grid converter. In the design,

the interaction between the DC/DC converter and the gridexter was considered from the viewpoint

of the SOFC. In addition, special emphasis was placed onigiwldcontrol system, and the effects of

the digitalization were considered. From the perspectivh® SOFC, the most interesting effects were
identified. The proposed models were verified against theahptototypes, and the control system design
was tested and validated with the laboratory setup.

The major contributions of the study were:

« The characteristics of the SOFC as an electrical powercsouere identified.
« A solution to the interfacing of the SOFC in the distribuggheration was proposed.

« A mathematical model of the PCU was provided.

The control design for the DC/DC converter and the grid ester suitable for the SOFC was made.

The limit-cycling phenomena of the digital control systasa source of low-frequency current
ripple were identified.
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» Because of the fluctuation of the DC link voltage, limit dpg was found to be insignificant when
the DC/DC converter is tied to the grid converter.

* A method was proposed to reduce the second harmonic tisasdrom the grid unbalance in the
output current of the stack.

* Practical considerations regarding the operating of BEG plant were presented.

The characteristics of the SOFC as an electrical power souere determined based on the literature
survey. According to the results of the survey, the eleat®tjuivalent circuit was developed. As it was
not possible to measure the characteristics of the SOF& ssad, the model of the SOFC was addressed
only at a theoretical level. It was found that a stability Igss can be made with the DC/DC converter
and the stack by applying the well-known impedance theohgre the output impedance of the stack
and the inputimpedance of the DC/DC converter are analyzed.

Based on the findings of the literature survey, also a stetate- equivalent model was presented for
the stack. The proposed steady-state model was Thevewjulgatent model with the measurement
data fitted with the least-square method. Neverthelessfghbcability of the steady-state model to the
dynamic modeling of the PCU is questionable. Even thougitbéel is not relevant from the viewpoint
of the control design, it can be useful when the electroni¢ts®PCU is designed, because it is possible
to approximate the operation point of the PCU and carry oaiohtimization of the topology based on
this approximation.

A PCU that is able to connect the SOFC to the distribution gad presented. At the start of the study,
and at the moment of writing the conclusions, there was ooisammercial PCU available that would

be able to connect the SOFC plant of the study to the grid. Eweangh a commercial device was

chosen as the grid interface of the prototype plant basedl@bility requirements, the suitability of the

proposed PCU was verified. The DC/DC converter prototyped usth the actual stack and in this thesis
corresponded with each other.

The mathematical model of the PCU was developed in the stiidg. DC/DC converter was modeled
by the state-space averaging method, while the grid caaees modeled as a state-space model where
the power stage was simplified to produce the required vehagtor to the input of the grid filter. The
dynamical model of the resonant push pull converter has @en presented in the literature. The model
was verified against the actual prototype; however, theutaqy responses were not measured. At the
moment of writing, a frequency analyzer was purchased aasecpience of the observations of the study,
and measurements will be carried out in the future. The iggtlethe measurements of the prototype
converter is the digital control system, where the suitableent injection path to the feedback loop is
not unambiguous. Based on the model, it was also noticedathah operating with small duty cycles
(approx.D<0.2), there was a resonance peak of the snubber capavitocs, can produce problems with
the control design if not taken into account during the degigcess.

A similar effect was detected with the model of the grid cotee where the grid inductance was varied.
The grid inductance has an impact on the frequency respaornstha resonance peak of the LC(L) filter,
and therefore, changes in the grid-side inductance shaulabserved during the design of the control
system.

The control design of the system was carried out by congttia demands arising from the SOFC into
the requirements for the control system. Based on the rexqaints set by the SOFC, a suitable control
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system was designed for the DC/DC converter and the gridestew The focus of the control system
was on the DC/DC converter because there was no commerci@i®Ebnverter available that would be
suitable to interface the SOFC of the research, whereaggnieerters of the corresponding power levels
are widely available. The control design of the grid cormewas completed because the dynamics of
the PCU arise from the series connection of the DC/DC coevartd the grid converter, and the in-depth
understanding of the PCU behavior requires detailed krgdef both converters.

The limit cycling phenomenon, which results from the finitegsion of the digital arithmetics, was
observed. The significance of the phenomenon when openatthghe SOFC is related to the lacking
tolerance of the stack to the low-frequency current rippteich may be produced by the digital controller.
The limit cycling phenomenon can be avoided by the conditipresented in the literature, but the
implementation can be problematic because the operatiygiéncies of the FPGAs and the accuracy
of the digital modulator are interlinked. Even though thmiticycling can be avoided, the price of the
required integrated circuits (ICs) may be an obstacle inmaraercial application.

Because of the fluctuation of the DC link voltage, limit cygjiwas observed to be insignificant when the
DC/DC converter was connected with the grid converter. k wlaserved that the second harmonic of the
grid is a more significant source of the low-frequency riggenponent than the limit cycling. Therefore,
if the DC/DC converter operates without a grid converteg, tliC must be observed to ensure that the
low-frequency ripple component is kept within the allowedits.

As it was found significant to mitigate the second harmoni¢hef grid, a method was proposed to

reduce the second harmonic in the input current of the DC/Dverter. The method uses a simple

proportional+resonant controller, which is tuned to regltree harmful low-frequency component. The

method was observed to effectively mitigate the second baitrin the simulation, and the measurement
results confirmed the simulation results when an HF frequenmponent was induced to the current.

The reason for this high-frequency component could be & @idurther research, although we may ask
how well the mitigation could be achieved by increasing tam@nd decreasing the phase margin of the
average current controller, which occurs when the P+R obletris added.

When operating with an actual SOFC stack, the protectioncipies and filtering of the input current
reference are presented. Based on the practical issuésdrédethe integration of the PCU to the stack,
guidelines for the successful control system design, babretical and practical, are presented.

Based on the observations of this study, many interestisegareh topics arise:

¢ Placement of the grid harmonic compensation,

« determination of the grid-side inductance,

« usage of the parallel DC/DC converters,

« detailed analysis of the discrete implementation of P+Rradler,
« control of the additional power storage in the islandinglecand

« stability of the series-connected converters.

The second harmonic compensation can be carried out in ftecgnverter stage or in the DC/DC
converter stage. A question where this should be done rentaibbe answered. Further: What are
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the benefits of compensating the harmonics in the grid coeveand what are the limitations set by
the standards? An interesting approach would be to use &tiepeesonant controller to mitigate all

significant grid harmonics seen by the fuel cell stack. Ddessplution introduce stability issues, or
are there some drawbacks with the proposed controller? Bremiewpoint of a commercial device, a
further question is whether these phenomena are signifitafit The limits of the low-frequency current
ripple that the stack can tolerate should be defined moreratety The effects of the high-frequency
current ripple in the long term should also be studied.

In the grid converter, it was noticed that the grid-side ictdace can add instability to the system, and in
the worst case, the resonance frequency of the filter andrithean be close to the switching frequency.
Based on this observation, it is suggested to study thegjgielinductance detection. The IMC controller
stability in the discrete systems should also be studigdsXample, by Youla parametrization.

The issue of the optimal unit size of the DC/DC converterasia question of how to use the parallel
DC/DC converters. The benefit of using parallel convertetse opportunity to optimize the usage of the
parallel converters in such a way that the optimum efficide@chieved by load sharing. Furthermore,
with adequate synchronization, the effective currentlegeen by the fuel cell stack can be reduced.

A further interesting research question is how the systeaidcbe made to operate in the islanding
mode. Because of the slow response times of the SOFC, ancaddijpower storage should be included
in the system to compensate the load peaks. Moreover, tiipation of the power storage, the grid
converter, and the DC/DC converter from the perspectivéficiency and total costs of ownership (TCO)
is an important research topic. In addition, the stabibguies that arise from the complex composition of
separate converters with varying load conditions have tstidied.

From the theoretical perspective, the mathematical forrthefstability criteria of a series-connected
DC/DC converter and a grid converter is of interest. A pdssibhethod to describe and analyze the
stability of a series-connected system could be the impslaratching of the output impedance of the
DC/DC converter and the input impedance of the grid conveftiee grid converter can be presented in
DC quantities in the dq coordinates, which makes it possiblepply the known impedance matching
theorems (Erickson and Maksimovic, 2001).

At a theoretical level, the study has gathered the methods¢oessfully derive a model for a DC/DC
converter, a grid converter, and the whole PCU. The resilthe study can also be used in other
applications. The series connection of the DC/DC conventer the voltage source inverter is widely
used in distributed generation, such as photovoltaic Byst8ased on the results of the study, the models
and methods can be adopted to further use. The theoretic#lmbthe RPP converter can be used as
such, while the model of the PCU can be applied to the modeglingess of the fuel cell plant, with an
in-depth knowledge of the inner dynamics of the PCU.

When comparing the results with the initial objectives af ttoctoral study, we may conclude that the
study has met the set objectives. Numerous interestingreséopics have arisen during the study, while
the focus has been kept on the fuel cell environment. In toitatal thesis, theoretical and practical
guidelines have been presented for the successful comsaimito connect a SOFC to the utility grid in

a distributed generation application.
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Appendix A

DC/DC converter steady-state model

A steady-state model is used to verify the steady-state atiper of the system. Small-ripple
approximation and a DC transformer model are used in theegsocin the steady-state analysis, the
snubber capacitd®.; andCg, voltages are assumed constant, a symmetrical operatiasusred, the
duty cycle is over 0.5, and the switching losses and thefoamer leakage inductance are neglected.

The steady-state equivalent circuit can be composed ohthector voltage equations and the capacitor
current equations. When operating in the steady state hKaff's Voltage Law (KVL) (A.1) and
Kirchhoff's Current Law (KCL) (A.2) must be satisfied:

ivi =0, (A1)

ili =0. (A.2)

The inductoi_, voltage can be defined during the switching statey
Mp) = Vg. (A.3)

During the switching state , the inductolL, voltage can be defined by

1
(Vib) = Vg — EVccl- (A.4)

By observing that during the switching period the averadeevaf V1 andVer is NV, we may write

Equation (A.4) as follows
1
(Mb) =Vg— Evcrl' (A.5)

By applying Kirchoff’s Voltage Law during each interval asdtting the average to zero, we obtain a
voltage equation fok

M) = (D= 50V + (1~ D)(Vg— 5-Vrs) a.6)
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i M(D) 1

Figure A.1. Equivalent steady-state model for the RPP atewe

By observing that during the switching perigg; = %Vdc, we can write Equation (A.6) to the form

M) = (D= 5V + (1= D)(Vg— 2 Ved (A7)
Based on (A.7), the relation betwe¥nandVg. can derived as

(D=2 )Vg = —(1-D)(Vg— = Veo) (A.8a)

2 4n
DVg — \? —(Vg— 4—lnvdc— DVg+ D4—1anc) (A.8b)
Vg — \% =(1- D)4—lnvdC (A.8¢)
Vg = %vdC (A.8d)
\% = 12_nD (A.8e)
\\%C:n(l_zD) (A8)

The output voltage and the equilibrium conversion raticefirced from Equation (A.8d). The equilibrium

conversion ratio is 1
M(D) = . A.
() 2n (A-9)

Based on the equilibrium conversion ratio, the DC transarmodel can be defined. The DC-derived
transformer model is presented in Fig. A.1.

The input current can be calculated by referring all comptséo the primary and solving the input
current by basic circuit algebra. The input current of thevester can be predicted by

lp = R (A.10)

where
R=-— (A.11)
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Appendix B

Simulation models

The presented simulation models are based on the modelooggure introduced in Chapter 2. The
switching model of the RPP converter illustrated in Fig. Bs7based on Equations (2.38)—(2.65),
while the linear model of the RPP converter depicted in Fig8 iB based on the state-space equations
(2.66)—(2.76). The VSI model shown in Fig. B.3 is based ondfigu (2.84). Other modeling blocks are
based on the corresponding equations given in Chapters 2.and
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Figure B.1. Top-level diagram of the PCU model.
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Appendix C

PCU test setup
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DC/DC converter

I

~ Control board

:#A_ i H;;IVariable autotransformer

g : ~=| Breakresistor and
T - DC/DC converter load

Figure C.1. Test setup used in the PCU measurements. The figesents the test setup in the laboratory. The DC
power supply feeds the DC/DC converter. The DC/DC convesteonnected to the grid converter, which is tied to
the utility grid with a variable autotransformer. The vhi@autotransformer is used to step down the grid voltage
because of the problems with the VSI. A PC with ControlDestt d8pace is used to monitor the system, while the
control algorithms are implemented in the control boarde Tésistor load is used as a DC/DC load in the DC/DC
converter measurements, and as a break resistor in the P@slireenents.
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