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The European Organization for Nuclear Research (CERN)abgethe largest particle col-
lider in the world. This particle collider is called the Lar¢gdadron Collider (LHC) and it
will undergo a maintenance break sometime in 2017 or 2018inBthe break, the particle
detectors, which operate around the particle collidet, vélserviced and upgraded. Follow-
ing the improvement in performance of the particle colljdiee requirements for the detector
electronics will be more demanding. In particular, the héghount of radiation during the
operation of the patrticle collider sets requirements ferdlectronics that are uncommon in
commercial electronics.

Electronics that are built to function in the challengingiesnment of the collider have been
designed at CERN. In order to meet the future challenges taf tdansmission, a GigaBit
Transceiver data transmission module and an E-Link dathéuesbeen developed. The next
generation of readout electronics is designed to benefit fieese technologies. However,
the current readout electronics chips are not compatilite tivese technologies. As a result,
in addition to new Gas Electron Multiplier (GEM) detectorsdaother technology, a new
compatible chip is developed to function within the GEMsttoe Compact Muon Solenoid
(CMS) project.

In this thesis, the objective was to study a data transnisaierface that will be located on
the readout chip between the E-Link bus and the control lofibe chip. The function of
the module is to handle data transmission between the chighenE-Link. In the study,

a model of the interface was implemented with the Veriloglhare description language.
This process was simulated by using chip design softwareduefice. State machines and
operating principles with alternative possibilities fonplementation are introduced in the
E-Link interface design procedure. The functionality af thesigned logic is demonstrated
in simulation results, in which the implemented model isveroto be suitable for its task.
Finally, suggestions that should be considered for impr@tihe design have been presented.
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Euroopan hiukkasfysiikan tutkimuskeskus (CERN) operoaitn@an suurinta hiukkastor-
maytinta, jonka on maara lapikayda huoltotauko vuosinar20018. Taman tauon aikana
hiukkaskiihdyttimen varrella toimivia hiukkasilmaisiemhuolletaan ja parannetaan. Hiuk-
kaskiihdyttimen suorituskyvyn parannusten myota ilnretektroniikalle asetetut vaatimuk-
set kasvavat. Erityisesti suuri sateilyn maara hiukkaskiitimen toiminnan aikana asettaa
vaatimuksia, jotka ovat kaupallisessa elektroniikassdasallisia.

CERN:ssa on kehitetty hiukkaskiihdyttimen haastavaangnmsfon sopivaa elektroniikkaa.
Jotta voitaisiin vastata tulevaisuudessa kasvavan msittan maaran tuomiin tiedonsiir-
tohaasteisiin, on CERN:ssé kehitetty GigaBit Trancetietonsiirtomoduuli seka E-Link-
tiedonsiirtovayla. Seuraavan sukupolven lukuelekti@mion suunniteltu kayttavan naita
teknologioita, silla taman hetken lukuelektroniikkasieivat ole yhteensopivia naiden tek-
nologioiden kanssa. Tasta syysta GEMs for the Compact Motan8id (CMS) -projektissa
kehitetaan uusien Gas Electron Multiplier-ilmaisimierie(®) ja muun tekniikan liséksi uusi
yhteensopiva siru.

Tassa tydssa tavoitteena oli tutkia tiedonsiirtorajaganjoka tulee lukuelektroniikkasirun
ohjauslogiikan ja E-Link-vaylan valille. Moduulin tehtdna on vastata tiedonsiirrosta sirun
eri osien ja E-Linkin valilla. Tutkimuksessa toteutettifarilog-kuvauskielella rajapintamo-
duuli, jota simuloitiin kayttamalla Cadencen sirusuutalitohjelmistoa. E-Link-rajapinnan
suunnittelussa on esitelty sen osien tilakoneet ja logiilcamintaperiaate. Naiden liséksi
on tuotu esille mahdollisia vaihtoehtoja toteutuksilleuu8nitellun logiikan toimintaa ha-
vainnollistetaan simulointituloksin, joissa on todettieutetun mallin soveltuvan tarkoi-
tukseensa. Lopuksi rajapinnan toimintaan on esitettyrparsehdotuksia, jotka tulisi ottaa
huomioon jatkokehityksessa.
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1 Introduction

Research on fundamental physics is conducted in seve@pkround the world. For in-
stance, examples of such places are Fermilab in the UnisgdsSand DESY in Germany.
There are several reasons for studying particle physicsaridr many questions in funda-
mental physics are without answers. We can ask: what didriiverse consist of in the first
instants after the big bang?; why is there more matter in tiieeuse than anti-matter?; or
why do fundamental particles have mass?

European research on particle physics is concentrate@ &utopean Organization for Nu-
clear Research, CERN. CERN employs just over 2400 persartsgdproximated 10000
visiting scientists come to CERN for their research. CERKniswn for having the largest
particle accelerator in the world, the Large Hadron ColtlidleHC), which has a length of
27 kilometers in circumference. Both the LHC and CERN arated on the Franco-Swiss
border close to Geneva (CERN 2013).

The research conducted at CERN aims to answer the quesstetdbove.

1.1 European Organization for Nuclear Research

CERN was established in 1954 and it inherited its name froenEbhropean Council for
Nuclear Research (in French: Conseil Européen pour la Relohélucléaire). The European
Council for Nuclear Research was founded two years earligr tive goal of establishing a
world-class fundamental physics research organizati@unope. The 12 founding member
states are Belgium, Denmark, France, the Federal RepubGeomany, Greece, Italy, the
Netherlands, Norway, Sweden, Switzerland, the United damg, and Yugoslavia. In 2013
the number of member states has increased to 20 and 5 ceumdxie been granted observer
status (Ibid.).

The research at CERN is divided into more than 20 differepedarments. Each experiment
has an objective of its own, and these objectives differ ddjpg on the field of particle
physics research, for example, matter and anti-mattek,rdatter, or undiscovered particles.
The research takes place in the LHC as well as other acaaigleatd facilities (Ibid.).
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1.2 Particle Accelerators at CERN

In addition to the LHC, there are several other particle cators and decelerators at CERN.
More than one accelerator is needed because protons andegadsuclei) must be acceler-
ated to an operating level of several teraelectronvoltereehey are forced to collide in the
LHC. For this purpose, a cascade consisting of multiplelaca®rs is used to increase the
energy of particles before they are injected into the LH@QuFe 1. During the accelerator
chain, the particles are arranged into bunches that eMgntuake a beam. A bunch is a
cluster of particles and a beam is a stream of bunches, eaoh @@nsisting of 592 bunches
of ions or 2808 bunches of protons (Evans 2009). The pasticéel in the accelerators in
a vacuum because collisions with gas molecules are untésiflaefevre 2008). Most of
the magnets in the accelerators are used to guide the pariidtead of accelerating them.
Liquid helium cooled superconducting magnets and wirirgyused and they operate at 4
Kelvin (Evans 2009).

CMS
LHC o

ALICE
neutrinos

o ATLAS CN(}\l
\/Vms Gran Sasso

East Area

Figure 1. An illustration of the accelerator chain at CERMNeTigure shows all the particle paths
between the accelerators and decelerators (Lefevre 2008).

The acceleration process for protons and ions differ in #ggrining of the chain, Figure 1.
Protons are generated from hydrogen gas by leading the ggdithrough an electric field in
which the hydrogen is stripped of its electrons. Thus, omtgns continue on to the linear
accelerator (Linac 2) where the energy of the protons willfmeeased. The acceleration
of the protons is done by leading them through conductorsctware alternately charged
positive or negative. The conductors behind the protongashing the protons and the
conductors in front of the protons are pulling them. Smaldupole magnets sustain the
protons as a tight beam. From the Linac 2, the beam is passtedtioa Proton Synchrotron
Booster (PSB). At this point, the protons are acceleratedlOtmnegaelectronvolts. In the
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PSB, the protons are accelerated further up to 1.4 gigaetectts and delivered to the
Proton Synchrotron (PS) (CERN 2013).

The ions also eventually proceed to the PS. The electroreadfiiuclei are stripped before
and during acceleration. The ions are accelerated in Lina@3Jimilar way as protons are
accelerated in Linac 2. This is done by using cylindricaldustors that have an alternating
charge. Once the ions are accelerated in Linac 3, they asegas to the Low Energy lon

Ring (LEIR) where each pulse from Linac 3 is split into fouosier pulses each contain-
ing two hundred and twenty billion lead ions. In the LEIR, ibas are accelerated from
4.2 megaelectronvolts to 72 megaelectronvolts. lons azemaclated from multiple pulses

before they are sent to the PS (Ibid.).

The next phase for protons and ions in the accelerator chaheiPS, which was the first
synchrotron at CERN. In addition to accelerating the plsi¢co 26 gigaelectronvolts, the
proton beams are grouped into bunches in the PS. One buntdir®one hundred billion
protons; a bunch is about 1.2 meters long and there is a 7 ioaggpgap between bunches.
The distance between bunches is kept constant until thenlerossing. A bunch crossing is
a collision between two bunches in the LHC (Evans 2009). Tiktaxce between bunches
is defined so that they will collide at the frequency of 40 Midjich is 40 million times
per second. For practical reasons, the actual collisiaquiacy is smaller because there are
holes in the bunch pattern on purpose (Lefevre 2008).

The protons and ions are passed on from the PS to the Supen&tchrotron (SPS) where
the particles are accelerated to 450 gigaelectronvolte. f@mction of the SPS is to provide
beams for the LHC and the associated experiments. The SH&basised to research the
inner structure of protons, investigate why matter matsfeser anti-matter, study matter
during the first instances of the universe, and search fareikoms of matter. The highlight
of the SPS came in 1983 when W and Z particles were discoveieK 2013).

1.3 Large Hadron Collider

Currently in 2013, the LHC is the largest particle accetarat the world with a diameter of
27 km. It is a similar size to its predecessor the Large Ebd@eRositron Collider (LEP) that
was located in the same tunnel that the LHC is now in. The LE®dimmantled in 2000 to
make way for the construction of the new accelerator. The WB®built in a tunnel because
excavating a tunnel was easier than purchasing land on tfe&suFurthermore, the crust of
the earth provides a good shield from radiation (Lefevre38200
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The LHC is designed to accelerate particles coming from tA8 & 7 teraelectronvolts.
When proton beams are collided into each other at almostadedsof light their collision

energy is 14 teraelectronvolts. Lead nuclei have severbps, therefore their collision
energy is considerably higher compared to colliding pretohe beams colliding in the
accelerator are always either protons or ions. Proton amdé&ams are not collided into
each other (Ibid.).

Thousands of magnets of different types are used to guidbdam in the LHC. 15 meter
long dipole magnets are used to bend the beam and quadrupgleets that are 5—7 meters
in length are used to focus the beam. Magnets further alotigeiprocess squeeze the beam
together before collision to increase the probability dlisimn between particles. The beams
in the LHC travel in two separate tubes in opposing diredtiorhere are four points along
the LHC where the beam can be collided. The experiments dadheive LHC are located at
these points, shown in Figure 1. The four experiments areayé lon Collider Experiment
(ALICE), A Toroidal LHC Apparatus (ATLAS), the Compact Mu@olenoid (CMS), and
the LHC beauty (LHCb) (CERN 2013).

1.4 Detectors and Experiments in LHC

The experiments in the LHC aim to search for answers to thstopnes in physics that are still
unanswered. The four detectors at the LHC and their resfgeexiperiments are introduced
below. The CMS detector is covered in more detail for theardbat the work done in this
thesis is involved in the development of future detectoctetaics for the CMS experiment.
In addition to the four experiments, there are the Total tilasd Diffractive Cross-Section
Measurement (TOTEM) experiment next to the CMS detectortbed HC forward (LHCf)
experiment at the ATLAS detector (Lefevre 2008).

1.4.1 ALICE

The ALICE detector is designed to study matter at extremeggn#ensities, thus it is spe-

cialized for the collisions of lead nuclei. The task of thel&E experiment is to detect and
investigate a phase of matter called quark-gluon plasntagii@rmed under very high tem-

peratures and densities. The phase of matter in questibaught to have formed right after
the big bang. Protons and neutrons, which are both hadremspanposed of quarks, which
in turn are held together by gluons. In quark-gluon plasmayks and gluons are no longer
inside of hadrons (CERN 2013; Lefevre 2008).
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In the ALICE detector, the collisions between the lead nudléict temperatures that are
100000 times hotter than the core of the Sun. In these extoeméitions, the quarks are
unbound from the ties of gluons and quark-gluon plasma asva&itl to form (CERN 2013).
The plasma expands, cools down, breaks apart and condebsateinto ordinary particles
(Evans 2009). This is an abnormal state of matter becauskgjoave never been observed
in isolation. In short, the ALICE experiment studies theestaf matter that existed in the
moments after the birth of the universe (CERN 2013).

1.4.2 ATLAS

The ATLAS detector is a general-purpose detector that id tmea wide range of things in
physics research. Protons are collided in the heart of thextie in order to discover new
physics. These include the discovery of the Higgs bosona ektnensions, and particles that
could make up dark matter (CERN 2013; Evans 2009).

Particles collide in the core of the ATLAS detector and tlesults in new particles that es-
cape from the point of collision in every direction. There aix different subsystems for
detecting the trajectories, momenta, and energies of ttielea. Momentum can be deter-
mined by using the huge magnet system of the ATLAS detectBR(T 2013). Positively
and negatively charged particles can be distinguished #aoh other because they spiral
in opposite directions. Additionally, particles of veryghimomentum travel very near to a
straight line. This is contrary to weaker particles that enggirals (Lefevre 2008).

1.4.3 LHCb

The LHCb experiment investigates the small asymmetry betwanti-matter and matter.
This manifests in interactions between B-particles thateha beauty quark. The aim of
this research is to understand these interactions, andotisssbly also understand why the
universe consists of observed matter (CERN 2013; Lefevo@R0

Instead of covering the point of collision in every directiike in the ATLAS and the CMS
experiments, the detectors for the LHCb are along the bebmttudetect forward particles.
The reason for doing this is that the collisions resultirgrirthe b and the anti-b quarks
travel mostly in small angles with respect to the beam. Theaters are used to detect both
the b quarks and its decays (CERN 2013).
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1.5 CMS

The CMS experiment is a general purpose detector like ATLA®] it is the largest of
the experiments with regards to personnel; approximatéf04eople are working on the
collaboration. Although the CMS and the ATLAS experimeritare the same main goals
(to research a wide range of physics), the CMS experimestdifferent technical solutions
than the ATLAS experiment and its magnet system is desigifedehtly than the ATLAS
experiment. The detector is built around a huge super cdimgusolenoid magnet that is
able to generate a 4-Tesla magnetic field. The magnetic §eldntained inside the detector
by the bulk of the detector (Ibid.).

The point of collision in the heart of the CMS detector is sunded by detectors in different
layers like in an onion. Figure 2 shows one quarter of theszsestion of the entire CMS
detector where the point of collision is. The point of cadiisis the point where the bunches
of particles collide and it can be seen in the bottom left eownf the diagram. From there,
different particles escape through various layers of detecThe x-axis represents the beam
travel path (Sharma 2012).

The pink area in the bottom left corner is the tracker detedhe darker area is the pixels
and the lighter area corresponds to the silicon trackingesys Light green presents the
electromagnetic calorimeter (ECAL) surrounded by the badaalorimeter (HCAL) in blue
(Ibid.).

" eta=08 7 104
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Figure 2. One quarter of the entire cross-section of the Ckt8atior (Sharma 2012).
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In Figure 2 there are also Gas Electron Multiplier (GEM) d&tes located in the endcaps at
the ends of the barrel, shown as GE1/1 and GE2/1 in orangeseTdetectors are currently

under development and are to be installed in the future. €hextbrs of the CMS experiment

can be divided into four groups: the tracker detector, tleetebmagnetic calorimeter, the

hadron calorimeter, and the muon detectors. The superctindwsolenoid that is used to

generate the magnetic field that bends the trajectoriesrtities can be seen between the
HCAL and the muon chambers (Ibid.).

There are three different types of muon detectors: DrifteRud T), Cathode Strip Chambers
(CSC), and Resistive Plate Chambers (RPC) (CMS Experin@8)2 The DTs are located

in the barrel section of the CMS detector and the CSCs areeiridcaps. The RPCs are
located in both the barrel and the endcaps. In Figure 2, the @@ marked in dark green,
the CSCs are in dark blue, and the RPCs are in red.

1.5.1 Tracker Detector

The first detector, the silicon-strip inner-tracking systes located right in the core of the
CMS detector near the point of collision. It consists of &eih detector called the pixels
and a silicon microstrip detector surrounding the pixel$e Tracker detector is used to
track the flight path of a particle. The flight path is impotthecause it can be used to
derive the momentum of the particle. The whole design is n@dglicon because the
tracker should record trajectory data in high detail whité¢ Imave any effect on the paths of
particles (CMS Experiment 2013). The tracker detector heeetpixel barrel layers and ten
siliconstrip tracker barrel layers. The detector layeesmesented in Figure 3 which shows
how particles travel through the silicon detector. The apddave these layers so that they
also cover the low angle trajectories (Evans 2009).

1.5.2 Calorimeters

The tracker detector is surrounded by the ECAL. The caldenmnsists of a barrel and two
endcaps that are located between the tracker and the HCALETAL is used to measure
the energy of electrons and photons during the collisiohs.flinctionality of the calorimeter

is based on the use of lead tungstate (PhW\Dystals, which are heavier than stainless steel
but transparent like glass. When detecting electrons amtbph it is important that the
crystal scintillates when electrons and photons pass gjfrdlie crystal (CMS Experiment
2013). In scintillation, a high-energy electron or photatflides into the crystal and gives
its energy to the crystal. As a result, a shower of secondaoygms, electrons, and positrons
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emerges. The particles of the shower excite the atoms whatkad emit light during de-
excitation. The energy of the colliding particle can be deieed from the light (Evans
2009). Figure 3 illustrates how the ECAL absorbs electrams@hotons while letting other
particles pass through.

The HCAL surrounds the ECAL forming a tight shell around ichese the HCAL has
to capture every particle that emerges from the collisioftse calorimeter detects the en-
ergy of hadrons, for instance protons and neutrons, andghrm-direct measurement, non-
interacting uncharged particles can also be detectedx@nple neutrinos. Figure 3 shows
how charged and neutral hadrons are absorbed into the olef@gptr. The HCAL is built us-
ing brass and uses the same crystal as in the ECAL. The brdss\atal layers alternate in
the calorimeter, where brass functions as an absorber gathcemits light when a particle
passes through it (Ibid.).

1.5.3 Muon Detectors

The outermost layer of detectors in the CMS detector cansistnuon detectors because
muons are the only particles that can be detected on the ddge detector; they will not

leave a trace in the inner layers of detectors. This is seEigure 3 where muons penetrate
all the other detectors unnoticed. The three types of mueoecties are DTs, CSCs, and

RPCs. All three types are gaseous particle detectors Ylbid.

SN

Tracker

Q
Electromagneti

Calorfmeter
Hadrom
Calorimeter Superconducting
Solenoid Iron return yoke imterspersed
with muon chambers
Muon Electron Charged hadron (e.g. pion)
= ==-Neutral hadron (e.g. neutron) ----. Photon

Figure 3. A cross-section in the plane perpendicular to tHE lbeams of the CMS detector. The
figure illustrates how different particles are observedhe different layers of detectors
(CMS Experiment 2013).
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The muon DTs measure the position of a muon in the barrel cCM8. A DT is a gas-filled
4 cm wide tube inside of which is a positively charged wire. Aan or another charged
particle ionizes gas atoms within the tube when it passesitftr. When a patrticle collides
with the electrons of gas atoms, it initiates an avalandhe,electrons are guided by the
electric field and they end up in the wire. This generates sgplubm a penetrating particle
that can observed (CMS Experiment 2013).

The CSCs are located in the endcap of the CMS detector wheradlnetic field is uneven
and the rate of particles is high. The CSC is an array of pefjticharged wires which are
perpendicular to negatively charged copper strips. As éDA's, the wires and strips of
CSCs are in a gas volume. When a patrticle passes througinjze®the gas by colliding
with the gas atoms, thus freeing electrons. As a result, ldatrens travel to the wires and
the positive ions travel to the copper. Both the electrorss the ions cause a measurable
pulse, and thus every particle gives two coordinates (Jbid.

The third type of gaseous detectors are the RPCs, which eateld in the barrel and the
endcap. The RPCs have a worse position resolution than teeabd CSCs but they offer a
fast response. Thus the RPCs are used to improve the timaties®f the detectors (Ibid.).
Because the detectors produce a very large amount of measoirelata, the uninteresting
events have to be disregarded. This is done with a triggedatal acquisition system that
consists of detector electronics, L1 trigger processamadout network, and an online event
filter system. The events that pass the Level 1 trigger (L\f&)raad out from the readout
electronics (Evans 2009).

1.6 Background

The LHC is planned to go through the second Long Shutdown soraeén 2017 or 2018.
Maintenance and detector upgrades will be done during thteletvn. Therefore, the CMS
experiment is now looking for new detector candidates artibog for the high-eta region
(the region with a high rate of particles) of the CMS deteciidre detectors in the high-eta
region are to trigger and track muons which are produced Bidicwy bunches of protons
together in the heart of CMS detector. One of the aforemeaticandidates for detectors is
a Triple-GEM based detector and this thesis touches upoelé¢ie&ronics of a such detector.

The GEM chambers that are planned for installation in the @GM&riment are segmented
into three columns each. The preliminary plans are to irefl@lfront-end chips in each col-
umn, 30 in total. On the edge of a GEM chamber, there would teetBigaBit Transceivers

(GBT), one for every 10 front-end chips in a column. This veboiake a very high data rate
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Figure 4. The structure of the GEM detector. A muon passesitiirthe detector module and releases
electron/ion pairs by colliding with atoms in the gas voluriéectrons drift to the holes in
the GEM layers and trigger an avalanche. The avalanchetisefuamplified in the following
two GEM layers and the resulting charge is read out from thB B&@ard. (GDD 2011)

transmission possible. The GBT allows for a data rate of 4fzbut considering the error
correction method (and other things) the effective bantiwiiops down to 3.2 Gbps. Data
is optically transmitted from the GBTSs to the counting rodmwough a fiber connection.

Simply put, the Triple-GEM based detectors are built frore fayers that have some distance
between them, Figure 4. The three innermost layers are th [@gers, hence the name
Triple-GEM based detector (hereinafter GEM detector). BB layers are made of a thin,
metalclad polymer foil that is pierced by a high density agement of holes. On top of
the GEM layers is a drift cathode and under them is a readanitefrCircuit Board (PCB).

A gas mixture flows between the layers and there is a largérieldéield between the drift
cathode and the readout PCB that works as an anode (Sauli G2@y 2011).

Now, when a charged patrticle, a muon in this case, enters Hid @Getector it will release
electron/ion pairs by ionization in the topmost gas volutoas will recombine at the drift
cathode and electrons will drift into the holes in the GEMdesy The electric field is higher
in the holes and when electrons drift to the high field regloytwill initiate an avalanche
and leave towards the lower GEM layer. This way the amountewtens is multiplied in

the holes of the three GEM layers. The electrons will finadligd on the PCB for detection
(Sauli 1997).

When the readout PCB has collected the charge caused by thespthe signal is conducted
to the front-end electronics for preamplification and shgpWhat happens in the next phase
after shaping depends on architecture that is still to bédddcupon. This phase is either
based on an Analog-to-Digital Converter (ADC) and a Dig&ajnal Processor (DSP) or a
comparator, Time-over-Threshold, synchronization aigdyér logic. The results are stored
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in Static Random-Access Memory (SRAM) and eventually tnaitted onwards to the GBT
through an E-Link. The E-Link consists of differential digécal wires that run between
master and slave E-Ports (hereinafter referred to as Eihiekfaces).

1.7 Motivation

Currently, the front-end chip architecture has two canistaVFAT3 and GdSP. Both are the
next generation of earlier front-end chips, the VFAT2 andl®e respectively. In the past,
the VFAT2 has been used with the GEM detectors in the TOTEMexgEnt (Aspell et al.
2008). By the beginning of 2013, the S-Altro chip has not bapplied yet in any of the
experiments (De Gaspari 2013). The S-Altro’s predecessdiR® is used in the ALICE
experiment (ALICE 2007).

The front-end chip architectures are being studied as partollaboration between CERN

and several institutes. The collaboration is working on GHM the CMS project. The aim

of the GEMs for CMS is to provide electronics and GEM detes;ttite detectors are planned
to be installed during 2017 or 2018.

Because the currently developed front-end chip architedtas similarities with the previ-
ous generation chip, it can be questioned if it is necessagevelop a new chip; this is
especially true if the previous ones work well. The reasog méw chips are needed is that
neither the S-Altro nor the VFAT2 are compatible with the GBRbreover, a chip with bet-
ter performance needs to be developed so that the new rewgrite that are a result of the
higher luminosity of the LHC are met. The chips also have tdésigned to accommodate
the higher granularity and the higher data rate demandsvilidte needed in the future. Ad-
ditionally, research on the possibility of sending bothteconand tracking data in the same
transmission medium was needed.

1.8 Research Objectives and Methods

The main objective of the study is to carry out a feasibilityalysis for an interface between
the E-Link and a front-end chip. This is done by first analgzwhat has been done be-
fore, and then the analysis is done by studying the previengmtion of gaseous detector
front-end chips. The literature used for this part includegeral publications and reports
as well as websites of institutes and organizations inwbingarticle detector development.
The emphasis of the references is heavily based on what leasdoeumented in previous
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projects. Therefore, the previous generation front-enpscare introduced in Chapter 2 and
this will serve as a brief introduction to gaseous deted&steonics.

The foundation of the study itself is an implemented modehefdata transmission system
that is done in Verilog Hardware Description Language (HDI)is data transmission sys-
tem acts as the E-Link interface in the front-end chip desiBefore studying the results
obtained from simulations, Chapter 3 describes the desigritee functionality of the im-
plemented code in close detail. Also, the technology thased is introduced because its
functionality heavily affects the design itself.

The fourth chapter is dedicated to the results obtained thensimulations. This part aims to
find out the correlation between design and the simulatectitums of the E-Link interface.
Based on these results, the feasibility study is summariz€hapter 5 and this is followed
by a conclusion in Chapter 6. This includes studying posdihiitations, alternatives, and
further research ideas of the design.
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2 Front-end Electronics for GEM Detector

As previously mentioned, there are two options for the aechure of the front-end electron-
ics. The decision to be made will be between the VFAT3 chipthedsdSP chip; these chips
differ in the way they process the signal after preampliftcand shaping. However, it has
been decided that the data transmission part of the chigeilesigned to suit both options
for the front-end architecture.

2.1 Previous Generation Gaseous Detector Front-end Eleanics

The earlier implementations of front-end electronics awelied in this chapter. The exam-
ples being studied are the previous generation chips, VERIR2S-Altro. The description of
the chips is limited to their data flow and how the data is tmaitted from the chip because
these are the issues covered in this thesis.

2.1.1 VFAT2

The VFAT2 chip is a front-end Application-Specific Integrd(Circuit (ASIC) primarily built
for the needs of the TOTEM experiment. Of its two functiomgyger and tracking, the first
is to help with the generation of an LV1 by providing fast mual hit information. The
second function is to provide precise spatial informatmmain event that has been triggered
(Aspell et al. 2007).

What follows is a simple description of the data flow. The VEBAhip has 128 identical ana-

log input channels and its sensors are sampled at a freqoéA®yMHz, which corresponds

to the rate of collisions. Sampled data is put through a ppdifier and shaper, and then put
through a comparator. When the amplitude of an input sigeakrabove a programmable
threshold value, the comparator produces a logic 1. Theviiilg monostable generates a
pulse out of the comparator output that lasts for one clodkecyThe structure is illustrated

in Figure 5 (Aspell 2006; Aspell et al. 2007).

The monostable is followed by two SRAMs. The first SRAM saveslogic 1s and 0s from
the monostable output. If the VFAT2 chip receives a Level téfat trigger (LV1A) com-
mand, the data corresponding to the triggered time sloairssterred to the second SRAM
along with the addition of labeling headers. Otherwise thgads discarded. As soon as
the second SRAM contains data, a data formatting block segimead the data to be sent
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Figure 5. A block diagram of the VFAT2 chip (Aspell et al. 2007

serially outbound from the chip. While the serial data isngesent, a separat@ataValid
output is held high, which indicates when the data in the s@ @&RAM is to be read (lbid.).

The input signals of the VFAT2 chip, in addition to the chasiieom sensors, are the 40 MHz
master clock and th&l input. The commands to the VFAT2 chip are received through
T1 There are four available signal®C0O LV1A (shown asLV1 in Figure 5),ReSyngc
and CalPulse These signals are explained in Table 1 because they arausd¢gbin the
VFAT3/GdSP (Aspell 2006).

Table 1. The T1 commands of the VFAT2 chip (Aspell 2006).

Command Name Function

LV1A Level 1 Accept trigger

CalPulse Timing of calibration pulse

ReSync Resynchronization of all state machines
BCO Bunch crossing zero identifier

The data is stored in SRAM1 when the trigger LV1 is applied| tre data that is stored in
SRAML1 is stored in SRAM2 when the/1Atrigger is usedCalPulseis a 200 ns long pulse
for calibration. ReSynas used to reset all the counters and state machines. Itdsuakd

to clear the data in the VFAT2 chip. TH&C0 command is used to reset a bunch crossing
counter that is used to recognize the bunch crossing evaithit data comes from (Ibid.).

2.1.2 S-Altro

The S-Altro chip has been designed particularly as the néaglectronics for gaseous de-
tectors. It is designed to be used for reading the prototypleectime projection chamber in
the linear collider. Currently it is in its demo phase, andtf@t reason it is not used in any
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of the CERN experiments. As opposed to the VFAT2 chip, whicly sends hit data and
spatial information, the S-Altro chip sends hit data whilsasending data on the shape of
the charge pulse produced by a gaseous detector (Aspell2€1).

The block diagram of the chip is shown in Figure 6. The S-Adiingp has 16 input channels
that have a preamplifier and shaper that are similar to therZhip. The major difference
between the two is that the S-Altro is a mixed-signal chigd #rus the analogous signal
is converted into digital by an ADC. The ADC has a 10-bit resoh and its maximum
sampling frequency is 40 MHz (Aspell et al. 2010). Subsetjyetie data is streamed to a
DSP that is programmable, and different DSP sub-blocks easkipped if desired. It is also
possible to skip all the blocks and feed the data straighteadtata formatter (Aspell et al.
2012; De Gaspari 2013).
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Cha + First 5 5
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I Runs with Readout Clock

Figure 6. A block diagram of the S-Altro chip (Aspell et al.121).

The DSP is used for several different signal processingatipgrs. The first block in the
DSP corrects the baseline of the input signal. The basetimector removes the systematic
offsets in a signal. These offsets are caused by the noigepiof the clock signal and
the switching of the gating grid of the detector. Afterwartie baseline corrector signal is
processed with a digital shaper. This is done so that undetsitaused by long ion tails
are removed. The digital shaper is followed by another ln@sebrrector that reduces non-
systematic changes in the baseline (Aspell et al. 2010; IAspal. 2012).

The aforementioned steps are followed by zero suppres$hia.method removes the sam-
ples that are left below the programmable threshold. Furtbee, the pulses shorter than the
defined length are taken out. After the signal processirggd#tia formatter converts 10-bit
data to 40-bit by including a header, tailer, timestamp figomation information, and error
flags. Finally the data is stored in the multi-event bufféidl).

Data acquisition is initiated with the LV1 trigger when amatsition window is started. The



25

process is finished with the Second Level trigger (LV2), whig followed by storing the
acquired data in the multi-event buffer. In case the LV1geigis followed by another LV1,
the data acquired after the first LV1 is discarded. After th@ Lrigger, a readout command
can be sent to the chip. Then, the contents of the multi-dwugffeer are sent outbound from
the chip (ALICE 2007; Aspell et al. 2010).

In addition to the 16 input channels, the S-Altro chip hashepntrol lines and 40 bidi-
rectional lines. These lines are digital. 20 bits of the #(shs are used for address and
the remaining 20 bits for data. This bus is used to accessgroafion and state registers
(Aspell et al. 2010).

2.2 Proposed architecture of VFAT3/GdSP

The next version of the current GEM detector front-end clgsill under study. The reason
is that there are no desired properties nor performanceresgents defined for the chip yet.
As the final chip design has not been determined, the studgsedon the previous GEM
detector front-end chips that have been implemented. Tdrergéhe newest gaseous detector
electronics will be a new generation of either one of the twavijpus options. However, the
choice will likely be the VFAT3 chip.

As was mentioned before, the VFAT3 chip will be based on th&Nchip and the GdSP
will be based on the S-Altro chip. Although these two chipsction in different way, the ar-
chitecture of the chips will be kept as similar as possiblasTvay it is possible to begin the
study even though the objective is not totally clear. Thel$® done to enable an opportunity
to benefit from earlier work no matter which one of the chipshiesen. A comparison be-
tween the VFAT2 chip and the S-Altro chip can be made with #lp bf the block diagrams
in Figure 7.

As Figure 7 illustrates that with a VFAT3 chip, the input sagwill not be converted to digital
with an ADC, but instead the signal is followed by a comparatal the operations involving
signal processing would be Time-over-Threshold, synaaedion, and trigger logic. As a
side note, one could see this as a 1-bit AD conversion. Cealyewith a GASP chip, the
signal received from a GEM detector is converted to digital the necessary operations are
done on the DSP. The use of the DSP would enable signal piogegserations, such as
subtraction of background artifacts for a cleaner signdlictv are not possible on VFAT3
because it is based on analog technology.

In the case of both the VFAT3 and GdSP chips, the input signstiared in the SRAM and
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Figure 7. Block diagrams of the (a) VFAT3 and (b) GdSP from-architectures.

the SRAM is controlled by the control logic block. The comtiagic block is responsible

for the functions of the chip. From this point, the data flowubfollow the same path as it
does in the previous generation chips. In the end, on bottschiata is conveyed from the
SRAM to a data controller that converts the data so that &asly for transmission and then
transmits it onwards to the GBT and counting room elect®ag described in Figure 8. It
is important to notice that neither the VFAT2 chip nor the B@\chip had a data controller
or an E-Link. This is the topic of this thesis; to study if itpsssible to implement a block
that handles tracking and control data transmission arm Hiew should it be done.
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Figure 8. A block diagram of the whole data transmissionesyst
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3 Logic Design of E-Link Interface

This chapter discusses the details of what has been plannéuef E-Link interface system
and its logic. This includes the features desired for théesgshow they are implemented,
and possible options. Also, some details about the techreddeing used are discussed.
Because the gaseous detectors of the previous generadiootdiave an E-Link at their dis-
posal, the documentation for the existing chips will nophasith the planning of the design.
The interfaces of the system define a large portion of thetioimality. As such, the inter-
faces of E-Link and other blocks are described next. Antitatgon of the interfaces and the
internal signaling is presented in Figure 9. Later, the bldagrams of the separate blocks
are presented to describe the functionality and show the stachine and Algorithmic State
Machine (ASM) diagrams. All of the blocks have active higkets, even though they are
not presented in the block diagrams.
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Figure 9. An illustration describing the inputs and outmftthe E-Link interface and the surrounding
logic.

The system, the E-Link interface for the front-end chip, ésghbored by three other logic
blocks that have their own functions on the chip. The inteftor the E-Link consists of
data lines for inbound datdRKDATA, outbound dataTXDATA, and a 320 MHz clock
signal RXCLK). ThisRXCLKis used as the system clock in the blocks responsible for data
transmission and reception, and also in the 7 Bit-to-8 B®3B) codec. The receiver block
has a clock divider that divides the 320 MHz clock signal by@l produces a 40 MHz clock
signal for the rest of the E-Link interface and the front-eha. Also, other ways to produce
the system clock for the front-end chip have been discudsedexample, feeding a Delay
Locked Loop (DLL) with a 320 MHz clock signal and producing@MHz clock signal for

the front-end chip from the delay locked clock signal. Thaspit would be possible for both
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Table 2. A list and description of the inputs and outputs effaLink interface.

Interface Name Type Width Description
RXDATA Input 1 Serial data input of the E-Link.
RXCLK Input 1 320 MHz clock signal of the E-Link.
E-Link Used as the system clock in the transmit-
ter, receiver, and 7B8B codec.

TXDATA Output 1 Serial data output of the E-Link.

r_en Input 1 Read enable control signal. Indicates
that data is available in the data formatter
when set high.

SRAM : :
read Input 1 Data read control signal. Strobed high
when data is read.

in Output 7 Parallel data input of SRAM data.

RX_EN Output 1 Data enable control signal. Set high when
an HDLC data bit is available in the data
controller.

RXD Input 1 Serial data output of the HDLC bus.

HDLC CLK Output 1 40 MHz clock signal of the HDLC bus.

TX_EN Output 1 Data enable control signal. Set high when
the data controller can read a bit from the
HDLC bus to the buffer.

TXD Input 1 Serial data input of the HDLC bus.

LV1A Output 1 Level 1 Accept trigger. Strobed when the
data controller receives command.

BCO Input 1 Bunch crossing zero identifier. Strobed
when the data controller command.

Triggers Resync Output 1 Resynchronization command. Strobed
when the data controller receives com-
mand.

CalPulse Output 1 Calibration pulse command. Strobed

when the data controller receives com-
mand.
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SyncLength Input 8 Input for an external register to define the
used syncronization interval. 00000000
disables the resynchronization interval
function.

ErrorCount Output 8 Output for an external register to count
decoding errors. Stores the amount of oc-
curred decoding errors.

Datavalid Output 1 Output for an external register to tell the
control logic about the state of synchro-
nization of the E-Link interface.

Clock Output 1 40 MHz clock signal for the front-end
chip.

SC registers

the 40 MHz and 320 MHz clock signals to be distributed to thigp.cifhe DLL would be
used to adjust the phase of the clock signal accordingly.

Data transmitted from the E-Link interface is acquired freither an SRAM or a High-Level
Data Link Control (HDLC) bus. The HDLC is used to access thmvSControl (SC) logic
that is used to control the front-end chip and the contenth@fexternal registers that the
E-Link interface accesses. The interface of the SRAM, a ftataatter, has a read enable
output SRAM_r_epthat is used to indicate the availability of data. Data iadrérom a
7-bit input SRAM_inand when 7 bits are read, the control in@RAM_readells the data
formatter that the data is reaBRAM_reads implemented to avoid the need for a buffer.

The interface of the HDLC bus has data lines for incoming andy@ing data TXD and
RXD, respectively), data enable outputs{( ENandRX_EN, and the 40 MHz clock signal
(CLK). All HDLC lines are serial mode and onlyXD is an input, the others are all outputs.

3.1 Hardware Description Languages

Integrated circuit design by hand is time-consuming in emtion with complex designs
and is practically impossible due to programmable logidais:, However, Computer-Aided
Design (CAD) tools have been introduced in the past to hetp thie design process. For
example, the schematic capture CAD tools were introducedrar the 1970s. The HDLs
for circuit design were introduced a decade later in the $980e HDLs allowed flexibility
in the design, and furthermore added verification of ciscaitthe simulation and synthesis
level without having to test an actual prototype of a cir¢i@aur 2011).



30

Of all the HDLs, the most popular ones are Very High Speedghated Circuits (VHSIC)
HDL (VHDL) and Verilog HDL (Ibid.). VHDL and Verilog are sintar languages, but Ver-
ilog is a bit different because it closely resembles the @@mmming language. The major
difference to consider between HDLs and conventional @iogning languages is that the
HDLs follow combinational logic whereas programming laagas are sequential. Further-
more, the functionality of the HDL must be able to be impletedron hardware.

The design implemented in Verilog has several propertias dhe common to all of the
blocks. There are only clock and reset signals on the seitgilists. All of the E-Link
interface uses the rising edge of the clock with the excepifdhe HDLC buffer. According
to Reese and Thornton (2006), asynchronous inputs are algnesserved for the power-
on logic, therefore the E-Link has an asynchronous resedusecthe reset is not part of
normal operation. When the reset signal is applied, thelogets all the registers and state
machines to default values.

The state machines in the Verilog code are implemented lasedhat Bhasker (1998) sug-
gests. The states are declared as parameters and used stataggents. Also, the states
are declared by using one-hot encoding. In this context;haeencoding means having
one dedicated bit in a register for one state. When a stat@inets working accordingly,
only one bit of the register has the value of logic 1. Whengsine-hot encoding, it is only
possible to use one flip-flop per state (Bhasker 1998). IrdHfebgrammable Gate Array
(FPGA) designs, one-hot encoding allows also faster ojp@rathen compared to highly en-
coded state machine (Xilinx 1995). However, the reason $argione-hot encoding is that
the electronics in the high-eta region of the CMS detecterpmone to single event upsets
caused by particles passing through the detectors andalaxs. A single event upset is
defined as a measurable effect on a circuit caused by a nyedéasie hit. (Meggyesi et al.
2004)

A hit can result in data corruption that is due to energy deed®n silicon when an ionizing
particle passes through (Ibid.). Therefore, a single eupsét in a state register can change
the state of a state machine. The state machines have atd&tsel that they return to
when an illegal state is encountered. Therefore, if a segister has two logic 1s, the state
machine ends up in this default state. The functionalityhef default state is to bring the
state machine to the right state and to prevent deadlockiigX 1995).

The registers described later are big endian by defaulgssninentioned otherwise. Big
endian bytes have their Most Significant Bit (MSB) on the é&ftl their Least Significant Bit
(LSB) on the right. To clarify the terminology, hereinaftery binary sequence is a character
unless its length is 8 bits, then it is a byte. The reason hibiaign the literature an 8-bit byte
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is sometimes referred to as an octet. This is done if the tgtmib ambiguous.

3.2 Receiver and Transmitter

The E-Link is not a commercial solution, therefore it is resagy to describe its functionality.
The aforementioned E-Link is an electrical interface tlsasuitable for data transmission
over a distance of a few meters through PCB or electricalsaimean environment with a
high level of radiation. Results have proven that a dataohtg to 480 Mbit/s is possible
for a data communications link, but the data rate used insyssem is fixed at 320 Mbps.
The E-Link is full duplex, therefore the data transmissi@tws simultaneously in both
directions. That is the case if both the up and the downlinelsgparate transmission media
(Bonacini et al. 2009). Differential pairs are used as taagmission medium.

The functions of the transceiver are divided into two moduketransmitter and a receiver,
Figure 10. For data transmission, the E-Link interface WdBATAfor outbound data and
RXDATAfor inbound data. Both are serial mode. The transceiveiimmbits 320 MHz clock
frequency from the E-LInNlRXCLK which is sent by a E-Link master, and the transceiver
shares it with the 7B8B codec. The receiver divides the 40 Mldzk frequency from
RXCLKand the divided frequency is used throughout the rest of &I3/GdSP chip. The
40 MHz clock signal is synchronized to the synchronizatibaracters received from the
E-Link master.
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Sync%ength —ﬁ’ZIZIZIZIZIZI

8
Clock RXCLK '

"320MHz 2 320MHz
Transmitter

—— T
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E-LINK

Figure 10. A block diagram of the receiver and transmitteisttating the data and control connec-
tions between neighboring blocks.

The transmitter is a Parallel-In/Serial-Out (PISO) shefjister without any other functional-
ity. It reads 8-bit byte data available from the 7B8B encaated sends the byte bit-by-bit to
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Figure 11. An ASM diagram of the transmitter logic of the seiver block.

the E-Link on every rising edge &1XCLK

The functionality of the transmitter block is described le tASM diagram shown in Fig-
ure 11. The functionality is based on the use of a 3-bit cauhtd is decremented on every
rising edge ofRXCLK If the counter has a value of O, the transmitter reads thetibpte
from the encoder and sets the MSB of the new byte to the E-Luigud TXDATA If the
counter has any other value, only the bit of the registeresponding to the value of the
counter is sent to the E-Link. As a result, the transmittadsdhe data in the register bit-by-
bit, and when the byte has been sent, the transmitter reagls ayte to be sent. Whether it
is synchronous or not does not influence the operation ofémsmnitter.

The receiver block has inputs for the inbound d&ADATA, the clock signalRXCLK), and
an 8-bitSyncLengthior a programmable synchronization interval that reads/tiee from
an external register. There are three outputs in the rackigek. DataValid indicates that
the receiver is synchronous when it is set to high. Thenetlssthe generated 40 MHz clock
signal and an 8-bit data output. The receiver functions asr&al9n/Parallel-Out (SIPO)
shift register. It has a 16-bit shift register through whaote bit is read frorfRXDATAon
every rising clock edge dRXCLK The new bit is stored to the LSB of the shift register. On
the next rising edge, the contents of the register are shife and a new bit is added from
RXDATA Unless the receiver is synchronous with the transmittethenother side of the
E-Link, the data is not sent to the 7B8B decoder. An 8-bitstgiis used to store the current
interval value.

An ASM diagram describing the functionality of the receilaéock is presented in Figure 12.
First, the receiver shifts the register. Then it reads a néwdm RXDATA and increments
a bit counter that is used to determine when a whole byte has tead. To synchronize the
receiver, the contents of the register are observed. Thaverds synchronous if the two
control charactersiDLEa andIDLED) are found. By using 7B8B encoding, it is possible
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Figure 12. An ASM diagram of the receiver logic for syncheation and data transmission.

Set a byte from the shift
register to the receiver output
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to use bytes that are not recognized as data for control cfeasa The synchronization is
followed by strobing an outplgyng setting the outpuDataValidto high, and resetting the
bit and synchronization counters.

After checking ifIDLEs are received, the receiver checks if 8yncLengtlvalue matches
the value of an external register. If the values differ, theeiver reads the new value from
the external register and stores it in an 8-bit registehdfialues match the receiver checks
to see if it is synchronous. If it is not synchronous, the nesresetsIDLED to the output
for the decoder. This is done becauBd Eb has a parity of 0, as dod®LEa, and the
decoder produces a zero sequence when decoditigldn This way the operation of the
data controller is not affected if the receiver is not syodmus.

If the receiver is synchronous, it will go through data tramssion functionality. The first
thing that is checked is the value of the bit counter. If theigds 7 or 15, the receiver
has completed reading a byte and the byte can be set to thdetanput. Furthermore, if
synchronization is not disabled, a frame counter is incréeteby one.

The synchronization procedure is implemented a way whexrdrdme counter first counts
until 2000 bytes. At 1000 frames, another counter calledumtay syncis incremented by
one. Thesyncis the counter that is compared to tBgncLength 1000 bytes should be
enough to send a slow control command and prevent a situatiere the receiver drops out
of sync before the SC command is finished. If synchronizasioiisabled, theynccounter is
not incremented. When the frame counter reaches a valuegf itGs reset and the counter
syncis incremented by one.

The last thing the receiver does on one clock cycle is to ctietkhe value of th8&yncLength
is not exceeded. If not, normal operation continues. Inrothses, the receiver interprets
the situation as being without synchronization for too lang lowers théataValidto drop
out of sync. This is done so that the system does not contonuentout of sync for too long
and to make sure that byte alignment is maintained. Thisdgoos$sibly be avoided by using
a Cyclic Redundancy Check (CRC). The loss of byte alignmentlevbe noticed when the
CRC check sum would fail because of byte misalignment duwtegpding.

The receiver block also generates the 40 MHz clock signahi®E-Link interface by divid-
ing the 320 MHz fromRXCLKby 8. The ASM diagram of the clock divider is in Figure 13.
The clock signal is generated by using a counter that is merged on every rising edge of
RXCLK When the counter has a value of 3 or 7, the clock signal clsastgée.

Next, the functional logic for the transceiver is describésh ASM diagram for the func-
tionality is presented in Figure 12. For data transmisdiom E-Link interface ha3 XDATA
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+ reset=1

Increment the clock counter by
one.
Change the state of the 40 MHz <Yes_ Clock counter No
clock signal. is3or7?

Figure 13. An ASM diagram of the 40 MHz clock generator of thegiver block.

for outbound data anBXDATAfor inbound data. Both are serial mode. The receiver and
transmitter of the E-Link interface are relatively simptetheir functions. The receiver has a
16-bit shift register through which one bit is read fré®DATAon every rising clock edge

of RXCLK The new bit is stored in the LSB of the shift register. On thgtmising edge, the
contents of the register are shifted left and a new bit is ddislen RXDATA

After startup, the system is not in sync with the E-Link mggtence the first thing to happen
is synchronization. The 7B8B encoding is used to carry oatkyonization by making
use of the control characters that the encoding offers. B&B7encoding is discussed
in more detail in Section 3.3. In the case of the receiver, ¢omtrol characterfDLEa and
IDLED, which are 8-bit bytes each, are used for synchronizatibe.réceiver is synchronous
when its 16-bit register contains sequenti2llEa andIDLEb bytes. When this condition is
reached, the receiver gives a signal indicating synchreoperation. If the receiver is not
in sync with the E-Link master, the data sent to the 7B8B dec@only zeros.

Because the receiver cannot be certain if it is in sync, timelsypnization has to be carried
out at a defined interval. The interval is read from the extkeragister to the receiver’s
internal register. If the value in the external register,ith@ interval is disabled. An internal
counter is incremented on every received byte. Once thisteois equal to the interval, the
receiver sets a signal indicating that synchronous operasi low. After this, the receiver
has to receivéDLEa andIDLED again in order to reset the synchronization counter and to
set the synchronous signal to high. IILEa and IDLEDb are received while the receiver
is synchronous, the receiver synchronizes itself to thgsesb resets the synchronization
counter, and sets the synchronous signal to high. The synobs signal is fed to an external
register so that the control logic is aware of the currertustaf the receiver.
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3.3 7 Bit-to-8 Bit Codec

The necessity of data coding was studied and the conclusithrat a line coding method is
necessary. One major reason for this is the synchronizafitre receiver. Several existing
technologies were studied to get an idea of what is needdatdde-Link data transmission.
In the end, it was proposed that the 7B8B encoding be usedubedahad been imple-

mented before. The 7B8B encoding is similar to the 8 Bit®oBlt (8B10B) encoding that

is used in Gigabit Ethernet (IEEE 2008), Serial ATA (Hewle#tickard 2011), and USB 3.0
(Hewlett-Packard Company et al. 2008), for example.

The 7B8B encoding used in the E-Link interface is a transimnissode like its better known
counterpart the 8B10B encoding. The 8B10B encoding tréeska byte to a 10-bit charac-
ter and the 7B8B encoding translates a 7-bit character tde bfy7 bits are translated to
8 bits, there are some extra bytes that cannot be interpastéloe original 7-bit characters
containing data. These characters are outside the norrreakdaoding process. However,
some bytes can be translated to 7-bits and the result is a aochoharacter that can be dis-
tinguished from normal data. Also, there are bytes with & iigparity that are considered
to be corrupt data (Brooks 1980).

Similarly to 8B10B encoding, 7B8B encoding is also directrent (DC) balanced, which
means that in a long bit stream the amount of logic 1s and Osps &s close to equal as
possible. Because all the bytes cannot have an equal amblsiamd 0s, a term of binary
disparity has to be defined. The disparity is a value thataglifierence between 1s and 0Os.
The disparity is calculated by assigning a logic 0 with a digty of -1/2, and a logic 1 with
a disparity of 1/2 (Ibid.). An easy way to calculate the di#fyas to calculate the amount of
1sin a byte and subtract 4 (Bonacini 2008). For example, yte 11000000 has a disparity
of -2, 00001111 has 0, and 01011101 has +1.

The 7B8B codec used in the system was not implemented by theraunstead the codec
was done for an earlier project at CERN. The Verilog code efc¢hdec is based on the
method presented by Alexander and Nagra (1979), but hadibekeer improved. The codec
consists of an encoder and a decoder part. The encoderaties3}bit data to 8-bit bytes
and the decoder does the same thing vice versa. A block dmeifjtestrating the inputs and
outputs of the codec is presented in Figure 14. From the ld@gcam, it can be seen that the
codec receives 7-bit data from the data controller; the dadroller also drives the control
signal of the encoder. The encoded data is then passed oe t@tismitter and sent to the
E-Link.

The encoded 8-bit data coming from the receiver to the caxldegcoded to a 7-bit character
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for the data controller. The codec provides outputs indigah command character or a
decoding error. It uses the 320 MHz sigidXCLK from the E-Link as the clock signal.

Although the data is flowing through at 40 MHz, the codec needsn at a higher frequency

to be able to update its internal variables in time. A failurepdating the variables can result
in decoding errors.

7B8B codec
Decoder Error -
dec_err reset
Decoder Control
4——{dec_ctl
Decolciled d2ta out Encoﬂed datain
7 8
Encoder Control Clock
enc_ctl 320MHz
Unencoded Eata "n Encoﬂed data out
7 8

Figure 14. A block diagram of the inputs and outputs of theBB8dec.

Next, the functionality of the 7B8B codec is described inafletWhen a 7-bit character
Is input into the codec, it can be encoded to a command clearbgtsetting the control
input enc_ctlto high. Otherwise the 7-bit data is encoded as normal dake lit of all
the command characters is presented in Table 3. Decodinlyipes a 7-bit character from a
byte. If a command character is recognized, the outigat ctlis set to high. In case of an
error or a disparity that is too high, the decoder sets tha eutputdec_errto high. Bytes
resulting in an error cannot be encoded by the encoder,fthieran error is the result of a
transmission error of an unknown reason or interferencle thig E-Link bus. When an error
occurs, the output is set to 0000000. The bytes resulting irieor are listed in Table 4.

3.4 Data Controller

The data controller acts as a multiplexer between the codeédhee data sources. The data
controller receives tracking data from the SRAM, slow cohttata from the HDLC bus,
and different types of commands from the codec. In additosending and receiving data,
the data controller is responsible for sending control attars as well as for receiving and
acting upon them.

The data controller is divided into three blocks based ortythe of functions. The receiver
block receives data from the codec, looks for commands, aadutes them accordingly.
It also relays HDLC data from the codec to the HDLC bus. Thednaitter block receives
data either from the SRAM or the HDLC bus and relays the datheéocodec. The third
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Table 3. A list of the available 7B8B command characters. flisé ones are command characters
for controlling the E-Link interface. The second group ofrtoands (that are used to report
back) are separated by a line, and the commands in the thutgh @re unused.

7-bit

8-bit

Binary

Hex

Binary  Hex Description

0001111
1110000

OF
70

00001111 OF IDLEa, synchronization
11110000 FO IDLED, synchronization

O|m>| #

®

0011111

0110111

0111011

0111101

1F

37

3B

3D

01011111 5F Filler character, this is sent when there is
no data available in SRAM nor HDLC
01110111 77 Error character, used to tell mEspert
that an error has occured in decoding
10000100 84 SRAM character, a header for following
data inbound from SRAM
01111101 7D HDLC character, a header for fofigwi
data inbound from HDLC

S<CH0WITVOUVOZZIrXw—TIO

0101111
0111110
1001111
1010111
1011011
1011101
1011110
1100111
1101011
1101101
1101110
1110011
1110101
1110110
1111001
1111010
1111100

oF
3E
4F
57
5B
5D
5E
67
6B
6D
6E
73
75
76
79
7A
7C

10010000 90
10000001 81
11001111 CF
00101000 28
11011011 DB
00100010 22
00100001 21
11100111 E7Y
11101011 EB
00010010 12
00010001 11
11110011 F3
11110101 F5
00001001 09
11111001 F9
00000101 05
00000011 03

block is a buffer for HDLC data because during each clockeyuily one bit of HDLC
data is received. This is the reason why the inbound dataiiedin a register. The buffer
block also handles the signaling of data transmission cgrfinom the HDLC bus. The block
diagram is illustrated in Figure 15. The functionality oéthlocks is described in more detail

next.
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Table 4. A list of the 7B8B characters resulting in a decodinor.

8-bit byte Complement

00000000 11111111
00000001 11111110
00000010 11111101
00000100 11111011
00001000 11110111
00010000 11101111
00100000 11011111
00111111 11000000
01000000 10111111
01111111 10000000

Trigger Signals | Data Controller
«—t Decoder Error
4 rx
ErrorCountI
h é Decoder Control
‘—
tl) RX_EAN
2 RXD{ Decoged datain
S| v 7
<| a o
read SYIVEV
<§E r en< X Encoder C |
_ ncoder Contro
Gl — >
N , D
T ata out
7 >
7
v olT o
CLK g_< AN CLO,\;E
HEL: 2 4 z
Y 4OI\M:|Z C =t
A TX_EN HDLC buffer ——
I N
TXD

Figure 15. A block diagram of the data controller illustngtthe data and control connections between
neighboring blocks.
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3.4.1 Command Data Handling

When the data controller receives decoded data from thecabdaugh a 7-bit parallel input,
first the codec outputs are polled for an errde€_er) or a control charactedéc_ct). If
both inputs are low, it means that the data controller is fogarocess the received data. The
MSB is sent to the HDLC bus, however the HDLC data transmissalescribed in more
detail in the section that covers the HDLC interface (Sec8at.3).

If an error has occurred in decoding, the data controllarfrmed of this by the codec when
it gives the outputlec_err The data controller keeps control outfiRX_ENIlow to prevent
data from being read by the HDLC port, but the MSB is set in thmdutpuRXDin any
case. Also, the data controller increments data to a speeifister callederrorCountto
keep track of the number of errors that have occurred. Theeval the register is sent to an
external register that can be accessed by the control Iéghedront-end chip. Furthermore,
the value can be read from the register by using an SC read aothm

In a case where the codec has decoded a 7B8B command chateei@data controller sets
the MSB onRXD and keepsRX_ENIlow. An alternative way to do this is to actually use
the command characters instead of the four LSB bits dedidatethe trigger and other
commands. However, this type of implementation will not beven in this thesis, albeit
it was implemented in the code as an option. The commandgededi using the four bits
include the trigger commands previously presented in TablEhe 4-bit field is referred to
as the L1 field. In addition to the trigger commands, therecaramands reserved for the
transmission modes of the data controller.

The commands for the data controller are listed in Table 5e fiitst four commands in
Table 5 are explained in Section 2.1.1. When one of the triggeamands is received, the
corresponding bit of the outpdtriggersrises to high for one clock cycle. ThmodePRIO
command is used to switch the transmission mode so thatstSRAM as the primary
source for data. The following command®deHDLCand modeSRANare used to relay
data only from the corresponding source and ignore the ather As each command has
a fixed bit pattern, it is obvious that it is not possible todgemultiple commands in one
character. Compared to the proposed alternative where tt@s®mands are fixed to the
7B8B command characters, this way is more prone to executingg commands because
of the possible interference introduced when transmiteagd.dHowever, the benefit is the
possibility of sending an SC bit to the HDLC bus in the sameattar as the commands for
the data controller.



41

Table 5. The T1 and mode commands of VFAT3/GdSP.

Command 4-bit Binary Description

LV1A 0001 Level 1 Accept trigger
BCO 0010 Timing of calibration pulse
ReSync 0100 Resynchronization of all state machines
CalPulse 1000 Bunch crossing zero identifier
modePRIO 0110 Set the transmission mode of the data controller

to SRAM priority
modeHDLC 0011 Set the data controller to send HDLC data only
modeSRAM 1100 Set the data controller to send SRAM data only

3.4.2 SRAM Interface and Data Transmission

The data controller relays data that it has received frohmeeiSRAM or HDLC bus to the
codec. The codec encodes the data and sends it to the E-Ilfink. data is available, the
7B8B code command charactér(the filler command character) is sent. There are three
different transmission modes for the data controlleRIO (default), HDLC, and SRAM
PRIO stands for priority (SRAM as the priority) and in this mode tttata controller sends
data from SRAM as long as the SRAM read enable in@RAM_r_ehis high; a high
SRAM _r_erindicates that there is data available in SRAM. O&fRAM _r_ens low, the
data controller switches its state and reads the HDLC baifiek sends the contents to the
codec if the buffer is full. ThéeHDLC mode prohibits sending data from SRAM, thus only
the data from HDLC is sent. THBRAMmode works in the same way &DLC, but only
data from SRAM is sent.

These modes function around a state machine that is madethpeefstates. This is illus-
trated in Figure 16. When the data controller starts fumdti, the initial state isnterrupt
and the initial mode i®RIO. In theinterrupt state, the data controller sends the command
character (the SRAM data header) to indicate the beginning of a dagastrfrom the
SRAM. Then, the state machine switches to the $e®RAM If there is no data available
from the SRAM, the state machine returns backnterrupt, sends the command character
G (the HDLC data header), and switches to the stat#DLC. Once the HDLC buffer is
full, the 7-bit data is read from the buffer and sent for encgd If data comes available in
the SRAM, it is indicated by the data formatter sett®8AM_r_erhigh. In this case the
state machine switches firstitterrupt, sends the command charadteand enters the state
tXSRAM

The SRAMmode restricts the data controller so that it only sends flata the SRAM. In
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Send HDLC

header mode is PRIO
mode is HDLC INTERR is not 0

txHDLC Interr tXSRAM

U ode is SRA
INTERR is not O or
Send SRAM
mode is PRIO

header

Figure 16. A state machine diagram of the transmitter blddk@ data controller.

this mode, the statexHDLC is unavailable. ThedDLC mode is similar tcSSRAMbut it
only accesses HDLC data, as oppose@&RAM The statanterrupt is also used when the
receiver block of the data controller receives an error ftbmcodec. In case of error, the
state machine halts the current data transmission, seedsothmand charactét (report
error), and returns to the state it was previously in.

The interrupt state is accessed in any of the transmission modes. Swgtdidtween the
states is controlled by the signat®dePRIOmModeSRANMandmodeHDLC Once any of the
signals strobes, it is registered by setting a correspgyiaiirhigh in a registeiNTERR The
logic constantly observes that the content of the regIBt€ERRIs zero. In other cases, the
state machine switches to theerrupt state and does one of four operations based on which
bit in INTERRIs high. The four operations are illustrated in Figure 17.e Tinst priority

is the error reporting that is used to send the command deata¢report error) while the
encoder control inpugnc_ctlis set to high. Also, the error bit iINTERRIs set to 0 to mark
that the error has been reported. The next state is @xFELC or txXSRAMdepending on
what the current state is.

The other three operations are related to mode chantifidcRRhas bits fo'lSRAM PRIQ,
andHDLC. In each of the operations, a header is sent first: the SRAMdrea the modes
SRAMand PRIQO, and the HDLC header in the mod¢DLC. The encoder control input
enc_ctlis strobed on high during control character transmissiolsoAthe corresponding
bit is set to zero to finish the operation. The next state 38R AMfor the modesSRAMand
PRIO, andtxHDLC for the modeHDLC. If the content oiNTERRIs something other than
logic 1s and Os, the ASM goes to the default state and sendsthimand characté (filler).

The ASM for the statéxSRAMis illustrated in Figure 18. In the stateSRAM the data
controller sends SRAM data as long@RAM _r_ens high (data is available). The encoder
control inputenc_ctlis kept low. To read the last available bit after SRAM dataasanger
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© Send the filler character.

Set enc ct1 high.

Figure 17. An ASM diagram of the staiteterrupt of the data controller transmitter block.

available, the ASM reads data whiBRAM_reads high. The outpuBRAM_reads high
whenSRAM_r_ens high and the state ixSRAM In practice, SRAM_reads high for one
clock cycle aftelISRAM _r_ernas been lowered.

When SRAM data is not available, the transmitter block ckatk is in priority mode. If
the current mode i®RIOQ, the transmitter sends the HDLC header and switches to dle st
HDLC. If the mode is noPRIO, and isSRAMinstead, the transmitter sends a filler character.

3.4.3 HDLC Interface

The HDLC buffer works as the interface between the data otletrand part of the HDLC
bus. As was already mentioned, the data controller takesafahe outbound SC data that
goes to the HDLC bus, and the HDLC buffer handles inbound S&. d@ecaus@ XD is a
serial mode input, the buffer receives only one bit per clogile. This is the reason why it
was decided to implement a 7-bit buffer as a place to storas7obiSC data while waiting
for an opportunity for the data controller to transmit SCadat
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reset=1

'

SRAM T enis Yes Read data from SRAM to the
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Send filler character.

Set enc_ctl high.

Figure 18. An ASM diagram of the stateSRAMof the data controller transmitter block.

+ reset=1

Mode is priority Yes | Send SRAM header.
and SRAM r_enis »—Jp Setenc_ctl high. —»- txSRAM
set high? Set state to SRAM.
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Read HDLC data from the
HDLC bufrferisfull Y8S | puffer to the codec.
and HDLC read is Setenc_ctl low.
low? Set HDLC read high.

No
| Send the filler character.

Set enc_ct1 high.

Figure 19. An ASM diagram of the stabeHDLC of the data controller transmitter block.

The HDLC data frame structure is shown in Figure 20. The dataé begins with a flag
byte that is used for synchronization and as an inter-fratheThe FLAG is followed by
an address byte, which is set as 11111111 for all statiorts aazontrol byte, which can
define different types of frames according to its contentthBbe address and control fields
can be omitted if needed (Simpson 1994a). The protocol mheh can be either 8 or 16
bits, defines the used protocol. The information field hasrging length. For both the
information and padding fields, the maximum length is defimgd Maximum Receive Unit
(MRU), which is 1500 by default. The padding field is optianHlthe padding field is in
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use and the length of the information field is less than the MiRtan fill up to the MRU
with padding bytes (Simpson 1994b). The last field is the Eer&heck Sequence (FCS);
this application is a 16-bit CRC. The CRC is a common errdecteng code used in digital
networks and storage devices. After the FCS, a flag byte thetsithe end of the frame will
follow. The next byte is either the next address or anothgr(fampson 1994a).

Flag Address Control Protocol | Information
01111110 11111111 00000011 8/16 bits
-------- Information | Padding FCS Flag Interframe
16/32 bits | 01111110 | fill or next
address

Figure 20. The structure of an HDLC data frame accordingediBLC protocol (Simpson 1994a).

The data transmission in the HDLC bus is controlled by thebknautputs. The enable
signals are named from the point of view of the HDLC driver ba bther end of the bus.
For this reason, the read enable signal is the ottputENand the write enable is the output
RX_EN In the design, the HDLC buffer controls the read enable wuf)X_ENand the
receiver block of the data controller controls the outRt EN WhenTX_ENis set to high,

a bit from the inpuffXDis read on the rising edge of tiit. K (40 MHz). If an enable signal
is low, the bit is ignored. Due to difficulties with timing tlsggnals right, ther’X_ENis set
to both high and low on the falling edge of tliK. This is the only case where the falling
edge of the clock signal is used.

The data controller sets the MSB of the 7-bit character froen#B8B codec to the HDLC
serial outpuRXD and the transmit enable outpRX_ENis set to high for one clock cycle.
This tells the HDLC port on the other end of the bus to read thelb case either of the
inputsdec_erranddec_ctlare high, the data controller keeps ¥ ENoutput low. The bit
however is set tRXDregardless of the state BiX _EN An illustration of the HDLC signals
is shown in Figure 21.

The state machine of the HDLC buffer is a rather simple one EBgure 22). It has two
statesWAIT for waiting for the buffer to be read arREADfor reading a bit from the input
TXD. During power-on, the initial state of the buffeREAD The buffer set3X_ENto high,
shifts an internal 7-bit shift register, reads a bit from 1D to the register, and increments
a counter. This is repeated until seven bits are read fromi X2 Then the counter is reset,
the contents of the register are set to the buffer output,aandntrol outpubuffer_fullis
set to high so that the data controller knows that SC dataagadle. Once the data is read
by the data controller, buffer_readsignal is strobed and the HDLC buffer knows to set the
buffer_fullto low and switch the state fREAD If the state machine goes into an unknown
state, the default state is defined so that it becarRteAD,
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Figure 21. An illustration of the HDLC signals in data comnuation.
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Reset bit counter
Set shift register content to output

Figure 22. A state machine diagram of the HDLC buffer of theaad@ntroller.
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4 Simulation Results

In this chapter the logic described in the previous chaptbich is implemented in Verilog,
is simulated using Cadence CAD tools. The simulation reqtesented later) are pro-
duced from Cadence SimVision outputs. The results are gdusfj@relevant data, such as
timestamps and filenames that have been added to the digitedyds by the program. The
chapter begins with a description of the test bench enviemirfor the E-Link interface. Af-
ter explaining the test bench that has been implemented sed] the different features of
the interface are presented using the results obtainedtiresimulations.

The values in the simulation results are presented in hexadé or binary forms. The
hexadecimal values have an h’ prefix and binary values a lsheSaf inputs and outputs are
one bit long, and therefore these can have only a value of gr 1.

4.1 Description of Test Bench

The implemented test bench for the E-Link interface covétha available interfaces with
the external registers, the SRAM data formatter, the HDLE bad the E-Link. Considering
the system as a whole, there is a GBT between the E-Link arcbtin@ing room electronics.
However, because the GBT protocol is transparent to the theeGBT can be omitted from
the simulations.

The test bench blocks for SRAM and HDLC provide the data tardéwesferred; this data is
observed again at the E-Link master. The SRAM is simply aayainom which 7-bit char-
acters are input into th8RAM_inoutput and read by the data controller wH&RAM r_en
is set to high. When the data controller SBRAM_reado high, the SRAM block inputs
another character into tf@®RAM_inbus. TheSRAM _r_eroutput is sometimes lowered to
mimic an actual SRAM that might not have data available alttme.

The HDLC block is based on a preliminary Verilog code of an HDius controller imple-

mented by another group collaborating on the GEMs for CM$eptoThe HDLC controller

functions only as a source of data that would function adogiy to the enable signals. In
the test bench, the HDLC controller only sends the HDLC flagratters. This is sufficient
enough for simulations because the controller lacks thetfomality to access registers.

The major part of the test bench consists of the E-Link mqgdutgch mimics the E-Link
master and its control logic. The function of the master [gtwide the necessary signals that
the E-Link interface needs to function. Generation of thé Bz master cloclRXCLKis
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done in the E-Link master block. The data generation is imglated in a similar way to the
SRAM block. In addition to the data array, the master has eB/&®lec and almost identical
transmitter and receiver blocks compared to the E-Linkrfatee. The 7B8B codec is used
to encode the transmitted data, but this can be bypassedsBiyng is a suitable approach
when the E-Link interface is tested against corrupted da&a7B8B encoder cannot provide
corrupt data by itself. The data sent from the E-Link integféo the master is decoded and
makes it possible to see whether or not the data is valid.

Several different profiles were implemented in the test beéaaenake the testing of different
features easier. The profiles are basically settings fod#éte array content because the E-
Link interface responds to the command it receives. This Wegyinterface can be tested for
things like mode changes, trigger commands, and erroneatas All of the profiles share

a common feature: thdLE characters are sent first and various commands, which ¢ontro
the E-Link interface, follow.

TesT BENCH
Triggers
T A Data Controller 7B8B codec Receiver Master E-Port
read
sormatter .  RXOATA — —
in
L »
r7 L '\\
RX_EN » % RXCLK
HDLC p— < K2 320MHz
Rx RXD Transmitter
h CLK < N
& E Rx 7B8B
v 40MHz % g T g TXDATA
HDLC [, TX_EN | Y2
Tx TXD S 214
OTRy O x
w w |
Y o L
Slow Control Registers

Figure 23. A block diagram describing the implemented teath for the E-Link interface. Tx stands
for transmitter and Rx stands for receiver.

4.2 Receiver and Transmitter

The simulation results for the receiver and transmitterpaesented in this section.

4.2.1 Receiver Synchronization

The functionality of the receiver is presented in Figure Bdthe beginning, it can be seen
that the generated clock sign&tK40andHDLC CLK are in an unknown state. This state
is shown as the signal having both a high and a low state samediusly. However, this
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Figure 24. Simulation results illustrating the functiatyabf the receiver block. This describes how the receives ge sync with the transmitter on the
E-Link master by readin@XDATAand receivingDLEa andIDLEb. The results also show how the clock divider begins to fuomcti

5174



50

changes when the system synchronizes by locking on ttCthEa andIDLEb characters.
First a bit stream b’010101010 is received from E-Link inBMDATAand read to the 16-bit
shift registerrx_reg but clock generation will not begin yet. The bit streanrRKDATAIs
followed by thelDLE characters b’'00001111 and b'11110000, which are used tchsgn
nize the system. The lock-on is recognized when both bytsn(as a value of h’OFFO0) are
in the shift register of the receiver; lock-on happens at34@s.

Once the receiver is synchronous, the sigyalcstrobes for one clock cycle. This indicates
that the receiver has received thglLE characters that reset clock signal generation. The
initialization of clock generation can be seen in Figure 24is happens after synchronous
operation is reached at 140.30 ns when the clock sigtialsC_CLK andCLK40shift from

the unknown state to 40 MHz oscillation. When the systemmgkgonous, the 4-bit counter
bit_countis reset to read the incoming bytes correctly.

Synchronization also resets the synchronous countershisuunctionality is seen later in
Figures 25 and 26. In Figure 24, the synchronous counter éas disabled; this can be
seen when the bit counter is not incremented when a byte dsteetne shift register from
RXDATA Also, the external register vallREG_rx_dvalidis set as logic 1 to indicate that
received data can be decoded and processed. As seen in Hgaitel 70.00 ns, the received
byte is set to the receiver outpit_out The data set to the output will be decoded in the
7B8B codec. A new byte will be set to the output outwhenbit_countis h’7 or h'F and
REG_rx_dvalids set to high.

4.2.2 Receiver Resynchronization

Maintaining synchronous operation is important and thessponding functionality is shown
in Figure 25. In the figure, itis shown how the receiver fumet when it receivelOLE char-
acters in varying phases. The first phase of synchronizatipimstment happens at 7.11 ps.
It can be seen that the clock signal rises three clock cy@dsee compared to the signal
before 7.11 us. The clock signal phase adjustment can bebsttem at 7.21 ys where the
clock signal from the previous phase is seen for a longer.thw&.21 ps, the clock signal is
advanced by two clock cycles.

Finally, the third adjustment is seen at 7.30 ps where thekdimgnal is adjusted by four clock
cycles. This four clock cycle adjustment basically produez&80 degree phase shift. A rapid
high-low-high shift is seen in the clock signal at the symctization point. The source of
this behavior is the reset mechanism of the clock dividerciviets the clock signals to low
on reset.
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Figure 25. Simulation results illustrating how the receiftenctions when it receiveDLE characters with adjusted phase. This simulation resulvsho
how the phase of the generated clock can be shifted by inbsymzhronization characters.
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In a similar way to the system start up, the resynchroninatfthe bit countebit_countis
reset. Unlike Figure 24, the synchronization counter is raabled. On every byte read, the
counter is incremented by one.

Figure 26 shows how the receiver goes out of sync after 161¥js results in the output
REG_rx_dvalidbeing set to low. The previously received byte is kept in thgpotrx_out,

but after next byte is received at 16.19 ps the output is abdubgIDLEb. At 25.59 ys, the
receiver has receiveldDLEa andIDLEb and has regained a synchronous state. The output
REG_rx_dvalidis set back to high and the first data byte is set to the outpudut after
25.61 ps.

The functionality resulting from changing the value of tlyachronization interval is illus-
trated in Figure 27. The new value h’FF is set to the exteregisterREG_sync_lengtht
1.06 ps. The previous value was h’00. This means that synidation was disabled before
and now it is enabled. The new value h'FF is read to the regsstec_length_regn one
clock cycle.

4.2.3 Transmitter

The transmitter of the E-Link interface functions as a sengérializer. This is shown in
Figure 28: the transmitter reads a byte from the codec todbistertx_regwhen the 3-bit
counterbit_countis h’0 and begins to transmit the byteTXDATA The byte is sent starting
from the MSB and the bit counter is decremented on every atgcle.

At the bottom of Figure 28, there are 4-bit counb@r countand 7-bit shift registerx_out
These two are part of the test bench and are used to illugtratehe data sent from the
transmitter is read correctly on the other end of the sinedl&-Link.

4.3 Data Controller

The data controller simulations include command and eramidhng, transmission modes,
and the HDLC bus functionality. The command handling shows the data controller re-
sponds to any commands it receives. When a decoding errardbe data controller is
expected to respond to the errors by incrementing the eounmter and sending a dedicated
command character. This functionality is shown in the satiahs. The three data transmis-
sion modes are simulated and their properties are illestiay simulation snapshots. Finally,
the HDLC functionality is simulated and the operation of HH2LC bus is closely tied to the
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Figure 26. Simulation results of the receiver when it firsel® sync after 16.17 ps and later regaining it at 25.59 ps.
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Figure 27. A simulation snapshot showing the synchroropaititerval value change. A new value is set to the extermggterREG_sync_lengthat 1.06 ps
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transmission modes.

4.3.1 Command Handling

Figure 29 shows how the receiver block of the data controisponds to the trigger com-
mands ineport_in The setup in the test bench sends a burst of trigger comniarsisow
that the data controller can handle such an extreme situgdending a burst of trigger com-
mands to the E-Link interface is not considered to be noronattionality. At the bottom of
Figure 29, the inputlec_inshows the codec input from the receiver. At 46.90 ps, three in
coming command characters can be séBhEa, IDLEb, andIDLEa (again). The command
characters are followed by h’1B (b’00011011 in binary). Biis an example of characters
that have the same value when encoded because of the pabity of

As illustrated in Figure 29, it is not possible to send mudipigger commands in one char-
acter. However, it is possible to send multiple trigger camus following each other as seen
in the outputtrigger_out The burst of trigger commands begins at 47.00 ps and is édish
by 47.50 us. During the period all the triggers are enableldsad 7.12 s, it can be seen that
an L1 command pulse can be lengthened to span out over neutfiptk cycles if needed.
By default, a trigger command has a duration of one clockecycl

There are several mode commands accompanying the triggemands. It can be seen
that it is not possible to send a mode command and L1 commatiteisame character.
Furthermore, sending trigger commands and mode commagldisaiter each other does
not negatively affect the functioning of the data controlllore information on the mode
command functionality is shown in Figures 30 and 31.

Figure 29 also presents some other functionality of theivecgart. Although the figure
does not show its response to errors, it shows how the dataotlen handles incoming
control characters. The signaéc_ctlcomes from the decoder and when it is set to high,
the received 7-bit character is a command character. Whendta controller receives a
command character, the outfRX_ENis set to low. This is done to tell the HDLC controller
in the HDLC bus not to read the bit that the data controllet jeseived. However, the
received bit is set teiIDLC_out which is theRXD output of the HDLC bus.

Figures 30 and 31 show the functionality of the data cordgrolthen mode commands are
received in a uncommonly fast fashion. The purpose of thedgyis to illustrate how the
data controller responds to mode commands and how it pesfethen mode commands
are received faster than expected in normal operation. i$nfigjure, there is SRAM data
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Figure 28. A simulation snapshot illustrating transmifterctionality.

|46,aoo,000ps |47,ooo,000ps |47,200,000ps |47,4oo,000ps |47,600,000ps |

@dy\ ErrorCount[7:0] 0

& HDLC_out
"El HDLC_rxen
o] ck

E dec_ctl
E.'ﬂ dec_err
5F eport_in[6:0]
&> modeHDLC
&> modePRIO
:5'.,\ modeSRAM

Eiﬂ resetb

T trigger_ou:0) T o o 0
El:') trigger_out[3] ,_l ,_l
5 trigger_out[2] 1 1 1
EE',) trigger_out[1] ,_l ,_l ,_l

EE‘.) trigger_out[0]

2P dec_in[7:0]
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available for transmission.

Figure 30 illustrates how the data controller responds tastef than normal rate of mode
commands. The most important input to observe is the dataadtem inputeport_infrom
the codec and especially the four LSBs. Around 233.30 ps 4@ s seen and the four
LSBs of this character are h’'C (b’1100), which correspormdsbde command foBRAM
Following the h’4C, it can be seen that the outputde SRAM the receiver block of the
data controller strobes to mark the changing of the trar@omsmode. Furthermore, the
transmission mode change is acknowledged with a commandatea h’3B (SRAM data
header) at 233.38 pus. After the data header, the data fro®RA& inputSRAM _inis sent

7 bits at a time until the next mode command is received.

The second mode command, h’43 BDLC (four LSBs are b’'0011), arrives after 233.40 ps.
This makes the receiver part strobe thedeHDLCand the mode command is acknowledged
at 233.52 ps with the command character h’3D (HDLC data hgadéthe same moment,
the mode command h’46 (LSBs are b’0110) is received, pyioniode is indicated and the
modePRIQs strobed. This leads to unexpected behavior becausehsngtto priority mode,
and later toSRAMmode, results in three SRAM headers being sent. At the bodtotime
figure, there is a registestatethat indicates the state that the transmitter part of tha dat
controller is in. The state foBRAMis h’2, the state fointerruptis h’4, and the state for
HDLC is h'8 . From the registestate we can see that the transmitter part goes to the state
HDLC around 233.50 ps. After the stat#DLC, the transmitter part switches quickly to
SRAMand again to the stataterrupt. During this, the transmitter part sends a header and
a character. Next, the transmitter part enters SRAMstate again to send a header and
characters. This is followed by @RAMmMode command at 233.60 us that is acknowledged
correctly. As a result, there is one extra SRAM data headwr Jde reason for this is that
the state machine sends an extra SRAM header when it is $e88RAM data in priority
mode when the state is switched to SRAM data only.

The necessity of the extra header is questionable, but itbeansed to see if the mode
command was received by the data controller and if the tresssom mode was changed
accordingly. However, it is a simple detail to modify it totrsend an SRAM header if the
state machine is in priority mode and has been sending SRAM ttds a matter of adding
an ’if’ condition so that an SRAM header is not sent when theent mode iPRIOand the
state iSSRAM In any other case, send the header.

Despite the extra header presented in Figure 30, the dateottenis functioning as it is
designed to. More importantly, the data transmission ismtetfered with because of this.
The bandwidth efficiency of the E-Link decreases slightlydwese of this feature, but the data
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is sent the right way; if the mode changes, a header is seirtigridllowed by corresponding
data.

In Figure 31, the mode commands arrive at a faster rate thtneiprevious figure. Further-
more, this time there is no SRAM data available to be sent. akshe seen in the figure,
the commands arrive as a burst that begins at 235.54 s aslaefinby 235.85 ps. The first
mode command is for priority mode and this is acknowledget am HDLC header (h’3D)
at 235.60 ps. The second header that is sent after the h’3iz ISRAM header h’3B at
235.65 ps. At this point, thedDLC mode command received between the priority SRAM
mode commands has been ignored.

As seen in Figure 31, the data controller cannot keep up Wilektremely fast mode chang-
ing rate. This, however, is not normal operation of the spdbecause there should not be a
need for mode change on every clock cycle. Furthermore, bgreing the outpugport_out

it can be seen if the data transmission is executed corrdadita sent follows a correspond-
ing header and as such, the receiving E-Link master on thex sttde of the E-Link will be
able to recognize the source of the data.

4.3.2 Error Handling

One of the simulated features is how the E-Link interfacpoess to possible decoding er-
rors. Once the data controller is notified by the codec of eaneous byte, the data controller
reports this to the E-Link master by sending the commandacher h’37 (b’00110111). Be-

cause of the limited nature of the error detection of 7B8Boéinty, it is not expected to

receive very many errors during normal operation. In theldeach setup of this simulation,
the E-Link master sends data containing bytes that reswhierror. The 7B8B encoder
cannot produce these erroneous bytes and therefore theatdtirom the test bench is not
encoded.

Figure 32 illustrates the error handling capabilities @& tata controller. In the figure, the
inputdec_errindicates an error in the received byte when it is set to higin.instance, one

error is indicated by the codec at 1.14 ps and the error igtegdo the E-Link master by

sending the command character h’37 at 1.20 ps.

Also, a feature worth paying attention to is that the valuextérnal registeREG_ErrorCount
is incremented by one for every error that occurs. If an esomurs, HDLC data from the
E-Link is not relayed to the HDLC controller. In fact it can been from the inpugport_in
that the decoder gives a zero sequence as an output wheroahappens in decoding. The



|233,2oo,000ps |233.400,000ps |233,600,000ps |233.800,000ps |234,000,000ps |

{1 HDLC_buffer(6:0167 X732 X2

] HDLC_full 1 1 I

] HoLC read [ | 1 1

I INTERRi30] )0 & X© ) o Xz o X= X© Xz X© X1 X@ X4 o _
&5 SRAM_inie:0] 67 i X8 7 €7 ‘
ZF 1 SRAM_r_en

[ SRAM_read I e B LI LI 1 [
S5 ok [ e e e e ) e e e e 6y
E dec_ctl

E'E dec_err

2 enc_ctl B S T Y S A B A R | 1 1 e
S5 eport_in[6:0] 00 00 40 (oo J(4c Yoo XoF X70 X(oF Yoo Y40 X46 40 oo XosY4o  X'4c Yoo )[40 Y00
T2 eport_out6:0]

1 mode[2:0]

] modeHDLC

1 modePRIO

[ modeSRAM

B seer % % @ z % % X
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Figure 31. Simulation results illustrating the responsath¢ mode commands (SRAM data not available).
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bit is set to the outpuRXD, but outputRX ENis held low to prevent the HDLC controller
from reading the bit, which would be zero anyway. In Figure 9 errors are reported by
the codec and five command characters are sent. One comnmemagdteh is omitted because
its location is outside the simulation snapshot.

Error handling and mode changes are the only functionaliti¢he data controller that report
back to the E-Link master. And because the error handlindymes error reports to be sent
to the E-Link master, it is necessary to be able to see if eéaporting interferes with data
transmission. In the simulation snapshot, the data cdetnslin priority andSRAMmModes,
and thus no HDLC data is sent. The data transmission furgtioa way it is meant to
regardless of error reporting. The command charactersasergut in between the headers
and SRAM data, thus not replacing data characters with thexeand characters. Simply
put, the data reading frolBRAM _inis interrupted when an error command character or a
header is being sent. However, sending the error commandatbes reduces the effective
bandwidth for the data being sent.

Seeing that the error handling has the desired functignalith more than the expected
amount of decoding errors, the next step is to test how treatattroller will handle incom-

ing data containing almost nothing other than errors. Iufg@3, the errors begin to arrive

at 1.15 ps and the burst of errors can be considered to bedihishl.76 ps. The burst begins
with five erroneous bytes that are decoded to zeros by theddec@onsequently, the data
controller sets the outpilRX_ENto low and starts sending the error command characters
(h’37). Between 1.15-1.76 s, a total of 14 erroneous byts@coded, but only six com-
mand characters are sent. It is obvious that the data ctartielnot capable of responding

to a high rate of errors. However, the data controller’sighib count the number of errors
(REG_ErrorCounyfunctions well.

One way to correct this inability to respond would be by inmpéating a counter that would
be the same size as the reqgidRitG_ErrorCount This counter would count the number of
error command characters sent and once the state machirie &rdaer the state for send-
ing the command characters, it would compare the numbenekeREG_ErrorCountand
the counter. In addition, the state machine would not prdd¢edhe next state unless the
compared numbers are equal. It should be taken into accbaniftthe external register
REG_ErrorCountis reset, then the counter must also be reset. Otherwiséjrnlgonality
of the state machine would result in an inability to respandrtors.
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4.3.3 Data Transmission Modes

The last things to simulate and study with regards to the clatéroller are the transmission
modes. The simulation results for the priority mode aresthiated in Figure 34. The purpose
of priority mode is to send HDLC data if no SRAM data is avaigland therefore make use
of the E-Link bandwidth more efficient. Simulation results SRAMmode,HDLC mode
and HDLC buffer are presented later in this thesis.

The setup for priority mode simulations is to have both SRANM &IDLC data available.
This way, the typical operation of the data controller inopity mode can be observed. In
Figure 34, the simulation snapshot begins with showingcglpbRAM data transmission
until 24.77 us when there is no SRAM data available. Thisdscated by the data formatter
by setting the inpuBRAM _r_erio low. At the same time, the data controller sets the output
SRAM_reado low to tell the data formatter that it has read the lastlatsée character.

At the bottom of Figure 34, the outpenc_outshows how the data sent to the encoder is
encoded and how some of the characters have two possible Wisen encoded and some
have only one. The outpux_datais the byte received by the receiver in the test bench on
its way to be decoded. The output of the decodeéeis_outand this shows that the data sent
from the data controller is received correctly. Finallyrihare the decoder outpudec_ctl
anddec_errindicating a command character or an error.

After settingSRAM_reado low, the data controller sends the last character read fme
put SRAM_in(h'29) at 24.77 ps that is followed by an HDLC header (h’'3Dy &DLC
data (h’3F). This marks the beginning of the HDLC data trassian as the data controller
switches to HDLC mode. Subsequent data sent are filler comictzaracters (h'1F) indicat-
ing that there is neither SRAM nor HDLC data available. Itasiseven clock cycles to fill
the HDLC buffer and one more clock cycle for the data congrdib read and send another
character.

HDLC mode continues until 32.96 ps when the data contro&s SRAM _r_erto high as
a sign that there is SRAM data available. It takes one clockeckor the data controller to
respond, send an SRAM header, and read the first charaaein§tfrom 33.01 ps, the data
controller sends only SRAM data.

The simulation results foBRAMmode are presented in Figure 35. In this simulation, only
SRAM data is being sent and HDLC data is disregarded. In tgabang of the simulation,
the data controller is sending the 7 bits of data that the faitaatter provides to the input
SRAM in The data is read frotBRAM_inand sent teport_out just like in priority mode.
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Furthermore, like previously, the figure also presents tputs of the test bench side so
that the sent and received data correlate with each other.

The data controller sends SRAM data until 24.77 us when thefdamatter sets the output
SRAM_r_erio low. At the same moment, the data controller &AM _reado low to tell
the data formatter that the last available character wak @a the next clock cycle, the data
controller sends the last character (h’29) and it is folldwg filler control characters (h’1F).

The filler characters are sent until the SRAM data becometabl@aagain at 32.96 ps and
when the data formatter s6&RAM_r_ero high. The data formatter responds to this in one
clock cycle, reads the available character h’7F, and sebalthie codec to be encoded. Com-
pared to priority mode, thERAMmode is one clock cycle faster in responding to available
data. The character that has been sent s received in theetes after decoding at 33.05 ps.
After SRAM data is available again, the data controller curgs to transmit the data from
the data formatter to the encoder.

4.3.4 HDLC Buffer and HDLC Transmission Mode

In Figure 34, HDLC data transmission in priority mode wastbyi covered. However, be-
cause the functionality diDLC mode is closely related to the HDLC buffer, the simulation
results of both of them are presented in Figure 36. In thisiktion, the HDLC bus, the
HDLC buffer, and the data controller transmitter block aeénly observed.

The simulation begins with the data controller inputting-bitZcharacter from the HDLC
buffer outputHDLC _bufferinto the outpukport_inat 2.01 uys. At the end of the clock cycle,
the inputHDLC _full and the outpuHDLC readare set to low to indicate that there is no
data available at the moment. This initiates data readiomg the HDLC bus. A new 7 bits
are read from the inpudiDLC_TXD (previouslyTXD) to the shift register buffer when the
outputHDLC_TX_EN(TX_EN is set to high.HDLC_TX_ ENstays high for seven clock
cycles and by then the buffer is full attDLC_TX_ENis set to low. Once the buffer is full,
HDLC_fullis set to high, followed by the data controller reading tharebter, sending it to
the codec, and strobindDLC_read

4.4 Reset and Clock Functionality

The functionality of the E-Link interface is synchronoustie 320 MHz clock and it will not
start functioning if the reset is low. This is presented igu¥e 37 in which theesetbsignal
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is kept low during the simulation. The simulation snapshmives that all the signals, with
the exception oRXCLK are static and as such, they register values that remaaniatle.
Therefore, the system is functioning as intended when itesota reset behavior.

Another simulation snapshot is shown in Figure 38. In thiswdation, the clock signal is
omitted, thus it has the value of 0. The reset signal is seigh &t 0.10 ps, but it does
not have any effect on the interface functionality. Therefat is safe to say that the E-
Link interface is synchronous to the clock and no asynchusriionctionality is included that
would be observable in the inputs and outputs. Normal behasiachieved by applying
both the clockRXCLKand by setting the reset signag¢getl) to high.



0 1,000,000ps 2,000,000ps 3,000,000ps 4,000,000ps 5,000,000ps 6,000,000ps 7,000,000ps 8,000,000ps 9,000,000ps
e BCo

&> cLk4o

& calPulse

™1 ovbp

1 pvss

& HDLC_CLK
= HDLC_RXD
& HDLC_RX_EN
52 ] HDLC_TXD

[ S HDLC_TX_EN
el Lvia

=)

Pers REG_ErrorCount(7:0] (00

:C.“/ REG_in_sync

£ REG_sync_length(7:0] [ 00

=2l v A oA AnAtAy
o] RXDATA

:'I_“.M___;_‘,UT z;;yl\:iin[e:o] 00

l:.E SRAM_r_en
= SRAM_read
&y TXDATA
1 vop
dc2encl6:0] 00

dec_ctl

13

dec_err

enc_ctl
ep2dc[6:0] 00
resetb
rx_data[7:0] FO
tx_data[7:0] OF

]

JL
g

]

Figure 37. A simulation snapshot of the E-Link interface wliige reset signaksethis not set to high.

L9



mle

1!

1k

I

ulsIls

!

=
sl
=y
o

]

W

OoF0P Y AG

Silaiml

]

BCO

CLK40
CalPulse
DvDD

Dvss
HDLC_CLK
HDLC_RXD
HDLC_RX_EN
HDLC_TXD
HDLC_TX_EN
LV1A
REG_ErrorCount[7:0]
REG_in_sync
REG_sync_length[7:0]
RXCLK
RXDATA
Resync
SRAM_in[6:0]
SRAM_r_en
SRAM_read
TXDATA

VDD
dc2enc[6:0]
dec_ctl
dec_err
enc_ctl
ep2dc[6:0]
resetb
rx_data[7:0]
tx_data[7:0]

1,000,000ps

2,000,000ps

3,000,000ps

4,000,000ps

5,000,000ps

6,000,000ps

7,000,000ps

8,000,000ps

9,000,000ps

00

00

FO

OF

Figure 38. The simulation results presenting E-Link irdeef functionality when no clock signal is applied to the eyst

89



69

5 Summary

The starting point of the study was to investigate an E-Pardiufe between read-out elec-
tronics and a data transmission link. This module would kpaasible for both the inbound
and outbound data transmission of a front-end chip. Thes#-&nd chips are planned to
be used in the GEM detectors of the CMS detector at CERN. Th&mented module has
interfaces to both a front-end chip and a data transmisgianthese chips set the require-
ments for the functionality of the module. One requiremertbiuse the bandwidth of the
E-Link as efficiently as possible. A model implemented in‘eeilog hardware description

language was done for the E-Link interface, and the modelsivaslated using chip design
software by Cadence.

The work was begun by studying the technologies that woultEleeled. This process started
with the needs of the E-Link interface and progressed tosvird SRAM and HDLC inter-
faces. It was decided that 7-bit-to-8-bit encoding wouldused for the data transmission
because data outbound from the front-end chip is definedaattis split into 8-bit bytes.
For this reason, the more popular encoding method 8B10B wasuitable for the design.
Additionally, the choice in favor of the 7B8B was affectedthg fact that the encoding mod-
ule had already been implemented in the past. 7B8B encodanglates a 7-bit character
into an 8-bit byte so that a long data stream will be DC baldrasemuch as possible. The
bytes encoded in 7B8B can be decoded back to the originahcteas.

Making the choice to use 7B8B encoding greatly affected #segh of the E-Link interface.
The encoding method allows 8-bit command characters todu 8sbit command characters
cannot be decoded into data. Therefore, several of thesmaathcharacters were utilized
to synchronize the E-Link interface and report its statuse fleceiver part was designed to
synchronize with two particular consecutive command dttara that were used to define
the phase of the generated 40 MHz clock signal. This 40 MHzkcdognal is generated from
the 320 MHz clock signal provided by the E-Link bus. Furthere) a bit misalignment is
avoided by synchronizing with inbound data. After readimg $erial data to its shift register,
the receiver sends the data in parallel mode to the 7B8B @ecthais acting as a SIPO shift
register. The implemented transmitter is a simple PISQ sdjister that reads data from the
output of the 7B8B encoder and sends the data to the E-Link.

Seen from the direction of the E-Link, the receiver and tmaitter parts are followed by the
7B8B codec that encodes data into a suitable form for tresson and then decodes data
back into the original form. Inbound and outbound data isdiethin the data controller,
which makes up the largest part of the logic. The desiredtfonality is to send data from



70

two sources: the tracking data of the GEM detector from thAMRnd slow control data
from the HDLC bus. Data from the SRAM comes through the datamé#dter that tells the
data controller when data is available to be sent, and if teidavailable in the SRAM, then
data from the HDLC is read instead. Three different transimismodes for controlling the
data transmission were implemented; the transmission sncale be used to decide where
data is read from. The transmission modes are: SRAM datg biiy.C data only, and
priority mode. Priority mode primarily sends SRAM data, butitches to HDLC data if no
SRAM data is available.

All three transmission modes were implemented to allowesi®RAM or HDLC to be ig-
nored when necessary. The third mode was implemented sthéhather two modes would
have the option to work as a default mode that allows accebstto of the data sources.
An HDLC buffer was done for HDLC data transmission to bufferial data through a shift
register because it is imperative to read 7 bits before éngodhis is absolutely necessary
for maximizing bandwidth efficiency.
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6 Conclusions

The E-Link interface allows data transmission between tbetfend chip and external sys-
tems at 320 Mbps. To synchronize the E-Link interface of tieatfend chip using bytes
that are not understood as data, the interface uses 7B8MBliaegcd he command characters,
made possible by the encoding, are also used as data heaidensifound data transmission.
As a result of using the encoding, the effective data ratdefE-Link drops by 12.5% to
280 Mbps.

Based on the simulation results presented in this thegs)ekt generation of front-end chip
can utilize E-Link. The implemented Verilog code was donéhst its development can be
continued from its current state and ultimately, a chip layaf the interface can generated.
It was observed from the results that the implemented E-latéeface functions as intended
and that the desired requirements for functionality wereeaed.

When analyzing the simulation results, two ways to imprdwedurrent functionality of the
interface were identified. The first thing to improve is thepty mode of the state machine
of the data controller. Currently, the state machine changéhe statéxHDLC if there is no
available data in the SRAM. To make the SRAM data readingfdst one clock cycle, the
state machine should enter the stxtdDLC only if there is data available in HDLC buffer.

The second thing to be improved on would be the buffer for HMUS. At the moment, 7
bits are received in 8 clock cycles. This is one clock cyctertany: a one clock cycle long
delay affects the bandwidth efficiency of the E-Link. Fuanality would be improved if the
buffer is allowed to read data even if it is full and the preusly read data is stored in the
output. If the buffer is full, which means that the data frdm butput is not read, the buffer
would pause when 7 bits are read. This would allow an effiaisetof both the register and
the output. In terms of functionality, this would be seen aa@d data transmission of 14
bits when the data controller changes the state fod@RAMto txHDLC. Also, the buffer
fill-up time could be reduced to 7 clock cycles.

With regards to future development, the code has to be aptitand the improvements men-
tioned in the previous paragraph should be implementech @yitimization, the objective is
to implement the described functionality by using the m@stdficial amount of microelec-
tronic components possible. Additionally, the logic of theerface should be triplicated to
make it radiation hard so that it can withstand the high taatiaof the environment. This
means implementing all of the functionality three times aetermining the value of the
output by a majority vote.
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