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Innovative gas cooled reactors, such as the pebble bed reactor (PBR) and the gas
cooled fast reactor (GFR) offer higher efficiency and new application areas for nu-
clear energy. Numerical methods were applied and developed to analyse the specific
features of these reactor types with fully three dimensional calculation models. In
the first part of this thesis, discrete element method (DEM) was used for a physically
realistic modelling of the packing of fuel pebbles in PBR geometries and methods
were developed for utilising the DEM results in subsequent reactor physics and
thermal-hydraulics calculations. In the second part, the flow and heat transfer for
a single gas cooled fuel rod of a GFR were investigated with computational fluid
dynamics (CFD) methods.
An in-house DEM implementation was validated and used for packing simula-
tions, in which the effect of several parameters on the resulting average packing
density was investigated. The restitution coefficient was found out to have the most
significant effect. The results can be utilised in further work to obtain a pebble bed
with a specific packing density. The packing structures of selected pebble beds were
also analysed in detail and local variations in the packing density were observed,
which should be taken into account especially in the reactor core thermal-hydraulic
analyses.
Two open source DEM codes were used to produce stochastic pebble bed configu-
rations to add realism and improve the accuracy of criticality calculations performed
with the Monte Carlo reactor physics code Serpent. Russian ASTRA criticality ex-
periments were calculated. Pebble beds corresponding to the experimental specifi-
cations within measurement uncertainties were produced in DEM simulations and
successfully exported into the subsequent reactor physics analysis. With the de-
veloped approach, two typical issues in Monte Carlo reactor physics calculations of
pebble bed geometries were avoided.
A novel method was developed and implemented as a MATLAB code to calcu-
late porosities in the cells of a CFD calculation mesh constructed over a pebble
bed obtained from DEM simulations. The code was further developed to distribute
power and temperature data accurately between discrete based reactor physics and
continuum based thermal-hydraulics models to enable coupled reactor core calcula-
tions. The developed method was also found useful for analysing sphere packings in
general.
CFD calculations were performed to investigate the pressure losses and heat trans-
fer in three dimensional air cooled smooth and rib roughened rod geometries, housed
inside a hexagonal flow channel representing a sub-channel of a single fuel rod of a
GFR. The CFD geometry represented the test section of the L-STAR experimen-
tal facility at Karlsruhe Institute of Technology and the calculation results were
compared to the corresponding experimental results. Knowledge was gained of the
adequacy of various turbulence models and of the modelling requirements and issues
related to the specific application.
The obtained pressure loss results were in a relatively good agreement with the
experimental data. Heat transfer in the smooth rod geometry was somewhat under
predicted, which can partly be explained by unaccounted heat losses and uncertain-
ties. In the rib roughened geometry heat transfer was severely under predicted by
the used realisable k� ✏ turbulence model. An additional calculation with a v2 � f
turbulence model showed significant improvement in the heat transfer results, which
is most likely due to the better performance of the model in separated flow problems.
Further investigations are suggested before using CFD to make conclusions of the
heat transfer performance of rib roughened GFR fuel rod geometries.
It is suggested that the viewpoints of numerical modelling are included in the
planning of experiments to ease the challenging model construction and simulations
and to avoid introducing additional sources of uncertainties. To facilitate the use of
advanced calculation approaches, multi-physical aspects in experiments should also
be considered and documented in a reasonable detail.
Keywords: nuclear reactors, gas cooled reactors, high temperature reactors, pebble
bed reactors, gas cooled fast reactors, computational fluid dynamics, discrete ele-
ment method
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Nomenclature
Latin alphabet
A Area m2
a Translational acceleration vector m/s2
a, b Polynomial coefficients -
Bij Buoyancy production tensor in RSM model kg/(m s3)
C Inertial loss coefficient -
C1, C2 Coefficients in the k � ✏ turbulence model -
Cµ Coefficient in the k � ✏ turbulence model -
cp Specific heat capacity m2/(s2 K)
Dij Turbulent diffusion tensor in RSM model kg/(m s3)
d Diameter m
Eij Dissipation tensor in RSM model kg/(m s3)
E Young’s modulus kg/(m s2)
e Restitution coefficient -
F Force vector kg m/s2
F Force kg m/s2
f Friction factor, relaxation function -, -
fD Darcy friction factor -
G Shear modulus kg/(m s2)
Gb Generation of k due to buoyancy kg/(m s3)
Gk Generation of k due to mean velocity gradients kg/(m s3)
g Gravitational acceleration vector m/s2
g Gravitational acceleration m/s2
H Width m
h Specific enthalpy, heat transfer coefficient m2/s2, kg/(s3 K)
I Moment of inertia kg m2
K Permeability m2
k Stiffness, multiplication factor, turbulence kinetic energy kg/s2, -, m2/s2
L Thickness m
m Mass kg
m˙ Mass flow rate kg/s
Ma Mach number -
N Number of entities -
n Normal unit vector -
Nu Nusselt number -
P Probability -
p Pressure kg/(m s2)
p Mean pressure kg/(m s2)
p0 Fluctuating pressure kg/(m s2)
p01, p02 Pressures at measurement window positions kg/(m s2)
Pr Prandtl number -
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Pr✏ Turbulent Prandtl number for ✏ -
Prk Turbulent Prandtl number for k -
Prt Turbulent Prandtl number for energy -
Q˙ Power kg m2/s2
q00 Heat flux kg/s3
R Radius m
r Position vector m
r Radial coordinate m
Re Reynolds number -
Sh Energy source term kg/(m s3)
sij Strain rate tensor 1/s
sij Mean strain rate tensor 1/s
T Torque vector kg m2/s2
T Temperature K
T Mean temperature K
T 0 Fluctuating temperature K
t Tangential unit vector -
t Time s
tij Viscous stress tensor kg/(m s2)
v Velocity vector m/s
v Velocity m/s
v Mean velocity m/s
v0 Fluctuating velocity m/s
v+ Dimensionless velocity -
v⌧ Friction velocity m/s
x, y, z Cartesian coordinates m
x˙ Velocity m/s
x¨ Acceleration m/s2
y+ Dimensionless wall normal distance -
z01, z02 Axial positions at measurement windows m
Greek alphabet
↵ Angular acceleration vector rad/s2
� Overlap distance/deformation vector m
� Overlap distance/deformation m
�ij Kronecker delta tensor -
✏ Turbulence dissipation rate m2/s3
" Porosity -
⌘ Damping coefficient kg/s
✓ Angular coordinate rad
� Thermal conductivity kg m/(s3 K)
�t Turbulent thermal conductivity kg m/(s3 K)
µ Dynamic viscosity kg/(m s)
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µf Friction coefficient -
µt Eddy/turbulent viscosity kg/(m s)
⌫ Poisson’s ratio -
⇧ij Pressure-strain tensor in RSM model kg/(m s3)
⇢ Density kg/m3
� Standard deviation -
⌧ Stress tensor kg/(m s2)
⌧w Wall shear stress kg/(m s2)
� Packing density/fraction -
� Average packing density/fraction -
! Angular velocity vector rad/s
! Specific turbulence dissipation rate 1/s
Subscripts
1, 2 Axial measurement locations at/near inlet, outlet
B Body
b bulk
c Critical, cross section
con Convective
eff Effective
f Fluid
heating Heating
h Hydraulic
i, j, (k) Indices for spheres/pebbles, indices in the Einstein summation notation
init Initial
inner Inner wall
losses Losses
m Moderator, mean
outer Outer wall
p Pebble
rod Rod
r Relative
s Slip, solid, surface
tot Total
vor Voronoi
Abbreviations
3D Three dimensional
AGR Advanced gas cooled reactor
ASM Algebraic stress model
AVR Arbeitsgemeinschaft Versuchsreactor
CAD Computer aided design
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CEA Commissariat à l’énergie et aux énergies alternatives
CFD Computational fluid dynamics
CPU Central processing unit
DEM Discrete element method
DIN Deutsches Institut für Normung
DNS Direct numerical simulation
EARSM Explicit algebraic Reynolds stress model
EIR Eidgenössiches Institut für Reactorforchung
EWT Enhanced wall treatment
GCR Gas cooled reactor
GFR Gas cooled fast reactor
HTGR High temperature gas cooled reactor
HTR-10 10 MW high temperature gas cooled reactor
HTR-PM High temperature reactor pebble bed module
HTR High temperature reactor
HTTR High temperature engineering test reactor
INET Institute of Nuclear and New Energy Technology
KfK Kernforschungszentrum Karlsruhe
KIT Karlsruhe Institute of Technology
KTA Kerntechnischer Ausschuss
L-STAR Luft, Stab, Abstandshalter, Rauheiten
LDA Laser Doppler anemometry
LES Large eddy simulation
LWR Light water reactor
MPI Message passing interface
OEEC Organisation for European Economic Co-operation
PBMR Pebble bed modular reactor
PBR Pebble bed reactor
RANS Reynolds averaged Navier-Stokes
REV Representative elementary volume
RRC Russian Research Center
RSM Reynolds stress model
S2S Surface to surface
SIMPLE Semi implicit method for pressure-linked equations
STL Stereolithography
THINS Thermal Hydraulics of Innovative Nuclear Systems
THTR Thorium high temperature reactor
TRISO Tri-structural isotropic
UNGG Uranium naturel graphite gaz
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1 Introduction
1.1 About gas cooled reactors
Despite the fact that the majority of the nuclear power reactors today are light
water reactors (LWR), several gas cooled reactors (GCR) have been constructed
in the past, some of which are still in operation. While the LWRs represent an
already mature technology, advanced reactors designed with gas cooling still require
major development efforts to realise their full potential. This potential includes
increased efficiency and entirely new application areas for nuclear energy due to high
operating temperatures made possible partly by the use of a gas coolant. Practically
two gaseous materials, namely carbon dioxide and helium, are considered suitable
for reactor cooling (Melese and Katz, 1984). Carbon dioxide was typically used
in the past GCRs but as it has an unfavourable corroding effect with graphite, the
typical moderator and structural material in GCRs, helium has become the preferred
coolant option for modern GCR designs.
There are several advantages in using a gas coolant and specifically helium over
other practical reactor coolants. Helium does not interact with neutrons signifi-
cantly. This simplifies the reactor physical design as the coolant has an insignificant
role in moderating neutrons contrary to, for example water, and thus makes it a
more suitable coolant option also for fast spectrum reactors. Helium itself does not
become radioactive although the possible impurities in the coolant might. Also, as
helium gas is transparent the maintenance of the reactor circuit is easier compared
to, for example, lead-bismuth cooled reactors where radioactive polonium is pro-
duced and the coolant is opaque. Helium is also chemically inert so that it does
not contribute to the corrosion of reactor materials like liquid lead and supercriti-
cal water or have the possibility of unfavourable exothermic chemical reactions like
sodium has when it comes in contact with water or air. Yet another good feature is
that there is no phase change in the normal or abnormal operating conditions which
further simplifies the reactor design and does not become a limiting factor for the
operating temperature.
Despite the many advantages there are also challenges in using helium as a reactor
coolant. Due to its low density helium needs to be pressurised to obtain sufficient
heat transfer properties. Retaining a high pressure level in the primary circuit is
not as crucial an issue from the safety perspective for thermal neutron spectrum
reactors, where the core typically contains large amounts of thermal inertia in the
form of graphite. However, if used as the coolant in fast spectrum reactors where the
graphite is missing, the reactor circuit needs to retain at least some pressure level
even to transfer decay heat from a shut down reactor core. This requires optimisation
of the heat transfer from fuel to the coolant and design of additional safety systems
to guarantee a sufficient pressure level in the reactor circuit in all circumstances.
Another, yet manageable issue is the leakage of helium from the primary circuit
due to helium being such a small atom. Special attention needs to be put into the
tightness of the circuit to keep helium losses at minimum. In graphite moderated
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thermal GCRs it is also important to secure the integrity of the primary circuit to
prevent the ingress of air into the loop after its depressurisation which could cause
oxidation of graphite and thus increase material temperatures and eventually lead
to the release of radioactivity (Hishida et al., 1993). However, this issue does not
directly arise from using gas cooling.
Several thermal GCRs have been constructed in the past. First ones were de-
veloped in Britain and in France in the 1950’s. They were at first used to produce
weapon plutonium but later on also electricity. Carbon dioxide was used as the
coolant in the first generation GCRs, which were called Magnox in Britain and
UNGG (uranium naturel graphite gaz) in France (Melese and Katz, 1984). Al-
though independently developed, the reactors had rather identical design features.
Natural uranium was used as the fuel which was possible by using graphite as the
moderator and a fuel cladding material with a low neutron absorption cross section
(Magnox alloy). The first reactors were assembled inside a steel pressure vessel but
later on pre-stressed concrete pressure vessels were developed because of the huge
size of the reactors. In Britain 26 and in France 8 such reactors were built and a
few were exported to Italy, Japan and Spain (Goodjohn, 1991).
GCRs were further developed in Britain. The second generation was the advanced
gas cooled reactor (AGR) designed for higher efficiency and fuel burnup than Magnox
(Melese and Katz, 1984). This was achieved by using a slightly enriched uranium
fuel now enclosed inside a stainless steel cladding capable of withstanding higher
operating temperatures than the Magnox alloy. Carbon dioxide was still used as the
coolant. Core power density was increased and thus also the physical dimensions
of the reactor were reduced. The first AGR was started in Windscale in 1963, a
prototype reactor which has already been shut down (Melese and Katz, 1984). A
total of 14 AGRs were started between 1976–1988 (Goodjohn, 1991).
A helium cooled high temperature reactor (HTR) was being developed in paral-
lel with the AGR. With the entire core built of ceramic materials it was possible
to increase the operating temperature. The first HTR test reactor, Dragon, was
built in Britain as an OEEC (Organisation for European Economic Co-operation)
coordinated project and it operated from 1964 to 1977 (Simnad, 1991). Dragon was
primarily used in experiments with different fuels and materials, such as the coated
particle fuel TRISO (tri-structural isotropic), which was the fuel type to be used
in the later HTRs. HTRs with the TRISO fuel particles enclosed inside graphite
spheres with a diameter of 60 mm were developed in West Germany (Stansfield,
1991). A critical core was formed by piling these "pebbles" inside a cavity sur-
rounded by graphite blocks. The core was cooled by a helium flow that was forced
through the pebble bed. This type of HTR came to be known as the pebble bed
reactor (PBR) and two such reactors were built in West Germany. First was the
prototype reactor AVR (Arbeitsgemeinschaft Versuchsreactor) which was operated
from 1967 to 1987 (Marnet et al., 1991). AVR was followed by a 300 MWe tho-
rium high temperature reactor (THTR) which had its first criticality in 1983 and
was shutdown in 1988 (Baumer and Kalinowski, 1991). HTRs were also developed
in the United States, although an acronym HTGR (high temperature gas cooled
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reactor) was used. These reactors were also designed in a more conventional way
and thus instead of graphite pebbles the TRISO fuel particles were enclosed inside
small graphite rods which were placed into bigger graphite blocks (Stansfield, 1991).
The reactor core was then assembled from these blocks which also included channels
for the helium flow. A prototype reactor was built and operated in Peach Bottom
Pennsylvania between 1966 and 1974 (Simnad, 1991) followed by a 330 MWe power
reactor that was built in Fort St. Vrain in Colorado and started producing electricity
in 1976 (Brey, 1991).
Despite the relatively good experiences with HTRs and enthusiasm to even con-
struct fast spectrum breeder reactors with a gas cooling (Melese-d’Hospital and
Simon, 1977), the development of gas cooled reactors like the development of many
other advanced reactor concepts stalled in most countries mainly due to political
reasons in the late 1980’s. However, motivated by the possibility to produce in-
dustrial process heat by nuclear reactors, a test reactor with a similar design as
the HTGRs in the United States was constructed in Japan (Shiozawa et al., 2004).
This 30 MWth reactor HTTR (high temperature engineering test reactor) had its
first criticality in 1998 and is still in use. One of the important objectives with
HTTR is to investigate the production of hydrogen using nuclear heat produced by
HTRs. The reactor has demonstrated coolant outlet temperatures around 950 �C
which opens up new possibilities to utilise nuclear energy in the process industry
(Fujikawa et al., 2004). Also a 10 MW high temperature gas cooled reactor (HTR-
10) based on the German pebble bed concept was built in China (Wu et al., 2002).
This test reactor had its first criticality in 2000 and it was built to acquire experience
on the HTR technology and investigate the cogeneration of heat and electricity and
the safety features of HTRs (Xu and Zuo, 2002).
A few full scale HTR reactor projects have seen light in the 21st century. A major
effort in HTR development was launched in 1994 in South Africa led by the electricity
utility Eskom (Koster et al., 2003). Pebble Bed Modular Reactor (Pty) Limited was
formed in 1999 from various actors in the nuclear industry to design and construct
a modern pebble bed modular reactor (PBMR) for the cogeneration of heat and
electricity. The PBMR design featured a helium turbine in the primary loop, that
is, a Brayton cycle for electricity generation and a high reactor outlet temperature
of 900 �C. The project, however, came to its conclusion when the South African
government ceased to fund the project in 2010. Another project to construct a
modern PBR emerged in China (Zhang et al., 2009). Design of a modular HTR-PM
(high temperature reactor pebble bed module) is led by the Institute of Nuclear and
New Energy Technology (INET) of the Tsinghua University. The experience gained
from the test reactor HTR-10 has been used in designing a PBR with design choices
based on already proven technology.
In addition to thermal GCRs, gas cooled fast reactors (GFR) have also regained
some renewed interest (Stainsby et al., 2011). Not even a single research reactor
with a fast spectrum and gas cooling has been built so far. Some research is, how-
ever, conducted and a GFR prototype reactor ALLEGRO has been envisaged to be
constructed in Europe (Poette et al., 2009).
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1.2 Background and objectives
In this thesis, some of the challenges in the development of GCRs, specifically the
pebble bed high temperature reactor and the gas cooled fast reactor, are addressed.
Modern computational methods are applied, developed and validated to study var-
ious aspects related to the reactor types with three dimensional calculation models.
The work related to PBRs is a part of an effort to develop a new type of a three
dimensional calculation system for full core PBR analyses coupling Monte Carlo
reactor physics with a thermal-hydraulic solver using a porous medium model for
the pebble bed. A computational method for modelling particulate materials known
as the discrete element method (DEM) is used to provide a realistic representation
of the packing of the fuel pebbles inside the reactor core for the reactor physics and
thermal-hydraulics calculations. While the author of this thesis is also responsible
for the development of the thermal-hydraulic tool, the details of the PBR thermal-
hydraulic models have been left outside of this thesis as the emphasis is in the DEM
simulations and development of data transfer methods from DEM to the reactor
physics and thermal-hydraulics models.
The work related to GFRs is an effort to validate computational fluid dynamics
(CFD) models for the GFR analyses related especially to the development of the
European demonstration reactor ALLEGRO. The turbulent flow and heat transfer
in a three dimensional gas cooled heated rod geometry representing a sub channel
of a GFR is investigated numerically with CFD. The CFD calculation results are
compared with the results of the related experiments performed at the Karlsruhe
Institute of Technology (KIT) to validate the CFD models. The studies include
heated rods with a smooth and a rib roughened surfaces.
The work presented in this thesis has been done within several projects. The work
related to PBRs has been done in the New Type Nuclear Reactors project funded
primarily by the Academy of Finland and partly by Fortum Oyj. and the Coupled
Multi-Physics Modelling of Pebble Bed Nuclear Reactor Core project funded solely
by the Academy of Finland. The work related to GFRs has been done within the
Seventh Framework Programme project Thermal Hydraulics of Innovative Nuclear
Systems funded by the European Commission.
Objectives of the work presented in this thesis
• Establishment of capabilities and experience for the discrete element modelling
and analysis of the packing of fuel elements in PBRs.
• Application of discrete element modelling to construct realistic pebble bed
configurations for subsequent reactor physics and thermal-hydraulics calcula-
tions.
• Development of a method to transfer data accurately from the discrete pebble
bed models to volume averaged continuum models.
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• Validation of CFD calculation models and their application practices for the
flow and heat transfer analyses of gas cooled fuel rod geometries.
1.3 Outline and scientific contribution
This thesis has been divided into two parts. The first part covers the work related
to the DEM modelling of PBRs while the second part presents the CFD calculations
related to GFRs.
The contents of the individual chapters is briefly the following. Chapter 2 pro-
vides background information and a literature review for the first part of the thesis.
The models and methodology behind DEM are covered in Chapter 3 along with the
description of the methods used for analysing the data obtained from DEM simula-
tions. In Chapter 4, an in-house DEM code is used in pebble packing simulations of a
full size annular reactor core geometry. The effect of various parameters on the final
packing density of the compacted pebble bed is studied and selected pebble beds are
further analysed at various spatial scales to extract data of the local variations in the
packing density. Chapter 5 describes how Monte Carlo reactor physics calculations
of pebble beds are enhanced by using realistic pebble bed configurations produced
in DEM simulations. In Chapter 6 a method is developed and implemented as a
MATLAB code to map discrete pebble bed data to the continuum volume elements
of thermal-hydraulics models. A summary and conclusions of the first part of the
thesis is given in Chapter 7. Background and literature review related to the second
part of the thesis are given in Chapter 8 along with the description of the related
experiments. Chapter 9 covers the models and methods relevant for the CFD calcu-
lations in this work. The calculation models for the CFD calculations of the smooth
and rough surface heated rod geometries are described in Chapter 10. The results
of the CFD calculations are presented in Chapter 11 with comparison to experimen-
tal results. A summary and conclusions of the second part is given in Chapter 12.
Finally, some concluding words regarding the whole thesis are given in Chapter 13.
Scientific contribution of the thesis
• Knowledge was gained on producing and analysing randomly packed pebble
beds of various packing densities for subsequent reactor physics and thermal-
hydraulics calculations. The possibility to produce stochastic pebble beds
with very low and very high packing densities provides a way to introduce
conservatism for the otherwise realistic "best estimate" calculation models.
• Knowledge was gained regarding the local packing density variations in a full
size annular PBR geometry. Suggestions for taking these variations into ac-
count in thermal-hydraulic analyses of PBRs were given.
• Comparisons of the results obtained from DEM packing analyses with ex-
perimental results found from literature contributed to the validation of an
in-house DEM code.
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• A new approach was developed to enhance Monte Carlo reactor physics anal-
yses of pebble bed geometries by producing realistic stochastic pebble bed
configurations in DEM simulations. With this approach two typical issues
encountered in Monte Carlo calculations of pebble beds can be avoided.
• A novel method was developed and implemented as a MATLAB code to trans-
fer detailed three dimensional pebble bed data obtained from DEM and reactor
physics simulations accurately to thermal-hydraulic continuum models. The
method can also be used to investigate the packing structure of numerical
sphere packings in general.
• The PBR related work forms a major contribution to the development of
a unique calculation system where DEM is used to provide pebble packing
data for the coupled Monte Carlo reactor physics and porous media thermal-
hydraulics models.
• Knowledge was gained regarding the adequacy of different turbulence models
for the prediction of the flow and heat transfer in three dimensional smooth
and rib roughened GFR fuel rod geometries. Suggestions for future work were
given.
• Knowledge was gained of the requirements and issues related to the three di-
mensional CFD modelling of the investigated gas cooled rod geometries and
of the relevance of different heat transfer mechanisms.
From the experience gained during the work the following general recommendations
are given for experimental work intended for the validation of numerical models.
• Viewpoints of numerical modelling should be included in the planning of ex-
periments to ease the challenging model construction and simulation and to
avoid introducing additional sources of uncertainties.
• Multi-physical aspects in experiments should be considered and documented
in a reasonable detail to facilitate the use of advanced calculation approaches.
Additional notes about the author’s contribution
• The in-house DEM code used in the work described in Chapter 4 was not
programmed by the author of this thesis, although the author did minor mod-
ifications to its original source code.
• The Monte Carlo reactor physics simulations mentioned in Chapters 5 and 6
were not done by the author of this thesis.
• The thermal-hydraulic calculations mentioned in Chapter 6 were done by the
author of this thesis.
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This thesis is written as a monograph and it contains both published
and unpublished work. The articles related to this monograph are listed
below.
Peer reviewed articles with major contribution by the author
Suikkanen, H., Ritvanen, J., Jalali, P., and Kyrki-Rajamäki, R. (2014). Dis-
crete element modelling of pebble packing in pebble bed reactors. Nuclear
Engineering and Design, 273:24–32.
Rintala, V., Suikkanen, H., Leppänen, J., and Kyrki-Rajamäki, R. (2014).
Modelling of realistic pebble bed reactor geometries using the Serpent Monte
Carlo code. Annals of Nuclear Energy, Accepted.
Gómez, R., Buchholz, S., and Suikkanen, H. (2014). Experimental and numer-
ical investigation of heat transfer and pressure drop for innovative gas cooled
systems. Nuclear Engineering and Design, revised and resubmitted after minor
comments.
Suikkanen, H., Rintala, V., and Kyrki-Rajamäki, R. (2014). Development of
a coupled multi-physics code system for pebble bed reactor core modeling. In
Proceedings of HTR 2014, Weihai, China, October 27–31, 2014.
Suikkanen, H., Rintala, V., and Kyrki-Rajamäki, R. (2010). An approach
for detailed reactor physics modelling of randomly packed pebble beds. In
Proceedings of HTR 2010, Prague, Czech Republic, October 18–20, 2010.
Related articles with minor contribution by the author or no peer review practice
Suikkanen, H., and Kyrki-Rajamäki, R. (2014). Validation of RANS CFD
models for gas cooled fuel rod analyses. In THINS 2014 International Work-
shop, Modena, Italy, January 20–22, 2014.
Suikkanen, H., and Kyrki-Rajamäki, R. (2013). RANS calculations of L-
STAR/SL gas cooled smooth rod experiments. In THINS 2nd Cluster Work-
shop, Stockholm, Sweden, February 5–7, 2013.
Suikkanen, H., Ritvanen, J., Jalali, P., and Kyrki-Rajamäki, R. (2012). Mod-
eling packing of spherical fuel elements in pebble bed reactors using DEM. In
The Proceedings of the International Symposium on Discrete Element Mod-
elling of Particulate Media held at the University of Birmingham on 29–30
March 2012.
Roelofs, F., Shams, A., Hering, W., Otic, I., Papukchiev, A., Lathouwers, D.,
Pavlidis, D., Suikkanen, H., Hassan, Y., Barth, T., Niceno, B., and Cheng,
X. (2012). HTR related activities within the European Thermal-Hydraulics
for Innovative Nuclear Systems (THINS) project. In Proceedings of 6th Inter-
national Topical Meeting on High Temperature Reactor Technology HTR2012,
Miraikan, Tokyo, Japan, October 28 – November 1, 2012.
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Kyrki-Rajamäki, R., Salomaa, R., Vanttola, T., Suikkanen, H., Viitanen,
T., Penttilä, S., and Kangas, P. (2009). The Finnish Sustainable Energy
(SusEn) project on New Type Nuclear Reactors (NETNUC). In Proceedings
of 20th International Conference on Structural Mechanics in Reactor Technol-
ogy (SMiRT 20), Espoo, Finland, August 9–14, 2009.
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2 Background and state of art
The first part of this thesis documents the work that was done to establish a frame-
work for physically realistic simulation of pebble packing in PBRs and the subse-
quent utilisation of the result data in reactor physics and thermal-hydraulics anal-
yses.
There are several methods and algorithms available for the generation of dense
sphere packings. Some of them are based only on geometric parameters or might
include some simplified physical models (see, e.g., work by Jodrey and Tory (1985) or
Visscher and Bolsterli (1972)). Such algorithms can be used for generating random
packings with a minimal computational effort. Depending on the purpose for which
they are needed it might be important to verify that the packings actually have
physically realistic packing structures. This type of algorithms also have a limited
applicability and cannot be used for further dynamic analyses such as for simulating
granular flow. Methods in which the actual contact physics of the spheres are solved
and the trajectories of the individual spheres are tracked in a Lagrangian reference
frame are computationally more demanding but also more versatile and physically
realistic. There are basically two approaches for contact modelling in such methods,
either treat the spheres as hard spheres which do not overlap each other, or as soft
spheres which can overlap (Allen and Tildesley, 1987). The hard sphere model is
typically used in simulations of gases as it is more suited for dilute systems. For
dense systems, such as a packed bed of spheres in PBRs the soft sphere approach
is more suitable. The term discrete element method (DEM) basically covers both
simulation approaches but is usually used to refer to the soft sphere approach.
DEM was preferred in this work over simpler sphere packing methods because
of its versatility and capabilities to model the actual packing process and dynamic
behaviour of the pebbles. The main objective of the pebble packing studies in
this work was to be able to produce realistic pebble bed configurations that can
be utilised in further reactor physics and thermal-hydraulics analyses. Eventually
the objective is to build a coupled code system for full reactor core analyses, where
DEM simulations provide pebble bed packing data for a Monte Carlo method based
reactor physics code and a thermal-hydraulic code employing the porous medium
approach for the pebble bed. The reactor physics and thermal-hydraulics codes
then exchange power and temperature data in iterations between each other until a
converged solution is obtained.
It is important to have a sufficient understanding of the method to be able to use
the simulation tools in a valid and efficient way. Also it is good to establish proper
methods to analyse the data resulting from the simulations. These important pre-
requisites are covered first in Chapter 3. The next natural step is to move into
practice. An in-house DEM code was used in pebble packing studies of a full size
pebble bed reactor geometry. The effect of various parameters on the average pack-
ing density of the resulting pebble bed was studied and some of the result pebble
beds were investigated in detail to extract packing structure details at various spatial
scales. Also, comparisons to available experimental data were made. In the work
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presented in Chapter 5, reactor physics analyses were enhanced by producing real-
istic pebble bed configurations to be used directly in a Monte Carlo method based
criticality calculations. Finally, a description with examples is given of a method
that was developed to map discrete pebble packing data to the volume elements of
thermal-hydraulic continuum models. As a whole, these efforts cover a major part
of the work towards the above mentioned coupled multi-physics calculation system.
2.1 A brief review of related work
Experimental work on granular flow related to pebble beds was done by Kadak and
Bazant (2004) for a PBR design with a dynamic centre reflector formed of graphite
pebbles. They did pebble flow experiments in a scaled-down facility using small
plastic beads to represent the pebbles and studied the streamlines of the pebble flow
and the mixing of the moderator and fuel pebbles. In their experiments they used a
half model and a full three-dimensional model. Similar experimental work was also
done by other investigators, for example Li et al. (2009), Jiang et al. (2012) and Yang
et al. (2012) along with DEM computer simulations to compare experiments with
and provide complementing data. Pebble flow simulations with DEM was also done
before by Rycroft et al. (2006), who studied the pebble flow in a full scale reactor
geometry with a dynamic centre reflector formed of moderator pebbles. Later on,
Li and Ji (2013) did also DEM simulations on pebble flow coupled with fluid flow
calculations.
Either commercial or freely available general purpose DEM codes have been used
by most investigators. However, Cogliati and Ougouag (2006) developed the DEM
code PEBBLES specifically for PBR related analyses. It was used for simulating
the pebble packing and flow in the Chinese test reactor HTR-10 and the South
African PBMR-400 reactor designs. Earthquake simulations were also performed
with PEBBLES where DEM results were utilised in a transient neutronics analysis
(Ougouag and Cogliati, 2007; Ougouag et al., 2009). Use of DEM simulation for
studying loads on the solid centre reflector during an earthquake was also reported
by Keppler (2013) who used the EDEM software. The DEM code PEBBLES was
also used in simulations where the amount of dust produced in the German AVR was
estimated by using DEM together with wear models (Cogliati and Ougouag, 2008).
Dust generation related DEM analyses were also done by Rycroft et al. (2012) as
scaling studies to give recommendations for designing an experimental facility for
graphite dust experiments.
During the development of the South African PBMR, DEM was used to produce
data for structural, thermal-hydraulic and neutronics models, for pebble packing
and flow analyses and for estimating the loads caused by the pebble bed on the
centre reflector blocks (Mitchell and Polson, 2007; Venter and Mitchell, 2007).
Methods to generate packed pebble beds were surveyed by Ougouag et al. (2005)
and Auwerda et al. (2010). DEM is a highly accurate method as it is based on
physical models. Due to this, it is also computationally a very expensive method
for generating dense packed beds. There are also simpler algorithms for generating
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packed beds that are based only on geometrical parameters or simplified physical
models such as the one developed by Li and Ji (2012) for the fast generation of
packed pebble beds.
du Toit (2002, 2006, 2008) did extensive work to study the packing characteris-
tics of numerical pebble beds. He presented methods for analysing the radial and
axial porosity variations in annular pebble beds, analysed the the packing structure
variations of physical and numerical packed beds and compared them with litera-
ture correlations. He came to the conclusion that the packed beds obtained using
DEM can be considered as acceptable representations of real packed beds. Recently,
Auwerda et al. (2013) presented results of packing fraction measurements done with
gamma ray scanning together with comparisons to computationally generated peb-
ble beds.
Related to the utilisation of DEM results directly in Monte Carlo reactor physics
analyses of pebble beds, surprisingly not a single published work could be found.
Although, for example Monte Carlo code MCNP has capabilities to model stochastic
geometries, which has been demonstrated with pebble bed calculations by Abedi and
Vosoughi (2012), the pebbles were packed with an algorithm that does not simulate
the physical packing process. However, Forestier et al. (2008) reported pebble bed
criticality calculations performed with the Monte Carlo code MORET where the
stochastic pebble bed was produced with a dynamic packing method apparently
similar to DEM, although the details of the method were not explained in detail.
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3 Methods for discrete element simulation and
data analysis
Discrete element method (DEM), sometimes referred as distinct element method
(Cundall and Strack, 1979), is a numerical method used to solve interactions between
individually defined bodies, typically spheres. The method can be considered to be
a sub-category of molecular dynamics (Allen and Tildesley, 1987). In DEM the
spheres are typically regarded to be soft so that they can overlap each other. The
overlap distance then represents the deformation between the spheres which is the
parameter that is used to formulate contact forces. The contact force models and
numerical methods behind DEM as well as methods for analysing simulation results
are introduced below in the extent relevant to this work.
3.1 Contact of two spheres
A few useful parameters are defined as preliminaries before introducing the specific
contact force models.
Two spheres i and j are in mechanical contact with each other if
�nij = Ri +Rj � |ri � rj| > 0, (3.1)
where �n is the normal overlap distance, R is the radius of a sphere and r is the
position vector. The normal unit vector between the spheres is
nij =
rj � ri
|rj � ri| (3.2)
and their relative velocity is
vrij = vj � vi. (3.3)
The slip velocity at the contact point can be calculated from
vsij = vrij � (vrij · nij)nij + (Ri!i +Rj!j)⇥ nij, (3.4)
where ! is the angular velocity of a sphere. A tangential unit vector can then be
calculated with the slip velocity as
tij =
vsij
|vsij| . (3.5)
Considering that the spheres can have different sizes and material properties it
is useful to define effective parameters for the sphere pair. The effective radius Re↵
and mass me↵ of a sphere pair are
Re↵ =
RiRj
Ri +Rj
, (3.6)
me↵ =
mimj
mi +mj
. (3.7)
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3.2 Contact force models
When the two spheres i and j are in contact with each other the force between them
consists of a normal and a tangential component
Fij = Fnij + Ftij. (3.8)
In general, the contact forces in DEM are formulated using spring, dash-pot and
slider components. The contact force models are shown in Figure 3.1. The spring
and dash-pot represent the elasticity and viscosity of the material, respectively.
The slider component in the tangential force model represents the friction between
surfaces. The parameters in Figure 3.1 are the stiffness k, the damping coefficient ⌘
and the friction coefficient µf .
A simple linear spring and dash-pot model can be formed as
mx¨+ ⌘x˙+ kx = 0. (3.9)
Other models have been formulated, for example, by Walton and Braun (1986). In
their model different stiffnesses for the spring component in the normal contact are
used depending on whether the spheres are moving towards or away from each other.
normal force
kn
⌘n
i j
tangential force
kt
⌘t
µfi
j
Figure 3.1: Contact force model based on a spring, a dash-pot and a slider.
3.2.1 Normal force
The preferred force model in this work is the nonlinear model proposed by Tsuji et al.
(1992). Equation 3.9 can be reformulated using the previously defined parameters.
A linear normal force on sphere i is then given by
Fn = �kn�nijnij � ⌘n (vrij · nij)nij. (3.10)
The elastic part can be replaced with a non-linear force deformation relation based
on the contact theory by Hertz (1881) when the material parameters are known. The
damping part can be calculated using the model proposed by Tsuji et al. (1992).
The normal force then becomes
Fn = �kn
p
Re↵�
3/2
nijnij � ⌘n�1/4nij (vrij · nij)nij, (3.11)
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where the normal stiffness is calculated based on the material parameters E and ⌫
denoting Young’s modulus and Poisson’s ratio, respectively. The normal stiffness
can be obtained from (Pöschel and Schwager, 2005)
kn =
4
3
EiEj
Ei
�
1� ⌫2j
�
+ Ej (1� ⌫2i )
(3.12)
and the damping coefficient from (Tsuji et al., 1992; Antypov and Elliott, 2011)
⌘n =
p
5 ln (e)q
ln2 (e) + ⇡2
p
me↵knR
1
4
e↵ , (3.13)
where e is the restitution coefficient. The coefficient of restitution is typically given
a constant value, although in reality it is a function of the impact velocity (Lun and
Savage, 1986).
3.2.2 Tangential force
The tangential force on sphere i is given by (Tsuji et al., 1992)
Ft = �kt�tij � ⌘tvsij. (3.14)
However, if the following criterion is satisfied,
|Ft| > µf |Fn| , (3.15)
meaning that the spheres are sliding, the tangential force is calculated as
Ft = �µf |Fn| tij. (3.16)
When the tangential force is calculated with Equation 3.14 the tangential stiffness
is given by (Tsuji et al., 1992)
kt = 8Ge↵
p
Re↵�nij, (3.17)
where Ge↵ is the effective shear modulus given by
Ge↵ =
EiEj
2Ej (2� ⌫i) (1 + ⌫i) + 2Ei (2� ⌫j) (1 + ⌫j) . (3.18)
The tangential damping coefficient can be assumed identical with the normal
damping coefficient as suggested by Tsuji et al. (1992).
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3.2.3 Force summation
After the contact forces between all sphere pairs have been resolved, the total force
and torque on each sphere are calculated. For the sphere i the total contact force is
Fi,tot =
NX
j=1
Fij, (3.19)
where N is the number of spheres in contact with the sphere i. Similarly, the contact
torque on the sphere i is calculated as
Ti,tot =
NX
j=1
(Rinij ⇥ Ftij) . (3.20)
The translational acceleration of the sphere i can then be solved from
ai =
Fi,tot
mi
+ g, (3.21)
which includes the gravitational acceleration g. The angular acceleration is given
by
↵i =
Ti,tot
Ii
, (3.22)
where I is the moment of inertia, which in the case of a sphere is
I =
2mR2
5
. (3.23)
3.3 Time integration and simulation time step
A typical DEM simulation progresses with explicitly set constant time intervals.
There are various time integration methods that can be used to progress the simu-
lation (Kruggel-Emden et al., 2008). First order accurate forward Euler integration
is the simplest option. With this integration method the position of a sphere at the
next time step (t+�t) is calculated simply as (Kruggel-Emden et al., 2008)
ri(t+�t) = ri(t) + vi(t)�t (3.24)
and the velocity as
vi(t+�t) = vi(t) + ai(t)�t, (3.25)
where t is the time.
A more accurate and stable integration method is, for example, the velocity Verlet
algorithm. With this algorithm the position and velocity are given by (Martys and
Mountain, 1999)
ri(t+�t) = ri(t) + vi(t)�t+
1
2
a(t) (�t)2 (3.26)
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and
vi(t+�t) = vi(t) +
ai(t) + ai(t+�t)
2
�t. (3.27)
The simulation time step needs to be small enough to capture all relevant physics
but as large as possible for computational efficiency. Because the contact force is
formulated using the overlap between the spheres, a too large time step would lead
to unrealistic contact forces as the pebbles could move too much within each other
in a single time step. The contact time for two elastic spheres can be derived from
the energy balance of the collision as (Landau and Lifshitz, 1986)
ttot = 2.87
✓
m2e↵
Re↵E2e↵vr
◆ 1
5
, (3.28)
where
Ee↵ =
✓
1� ⌫2i
Ei
+
1� ⌫2j
Ej
◆�1
. (3.29)
The simulation time step then needs to be a small fraction of the total contact
time. As ttot is dependent on the relative collision velocity vr the time step needs to
be estimated based on the maximum expected velocity between spheres during the
simulation.
Another requirement for the simulation time step is related to the speed of energy
transfer in the system. Energy must not be transmitted faster in the simulation than
it would be transmitted in reality (Li et al., 2005). In DEM the dynamics of a system
consisting of multiple spheres is approximated with multiple simultaneous pairwise
interactions. This requires that the simulation time step is small enough so that
the displacement induced stresses cannot propagate further than to the spheres in
direct contact with each other (Vargas and McCarthy, 2001). Typically in DEM
simulations it is assumed that all of the energy is transferred by Rayleigh waves and
the critical time step based on the propagation of Rayleigh waves is given by
�tc =
⇡Re↵
0.8766 + 0.163⌫
r
⇢
G
, (3.30)
where ⇢ is the density of the material (Li et al., 2005).
The time step used in DEM simulations should be decided based on both of the
above constraints. In practice, a maximum value for vr can be estimated based
on the type of simulation (e.g. dropping spheres) and then later verified from the
simulation output. As the other parameters are defined before the simulation, the
contact time and Rayleigh critical time can be calculated and the smaller of these
selected as the determinative constraint. It is then typical to use a simulation time
step in the order of 10 % of the determinative time (see, e.g., Li et al. (2005)).
3.4 Data analysis methods
The packing density or packing fraction � and its opposite parameter porosity " =
1 � � are the parameters of interest in this work. Other parameters, such as the
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coordination number, characterising sphere packings are not investigated in the
context of this work. Below, data analysis methods are established to analyse the
packing density of numerical pebble beds at various spatial scales ranging from
the average packing density of the whole pebble bed to the packing fraction of an
individual pebble.
3.4.1 Average packing density
The average packing density � is calculated as the ratio of the solid volume of pebbles
and the total volume they are enclosed inside. The average packing density reveals
how densely packed the pebble bed is in general but does not give any information
regarding local packing density variations.
3.4.2 Area based packing density profiles
Profiles of packing density variations along different coordinate axis directions can
be formed to extract more detailed information of a packed bed. In a Cartesian
coordinate system it is rather straightforward to form cutting planes at regular
intervals along a coordinate axis direction, for example x, so that the plane sphere
intersection areas (circles) are calculated and summed together to give the total
solid area. The area of the solids is then divided by the total area to obtain the area
based packing density at the current position as
�A(x) =
X
i
Ai(x)
Atot(x)
, (3.31)
where the summation is taken over all pebbles i which intersect with the current
plane located at x. Ai is the intersection area of the pebble i and the cutting plane
and Atot is the total surface area of the cutting plane inside the container.
As the typical container geometry of pebble beds is cylindrical the packing density
profiles need to be calculated also in the radial direction of the cylindrical coordinate
system. In cylindrical geometries, packing density profiles in the radial coordinate
direction can be extracted with a method presented by Mueller (2010). Several
concentric cutting cylinders are formed with radii r inside the container. In this case
intersection areas between spheres and cylinders are calculated. In this work, the
radial profiles are formed only for annular geometries and thus the integral equation
presented by Mueller (2010) to calculate the intersection areas can be simplified to
Ai(r) = 4
rZ
r2i +r
2�R2i
2ri
s
R2i � r2 + 2xri � r2i
r2 � x2 rdx, (3.32)
which can be solved numerically.
When interpreting the area based packing density profiles it should be noted that
they represent areal densities which can be significantly higher than the maximum
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volumetric packing density of ⇡/
p
18 = 0.74048 for mono-sized spheres. This is
typically seen at the near wall regions where the packing is highly ordered. Area
based profiles are, however, often used to analyse the packing structures in wall
bounded packings and to compare with experimentally obtained results.
3.4.3 Local packing density
Packing densities at the scale of individual pebbles can be obtained by first forming
a three-dimensional Voronoi decomposition (Voronoi, 1907) to the pebble bed and
then dividing the pebble volume with the volume of the corresponding Voronoi
polyhedron. A Voronoi polyhedron of a pebble consists of the volume that is closer
to it than to any other pebble. An example of a Voronoi decomposition around
pebbles is shown in Figure 3.2.
There are several code implementations for calculating Voronoi volumes. The
open source software library Voro++ by Rycroft (2009) is used in this work. In
addition to normal Voronoi tessellation it is capable of forming the so called rad-
ical Voronoi tesselation which is essential if the packing consists of polydisperse
spheres. In Voro++ convex walls can be defined that cut the Voronoi volumes at
the boundaries. For non-convex walls, such as the inner wall of the annular reactor
core geometry, a specific technique utilising copied pebbles can be used to form the
boundary where the Voronoi cells are cut (see Suikkanen et al. (2014b)).
The Voronoi decomposition method can be used for pebble scale packing fraction
(denoted by �vor) analyses.
Figure 3.2: Spheres surrounded by their Voronoi tessellation.
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4 Pebble packing studies for an annular reactor
core geometry
DEM simulations were performed where selected parameters were varied to find out
their effect on the packing density of the resulting pebble bed after compaction in
the packing simulation. Main motivation in these studies was to gain experience
on how to produce numerical pebble beds that have a pre-specified average pack-
ing density and also how to analyse them in more detail using the data analysis
methods introduced in Chapter 3. Another objective was to test the performance
of an in house DEM code, which was designed specifically for cylindrical pebble bed
geometries.
The DEM simulations were done for an annular cylinder geometry representing
a real size PBR core with a solid centre reflector. A total of 450,000 pebbles were
compacted inside the geometry in the simulations. The investigated parameters
included the friction and restitution coefficients and the packing density of the initial
pebble column before it was collapsed inside the reactor geometry. In addition,
the effect of pebble size distribution was studied. A comparison with available
experimental data was also done to add confidence to the results obtained with the
code. In addition to this thesis, this work has also been discussed in Suikkanen et al.
(2014b).
Several DEM implementations exist from general purpose codes to highly spe-
cialised tools and from commercial closed source software to free to use open source
codes. The DEM code used in these simulations is an in-house implementation of
the method described in Chapter 3. It is written in C++ and parallelised using
OpenMP directives to utilise multicore processors on a single computing node. The
link cell neighbour search algorithm (see e.g. Pöschel and Schwager (2005)) in the
code uses a cylindrical coordinate system making it more optimised for cylindrical
geometries typical for PBRs.
4.1 Calculation model
An annular container geometry representing the core of the PBMR-400 reactor de-
sign (Venter and Mitchell, 2007) was defined with the inner and outer radii of the
annulus having the dimensions specified for the real reactor geometry. The con-
stant parameters and material properties used in the model are given in Table 4.1.
Contrary to the real reactor geometry where the bottom of the core cavity would
transform into narrow pipes for pebble outlet, a flat bottom plate was defined. There
is no data openly available regarding the details of the bottom geometry and also the
domain of interest in this work was the main core region. For the packing density
analysis the bottom and also the top regions of the packings were excluded so that
the obtained results represent the region unaffected by the bottom wall boundary
and the free surface at the top of the pebble bed. This way the results are compara-
ble between each other as exactly the same bed height is considered. The analysed
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region starts from 10 pebble diameters and ends to 160 pebble diameters above the
bottom plate.
The simulations were started with an initial dilute configuration inside the an-
nulus generated with a random number generator algorithm. The initial column
contained all of the pebbles and it was checked that no overlaps between them ex-
isted. In the DEM simulation the initial configuration of pebbles was collapsed
due to gravitational force and the pebbles settled into a dense static packing. This
packing method does not replicate the actual packing process that would be used to
fill the reactor cavity but it was considered a suitable compromise between realism
and computational effort. Dropping a huge number of pebbles individually from
feed locations realistically would require prohibitively long simulations. Based on
the time step requirements discussed in Chapter 3 a time step size of 5 · 10�6 s was
selected for the packing simulations.
The effect of the packing density of the initial configuration �init, the friction and
restitution coefficients µf and e, respectively, and the pebble size distribution were
investigated. The maximum initial packing density that was investigated was 0.25,
which is already close to the densest packing that can be produced with the packing
algorithm in a reasonable time. Friction and restitution coefficients were both varied
from 0.01 to 0.99 and the same values were used between a pebble and a wall as
between the pebbles. The restitution coefficient affects how much of the kinetic
energy is conserved in contacts between the pebbles. In the final set of simulations
the effect of the pebble size distribution was investigated in the range that should
cover size differences arising from manufacturing tolerances. The same number of
pebbles was used as in the other simulations but their radii was defined based on
a mean value and a standard deviation � so that the pebble radii were normally
distributed. The mean value was the same radius that was used for the mono-sized
pebbles and the standard deviation of R was varied from 0.01 mm to 1 mm. The
list of values used for the variable parameters is given in Table 4.2. The base values
which are in bold typeface were considered to represent somewhat realistic values
for graphite pebbles. When one of the three parameters (�init, µf or e) was varied,
the other two were kept at this base value.
Table 4.1: Parameters used in the DEM packing simulation.
Parameter Symbol Value
Container inner radius Rinner 1.00 m
Container outer radius Router 1.85 m
Number of pebbles N 450,000
Pebble (mean) radius R 30 mm
Pebble density ⇢ 1,857 kg/m3
Pebble Young’s modulus E 10 GPa
Pebble Poisson’s ratio ⌫ 0.13
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Table 4.2: Parameters varied in the packing simulations.
Constant radius Normally distributed radius
�init µf e � [mm]
0.10 0.01 0.01 0.01
0.15 0.05 0.10 0.10
0.20 0.10 0.20 1.00
0.25 0.20 0.30
0.30 0.40
0.40 0.50
0.50 0.60
0.60 0.70
0.70 0.80
0.80 0.90
0.90 0.95
0.99 0.99
4.2 Packing simulation results
The packing simulations were run until the pebbles had formed a static column
inside the annulus. The kinetic energy of the pebble system was monitored during
the simulations to determine when a static state had been achieved. While the time
needed to obtain a static packing was dependent on the investigated parameters,
such as the restitution coefficient, roughly 5,000 CPU hours were required to obtain
a static packing. The simulations were performed using various computer resources
but mostly utilising 16 parallel tasks in a computer cluster with Intel Xeon E5-2660
processors.
4.2.1 Comparisons with experimental data
A comparison with experimental data was made to increase confidence in the results
obtained with the in-house DEM implementation. Experimental results presented
by du Toit (2008) were used as they are for the same annular geometry as was used
in the simulations. The experiments PBR-1 and PBR-2 were performed in a scaled
facility representing PBMR-400 core geometry using lead spheres. Radial packing
density profiles were extracted with a method described by Goodling et al. (1983).
The influence of the bottom boundary and the free surface at the top were excluded
similarly as was done with the numerical pebble beds in this work. The results by du
Toit (2008) were presented as porosities " which were converted to packing densities
by noting that � = 1� ".
Numerically obtained pebble beds with the same bulk packing densities, that is,
average packing density between 5 and 9 pebble diameters in the radial direction,
were selected for comparison. The radial packing density profiles resulting from the
DEM simulations are compared with the experimental profiles in Figure 4.1. As can
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be seen, the wall region oscillations are matching with a relatively good accuracy
considering the scatter in the experimental data. The scatter is visible in the bulk
region especially in the experiment PBR-1. According to du Toit (2008) the amount
of scatter is within a typical range of the experimental method which was used to
obtain the results.
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Figure 4.1: Comparison of radial packing density profiles of calculated pebble beds with experi-
mental data by du Toit (2008) (Suikkanen et al., 2014b).
4.2.2 Average packing densities
The initial packing density of the pebble column had a small effect on the resulting
pebble bed. With the most dilute initial configuration (�init = 0.10) the densest
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packing of � = 0.630 was obtained. When �init was increased the packing density of
the final pebble bed decreased slightly. Value of � = 0.628 was obtained with the
highest initial density �init = 0.25. The effect is explained by the potential energy
difference between the initial states. The more dilute the initial configuration is, the
higher the pebble column and its potential energy. However, the density difference
is quite small and a longer simulation is needed for a higher column to settle.
Friction coefficient is affected by various things, such as the gas atmosphere and
dust between the pebbles (Xiaowei et al., 2010). Thus it is a parameter that varies
significantly between the contacts. The effect of friction coefficient to the packing
density was examined between 0.01 and 0.99. The results are shown in Figure 4.2.
It can be seen that with values higher than approximately 0.4 the friction coefficient
does not have much effect on � and its value is approximately 0.628. However,
below 0.4 when approaching zero friction, the packing density starts to increase as
the pebbles slide between each other more easily. The maximum value of � = 0.632
was obtained with µf = 0.01. Although the friction coefficient has a relatively small
effect when generating a static packing, it can be assumed to be a very important
parameter when simulating the flow of pebbles as noted, for example, by Yang et al.
(2012).
From the investigated parameters the restitution coefficient was found out to have
the strongest effect on the resulting packing density. These results are also shown
in Figure 4.2. The packing density varied from 0.620 obtained with a small value of
e = 0.01, to 0.636 obtained with e = 0.99. When e is small the pebble bed stabilises
faster resulting in a relatively dilute configuration. As e is increased the packing
density increases steadily at first and then steeply when approaching e = 1.
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Figure 4.2: Effect of the friction and restitution coefficients to the average packing density.
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The series of simulations that was run with pebbles having a size distribution did
not result in any differences in the � until the standard deviation of R was increased
to 1 mm. With standard deviation below 1 mm the resulting � was 0.628. With a
standard deviation of 1mm, � = 0.629 was obtained. Thus, the small size differences
that can be expected due to manufacturing tolerances of the pebbles would not seem
to have much effect on the packing density.
The results show the effect of the investigated parameters on the packing density
of the annular pebble bed when the packing is formed by collapsing an initial dilute
configuration by gravity. The parameters, especially e can be tuned to result in a
pebble bed with a desired average packing density. Based on the results obtained
varying the friction and restitution coefficients, an additional packing was simulated
with the aim of constructing a very dense packing. By using values of µf = 0.01 and
e = 0.99 a very dense packing with � = 0.638 was obtained.
4.2.3 Local packing structures
Pebble beds with significantly different average packing densities were selected for a
more detailed packing structure analysis. Pebble beds with � = 0.620, � = 0.628 and
� = 0.636 which correspond to cases with the varied values of e = 0.01, µf = 0.99
and e = 0.99 (see Table 4.2), respectively, were selected.
Packing density variations in the radial direction were calculated using the area
based method described in Chapter 3. The packing density profiles are shown in
Figure 4.3 for the three selected pebble beds. First of all, one can observe the effect of
the walls as oscillations propagating from five to six pebble diameters from the walls.
As the total width of the annulus is only slightly over 14 pebble diameters, more
than two thirds of the pebble bed thickness belong to the wall affected region. When
comparing the profiles of the packings with different average densities between each
other it can be seen that the amplitude of the oscillations increases as the average
density increases. Also, the oscillations seem to propagate slightly further away from
the walls in the case of high densities.
To investigate the packing structures of the pebble beds at the scale of individ-
ual pebbles, the Voronoi decomposition method described in Chapter 3 was used
to extract local packing densities. The probability density functions showing the
distribution of the Voronoi based packing fractions are plotted in Figure 4.4 and the
result for the two extremes (� = 0.620 and � = 0.636) are visualised for a small
region of pebbles in Figure 4.5. The increase in the average density can be seen as
a shift towards right in the density function plot and as an increase of ordered or
"crystallised" clusters of pebbles near the walls.
The data obtained from the Voronoi decomposition was also used to plot radially
averaged packing density "maps" which show the variations in the axial z and cir-
cumferential ✓ directions and reveal more information about local densification. The
maps were produced for the full packing (Figure 4.6) and for slices with a thickness
of two pebble diameters for the centre region (Figure 4.7) and the inner (Figure 4.8)
and outer (Figure 4.9) wall regions. The increase in � is seen as a general darkening
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of the colour. Based on especially Figure 4.6, it seems that the most dilute pebble
bed has a clear decrease in the packing density towards the top of the column while
the other two pebble beds seem to be more homogeneous. Individual darker regions
start to form into bigger clusters as � increases. These can be localised mostly into
the near wall regions when looking at Figure 4.7, 4.8 and 4.9, as the centre regions
appear to be relatively homogeneous. In general, the near wall regions are more
dilute than the centre region but the local densifications are more pronounced.
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Figure 4.3: Area based radial packing density profiles for annular pebble beds with different
average packing densities (Suikkanen et al., 2014b).
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Figure 4.4: Probability density functions for three pebble beds with different average packing
densities (Suikkanen et al., 2014b).
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Figure 4.5: Small sections of the pebble beds with � = 0.620 (top) and � = 0.636 (bottom) with
pebbles coloured by their local packing fractions obtained after a Voronoi decomposition.
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Figure 4.6: Radially averaged packing density maps for pebble beds with different average pack-
ing densities based on the pebble scale packing fractions obtained from Voronoi decomposition
(Suikkanen et al., 2014b).
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Figure 4.7: Radially averaged packing density maps for pebble beds with different average pack-
ing densities based on the pebble scale packing fractions obtained from Voronoi decomposition
(Suikkanen et al., 2014b). Data of a slice with a thickness of 4R extracted from the centre of the
annulus.
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Figure 4.8: Radially averaged packing density maps for pebble beds with different average pack-
ing densities based on the pebble scale packing fractions obtained from Voronoi decomposition
(Suikkanen et al., 2014b). Data of a slice with a thickness of 4R extracted from the annulus inner
wall region.
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Figure 4.9: Radially averaged packing density maps for pebble beds with different average pack-
ing densities based on the pebble scale packing fractions obtained from Voronoi decomposition
(Suikkanen et al., 2014b). Data of a slice with a thickness of 4R extracted from the annulus outer
wall region.
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5 Enhancing neutronics analyses with realistic
pebble packing data
Packed pebble beds obtained from DEM simulations were used to demonstrate the
stochastic geometry capabilities of the reactor physics code Serpent, especially for
PBR calculations. Serpent is a continuous energy Monte Carlo code developed
at VTT Technical Research Centre of Finland with specific features that make it
especially well suited for pebble bed calculations (Leppänen, 2007).
One major advantage of Monte Carlo method based reactor physics codes over
deterministic ones is the possibility to define the calculation model geometry in
a very high level of detail. In addition, the method scales efficiently for parallel
computation. With the increase in computational power and availability of parallel
computing it has become a very attractive method for PBR related analyses, where
the geometrical details range from the millimetre scale coated particles randomly
dispersed inside the fuel pebbles to the scale of the reactor core where the pebbles
are as well in a random configuration. In Monte Carlo models it is possible to
define this full scale of geometric details. However, due to the enormous number of
geometric entities, the fuel particles inside the pebbles and the pebbles inside the core
have traditionally been defined in regular lattice configurations to have an adequate
computational performance for the neutron tracking. Even experiments have been
done in the past with regularly stacked pebbles to allow direct comparison with
calculations. As an example, Difilippo (2003) performed Monte Carlo calculations
with the code MCNP of criticality experiments that were done in the PROTEUS
facility for regularly stacked pebble beds.
The regular lattice approach, however, is an approximation of the real configu-
ration. It does not include the effects of randomness in the calculations which can
result in unrealistic neutron streaming effects (Lieberoth and Stojadinović, 1980)
and typically results in clipping the particles/pebbles at the boundaries unrealis-
tically. Various methods have been used to overcome these issues. To introduce
stochasticity, methods have been developed such as the stochastic geometry model
implemented into MCNP (Brown and Martin, 2004) where the regular lattice is re-
tained but the geometry object inside is translated within the bounds of the lattice
cell. Another approach is to sample fuel particles from a probability distribution
during the transport of a neutron (Murata et al., 1997). A simple solution for
the clipping issue is to leave the lattice cells intersecting with bounding surfaces
empty (Şeker and Çolak, 2003). However, the recommended approach in Serpent
is to define the stochastic positions of the fuel particles and the pebbles explicitly
beforehand. Serpent uses specific methods, such as the Woodcock delta tracking
(Leppänen, 2010) and a search mesh for fuel particles and pebbles (Rintala et al.,
2014), which make the computational effort feasible despite the enormous number
of individually defined geometrical entities.
Criticality experiments performed in the ASTRA facility in the Russian Research
Center (RRC) Kurchatov Institute between 2003 and 2004 and documented by
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Ponomarev-Stepnoi et al. (2008) were calculated with Serpent. Stochastic peb-
ble bed configurations for the Serpent calculations were constructed with discrete
element packing simulations. Because of the rather complicated container geometry
with detector channels and a control rod channel inside the pebble bed, the in-house
DEM code that was used in the work presented in Chapter 4 was not used due to its
limitations in defining wall boundaries. Implementing the code with a more general
wall definitions was not deemed worthwhile in this context. Rather, two different
open source DEM codes were tested, namely ESyS-Particle and LIGGGHTS, both
which support wall geometries constructed from triangles.
Packing simulations were first done with ESyS-Particle and the resulting pebble
bed configurations were used as inputs in the Serpent calculations. However, as
the packing simulations did not result in quite as dense packings as described for
the experimental setup, the study was later revisited and new enhanced packing
simulations were done with LIGGGHTS. The investigations performed using ESyS-
Particle have been discussed also in Suikkanen et al. (2010) and the LIGGGHTS
simulations in Rintala et al. (2014).
5.1 Discrete element simulation codes
ESyS-Particle (Abe et al., 2004), formerly known with the names Lattice Solid
Model and LSMEarth, is a code developed at the Centre for Geoscience Computing
at the University of Queensland. ESyS-particle has been developed for geo-scientific
research and thus includes specific models, such as bonded particles, useful for rock
fragmentation studies. The code can, however, be used also for sphere packing and
flow simulations.
LIGGGHTS (LAMMPS improved for general granular and granular heat transfer
simulations) (Kloss et al., 2012) is a DEM code built on top of the molecular dy-
namics code LAMMPS (Large-scale atomic/molecular massively parallel simulator)
(Plimpton, 1995). LIGGGHTS is maintained by DCS Computing GmbH. The de-
velopment of LIGGGHTS aims at improving the basic DEM simulation capabilities
in LAMMPS to make it a suitable tool for industrial applications. Compared to
ESyS-Particle the approach in LIGGGHTS development is more towards a general
purpose DEM tool.
In addition to a more flexible definition of boundary wall geometries, the two open
source DEM codes have several useful features and modelling capabilities that have
not yet been implemented to the in-house DEM code used in Chapter 4. Both open
source codes have domain decomposition based MPI (message passing interface)
parallelisation while the in-house code has a shared memory parallelisation limiting
the distribution of parallel tasks to a single multi-core computing node. With the
MPI parallelisation ESyS-Particle and LIGGGHTS simulations can be distributed
also between several nodes making their performance potential greater than that of
the in-house DEM code. Both codes also come with several interaction laws and
models and are thus more versatile tools for DEM simulations in general. This is
especially true with LIGGGHTS as it is built on top of the widely used LAMMPS
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molecular dynamics code and includes all its features and efficient algorithms. With
a wider user and developer base they are also more extensively verified and validated
than the in-house code.
5.2 ASTRA packing simulation models
The ASTRA facility used in the experiments at RRC consisted of a steel cylinder
inside which graphite blocks were assembled to form bottom, side and centre reflector
regions so that an octagonal annular cavity was formed (Ponomarev-Stepnoi et al.,
2008). A variable number of pebbles were then poured inside the cavity depending
on the experiment. Several small diameter metallic tubes were fixed inside the
cavity between the pebbles for measurement instrumentation. One larger tube was
also located inside the cavity to house a control rod. The wall geometry that was
built for the DEM packing simulations is shown in Figure 5.1. It includes all the
details of the experimental configuration, such as the instrumentation and control
rod tubes. However, the projections on top of the bottom reflector graphite blocks
were not included in the simulations with ESyS-Particle but were added to the
later model used in the simulations with LIGGGHTS. For both DEM codes the
wall geometry can be defined using interconnected triangles. For ESyS-Particle the
wall geometry was constructed manually and written in the correct format into
a file using MATLAB, while the LIGGGHTS geometry with the more complex
bottom boundary was built using the Gambit meshing software by ANSYS Inc. and
imported to LIGGGHTS in STL (stereolithography) format.
Ponomarev-Stepnoi et al. (2008) did not explain the details of the core loading
process so it was assumed that the core was loaded by dropping the pebbles from
some kind of feed tubes. Also the surface of the core was most likely flattened to
get an even core height throughout the cavity. In the ESyS-Particle simulations
the same packing method as described in Chapter 4 was used, that is, an initial
dilute configuration of pebbles was sampled inside the geometry and let to compact
due to the gravitational force. To get an even surface, more pebbles were initially
compacted than in the actual critical configurations and a number of top pebbles was
removed so that the number of remaining pebbles corresponded to that of the specific
critical configuration. In the later simulations with LIGGGHTS it was decided to
mimic a real loading process by dropping the pebbles from specified feed locations.
Four inlet locations were defined in the north-east, south-east, south-west and north-
west parts of the geometry from which pebbles were dropped into the cavity. It was,
however, noticed that both packing methods produced slightly too high pebble beds,
that is, too dilute packings, which would suggest that some additional measures were
done in the experiments to achieve a denser packing than would result from simply
dropping the pebbles from the top of the container. Regardless of the deviation from
the core heights of the experimental configurations, the pebble beds obtained from
the ESyS-Particle simulations were used in the subsequent Serpent calculations as
such.
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Figure 5.1: ASTRA wall geometry used in the DEM packing simulations. Pebbles were packed
inside the annulus between the centre and side reflectors. The in-core control rod channel is shown
as a big black circle while the small black dots mark the detector channels. The grey circles
represent the 14 mm high ring-shaped projections on top of the bottom reflector blocks included
in the simulations with LIGGGHTS.
In the LIGGGHTS simulations, however, in addition to including the above men-
tioned structures to the bottom boundary which affect the packing of the pebbles,
the domain walls were subjected to a high frequency oscillating motion after the
compaction of the initial packing. This was done to obtain denser pebble beds as
vibration induces additional densification in the packing (An et al., 2009). Thus, for
the construction of the ASTRA configurations the LIGGGHTS simulation had four
phases. In the first phase, 36,000 pebbles were packed inside the cavity by dropping
them from the inlets. In the second phase, the pebble bed was vibrated for a suitable
amount of time. In the third phase, a number of top pebbles was removed so that
the number of remaining pebbles was that of the particular experimental configu-
ration. This way an even top surface was obtained. In the fourth phase the DEM
simulation was continued to let the modified pebble bed relax to a stable state.
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In total five critical configurations were calculated. The last ASTRA configura-
tion had a top reflector made of graphite pebbles so that a thin plate was separating
the fuel and the moderator pebbles. In the packing simulations an additional wall
was defined on top of the highest fuel pebble of the fourth core configuration and a
layer of moderator pebbles was formed on top of it in the same way as the fuel peb-
ble configurations were formed. The number of pebbles used in each configuration
is given in Table 5.1.
Values as given by Ponomarev-Stepnoi et al. (2008) were used for pebble densities
and diameters. A Gaussian distribution of pebble diameters using the mean value
and the standard deviation was used. The small variation in the pebble diameters
was not considered to have any real effect in either the DEM packing simulation
(as found out in Chapter 4) or the subsequent reactor physics calculation but it
was included to emphasise that each pebble can be made unique also in the reactor
physics model. The densities were used to calculate the mass of each pebble and for
the fuel pebbles the density was that of the homogenised mixture of fuel particles
and graphite. For other material properties, realistic values were used as suggested,
for example, by Xiaowei et al. (2010) for the friction coefficient. All properties of
the pebbles are given in Table 5.2.
Table 5.1: Number of fuel and moderator pebbles in the ASTRA critical configurations.
Core No. 1 2 3 4 5
Fuel/moderator pebbles 16,897 20,287 27,671 30,432 30,432/9,512
Table 5.2: Parameters used for the pebbles in the DEM packing simulations of the ASTRA
critical configurations.
Parameter symbol Value Unit
Fuel and moderator pebble diameter dp 5.985± 0.002 cm
Fuel pebble density ⇢p 1,908 kg/m3
Moderator pebble density ⇢m 1,681 kg/m3
Young’s modulus E 10 GPa
Poisson’s ratio ⌫ 0.3 -
Restitution coefficient e 0.9 -
Friction coefficient µf 0.3 -
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5.3 ASTRA packing simulation results
The packing simulation where 32,000 pebbles were compacted with ESyS-Particle
took roughly 48 CPU hours with four parallel tasks on an Intel Core i7 processor.
A time step size of 1 · 10�5 s was used in the simulations. In the LIGGGHTS
simulations, four parallel tasks on an Intel Xeon E5-2660 processor were utilised and
the total time to compact the initial 36,000 pebbles inside the ASTRA geometry took
42 CPU hours when using a time step size of 5 · 10�6 s. Some additional simulation
time was then needed to vibrate and stabilise the pebble beds to obtain the individual
packing configurations used in the subsequent reactor physics calculations.
The core height in the ASTRA experiments was determined by using a measuring
device with a square metal plate that was lowered to the surface of the pebble bed
(Ponomarev-Stepnoi et al., 2008). The height was determined as the distance from
the top of the bottom reflector projections to the surface of the pebble bed. The
height was taken as an average of measurements from eight positions. A similar
approach was used to determine the average height of the simulated pebble beds so
that the average height was determined based on eight locations. As the bottom
reflector was smooth in the ESyS-Particle simulations, the height of the projections
was subtracted from the heights of the simulated configurations to get comparable
values. In the LIGGGHTS results the core heights were measured from the top of
the projections as in the experiments.
For visualisation, a pebble bed obtained from a DEM simulation is shown in Fig-
ure 5.2. The core heights of the pebble beds obtained from the DEM simulations are
given in Table 5.3 along with the core heights of the experimental configurations. As
can be seen, the ESyS-Particle results differ quite significantly from the experimental
configurations. The first configuration with the smallest number of pebbles is closest
to the experimental one. The last simulated configuration which includes the top
reflector spheres is over 1.1 pebble diameters higher than the experimental configu-
ration. With the procedure used in the LIGGGHTS simulations, results matching
within the measurement uncertainty were obtained for all core configurations.
Table 5.3: Heights of the ASTRA pebble bed configurations in the five experiments and as
obtained from the DEM simulations with ESyS-Particle (Suikkanen et al., 2010) and LIGGGHTS
(Rintala et al., 2014). All heights are in centimetres. For the experimental configurations also the
measurement uncertainty is given. The relative differences between the experimental cores and the
calculated cores are given as percentages.
Experiment ESyS-Particle LIGGGHTS
Core No. Height Height Difference Height Difference
1 179.36± 0.53 180.32 0.54 179.52 0.09
2 214.14± 0.53 216.31 1.01 214.04 �0.05
3 291.59± 0.48 294.36 0.95 291.57 �0.01
4 320.05± 0.41 323.45 1.06 319.92 �0.04
5 421.58± 0.19 428.43 1.62 421.46 �0.03
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Figure 5.2: A pebble bed corresponding to ASTRA core configuration 1 with 16,897 pebbles
calculated with the DEM code LIGGGHTS.
Compared to the annular pebble bed geometry investigated in Chapter 4 it is
somewhat more challenging to examine the packing structure of the ASTRA pebble
bed configurations. Although replicating the idea of a pebble bed reactor with a
solid centre reflector, the ASTRA annulus is formed of octagonal instead of circular
shapes. In addition, there are recesses in four sides of the outer reflector and the
control rod and detector channels inside the pebble bed which disrupt the packing.
Due to these features it is not feasible to form packing density profiles in the radial
direction the same way that was done in Chapter 4. Instead, a smaller region
of pebbles on the opposite side of the control rod was extracted, for which the
area based packing density distribution between the inner and outer reflector walls
was calculated. Also, to see how the inclusion of the graphite block projections at
the bottom boundary affect the packing, packing density profiles were calculated
in the axial direction. Although, in addition the Voronoi volume based packing
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densities could be obtained, the complicated wall geometry of ASTRA still presents
a challenge as how to cut the Voronoi cells properly at the boundaries. In Chapter 6,
a method is developed that can be used to study packing structures inside more
complex container geometries. The method was tested with the ASTRA geometry
and the result is shown in Figure 6.10.
The packing density profiles between the inner and outer walls extracted from
both, ESyS-Particle and LIGGGHTS simulation results of the ASTRA core config-
uration 1 are shown in Figure 5.3. There are only slight differences between the two
profiles, most notably near the inner wall. Perhaps the most interesting observation
that can be done from both of the profiles, however, is that the packing density
oscillations caused by the bounding walls are seen throughout the whole width of
the pebble bed. It was noted in Chapter 4 that the walls affect the packing ap-
proximately 5dp from the wall. As the width between the walls in this case is less
than 6.5dp there is not enough space for the packing to stabilise before it is already
affected by the opposite wall. Therefore the packing inside the ASTRA cavity is
highly ordered.
Packing density profiles in the axial direction are presented in Figure 5.4. The
effect of the bottom structures is clearly visible. There is a small peak at the height
of the projections (0.23dp) and there are clear differences in the shapes of the profiles.
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Figure 5.3: Area based packing density profiles in the y coordinate direction of the ASTRA core
configuration 1. Profiles are for a column of pebbles extracted from the opposite side of the control
rod channel. The plotting direction is from the outer reflector wall (y = 0) to the inner reflector
wall. The column width and height are approximately 9dp and 21dp, respectively and the pebbles
were extracted approximately 5dp away from the bottom and top boundaries.
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Figure 5.4: Area based packing density profiles in the axial direction for the bottom region of
the ASTRA core configuration 1 showing the effect of the bottom reflector projections included in
the LIGGGHTS simulations but not in the ESyS-Particle simulations.
5.4 Feedback from reactor physics calculations
The pebble bed configurations produced in the DEM simulations were provided
as inputs for the criticality calculations with Serpent. Importing pebble position
data to Serpent is straightforward. The data is imported in a text file containing
the pebble centre coordinates, radii and "universes" in separate columns. Data is
typically exported in a similar format from a DEM simulation by default.
The Serpent model of ASTRA used in the criticality calculations was as detailed
as was practical to construct from the data provided by Ponomarev-Stepnoi et al.
(2008). In addition to the realistic pebble beds produced in DEM simulations, the
coated fuel particles inside the pebbles were sampled random positions using a ran-
dom number generation algorithm. A total of 10 different fuel particle configurations
was generated and these were distributed randomly among the pebbles. Despite the
vast number of details the Monte Carlo calculations did not require insurmountable
computational resources or computing time due to the specific features of Serpent
discussed before. The Serpent calculations were performed with a computer cluster
consisting of Intel Xeon E5-2660 processors and typically 64 parallel tasks were used.
The total CPU time was case dependent but no more than 300 hours for any case.
Calculation times with random pebble beds have been found out to be only 10 %
or less longer than when using a regular lattice for the fuel particles and spheres
(Rintala et al., 2014).
Serpent results calculated with JEFF-3.1.1 cross section library are given in Ta-
ble 5.4 and those calculated with TENDL-2012 and JENDL-4 are given in Table 5.5.
The Serpent models using pebble beds from ESyS-Particle and LIGGGHTS simula-
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tions had some slight differences between each other in addition to different densities
of the pebble beds, such as the bottom reflector structures that were included only in
the calculations with LIGGGHTS pebble beds. Thus, the differences in the Serpent
results between the ESyS-Particle and LIGGGHTS pebble beds are not solely due
to the differences in the packing densities. However, there is a difference in the ef-
fective multiplication factor ke↵ as large as 300 pcm between the ESyS-Particle and
LIGGGHTS pebble beds in the core configuration 4, which is undoubtedly mostly
because of the different core heights. Still it cannot be determined, what is exactly
the effect of having a more dense pebble bed, as a part of the effect comes from the
relative position difference between the control rods and the pebble bed.
Table 5.4: Results of the criticality calculations with Serpent using JEFF-3.1.1 cross section
library and pebble beds from ESyS-Particle (Suikkanen et al., 2010) and LIGGGHTS (Rintala
et al., 2014) packing simulations compared with the experimental results and sample calculations
(Ponomarev-Stepnoi et al., 2008) with the MCU code using DLC/MCUDAT-2.2 cross sections.
ke↵ ± 1� ke↵ ± 1� ke↵ ± 1�
ke↵ ± 1� sample results ESyS core LIGGGHTS core
Core experiment MCU-REA1 Serpent Serpent
1 1.0000± 0.0036 0.9912± 0.0005 1.01052± 0.00008 1.00805± 0.00008
2 1.0000± 0.0036 0.9936± 0.0005 1.01040± 0.00008 1.01038± 0.00008
3 1.0000± 0.0036 0.9977± 0.0005 1.01086± 0.00008 1.01216± 0.00008
4 1.0000± 0.0036 0.9989± 0.0005 1.01005± 0.00008 1.01305± 0.00008
5 1.0000± 0.0036 1.0006± 0.0005 1.01096± 0.00008 1.01403± 0.00008
Table 5.5: Results of the criticality calculations with Serpent using TENDL-2012 and JENDL-4
cross section libraries and pebble beds from LIGGGHTS packing simulations (Rintala et al., 2014)
compared with the experimental results and sample calculations (Ponomarev-Stepnoi et al., 2008)
with the MCU code using DLC/MCUDAT-2.2 cross sections.
ke↵ ± 1� ke↵ ± 1� ke↵ ± 1�
Core ke↵ ± 1� sample results TENDL-2012 JENDL-4
No. experiment MCU-REA1 Serpent Serpent
1 1.0000± 0.0036 0.9912± 0.0005 0.99922± 0.00008 0.98963± 0.00008
2 1.0000± 0.0036 0.9936± 0.0005 1.00256± 0.00008 0.99292± 0.00008
3 1.0000± 0.0036 0.9977± 0.0005 1.00537± 0.00008 0.99520± 0.00008
4 1.0000± 0.0036 0.9989± 0.0005 1.00633± 0.00008 0.99620± 0.00008
5 1.0000± 0.0036 1.0006± 0.0005 1.00772± 0.00008 0.99726± 0.00008
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The absolute values of the multiplication factor in the Serpent calculations had a
strong dependence on the used material library. Multiplication factors above unity
were obtained with JEFF-3.1.1 and below unity with JENDL-4 material libraries.
Calculations with TENDL-2012 library resulted in ke↵ values in between these. By
replacing the graphite library in TENDL-2012 with that used in JENDL-4, the dif-
ference in the results between TENDL-2012 and JENDL-4 practically disappeared.
This strongly suggests that graphite cross sections are the main cause for the differ-
ences obtained with different material libraries (Rintala et al., 2014).
The results obtained using the pebble beds from LIGGGHTS simulations are
more in line with the results of the reference Monte Carlo calculations with the
MCU code (Ponomarev-Stepnoi et al., 2008) than those obtained using the more
dilute pebble beds from ESyS-Particle simulations. Both, the reference calculation
results and the Serpent calculation results with LIGGGHTS pebble beds have an
increasing trend in the multiplication factor as the core height increases. In the
reference calculations this was explained to be mostly due to using a regular lattice
representation for the pebbles and fuel particles. The Serpent calculations with a
more realistic geometric representation have the same increasing trend between the
cases, which suggests that the regular lattice representation is at least not the main
cause.
The use of DEM to obtain randomly packed pebble beds adds realism to the
Monte Carlo reactor physics analyses as it removes two issues encountered with the
modelling of pebble beds. First, additional artificial neutron streaming paths will
not be introduced to the model when using the random configuration of pebbles
instead of an ordered lattice. Second, pebbles are not clipped at the boundaries nor
are any additional measures required to organise the pebbles near the boundaries
to avoid clipping and ensure correct amount of materials in the domain. By using
DEM it is possible to fill even complicated geometries, such as the demonstrated
ASTRA case, with a correct number of pebbles. With additional measures in the
DEM packing simulation, such as shaking the configuration or altering modelling
parameters (see Chapter 4), it is possible to obtain a packing density corresponding
to the experiments or otherwise specified values.
Some simpler algorithms are capable of producing stochastic pebble beds with
packing density profiles in a good agreement with those obtained from DEM simu-
lations and experiments (see, e.g., Auwerda et al. (2010)). Thus, equally accurate
results can be expected from reactor physics calculations utilising pebble beds pro-
duced with such algorithms as with DEM. Also, the small overlaps between the
pebbles in DEM results can be troublesome for some reactor physics codes and it
might be necessary to use a packing method resulting in non-overlapping spheres.
Although the overlaps are not problematic for Serpent, they lead to a small loss
of material in Serpent calculations. However, this loss of graphite was quantified
(see Suikkanen et al. (2010)) to be so small that it has a negligible effect in reactor
physics calculations.
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6 Mapping discrete pebble bed data to continuum
volume elements
A novel method was developed to extract three dimensional porosity data of pebble
beds obtained from DEM simulations directly to the calculation mesh elements of
the volume averaged thermal-hydraulic models where the governing equations of
fluid flow and heat transfer have been formulated for mesh elements with a porosity
". This was done for the purpose to develop a code system coupling a Monte Carlo
reactor physics code with a thermal-hydraulic solver, both using pebble packing data
resulting from a DEM simulation.
For example, in the porous media model in the CFD code ANSYS Fluent (ANSYS
Inc., 2013b) the continuity and momentum equations are
@
@t
("⇢f) +r · ("⇢fv) = 0 (6.1)
and
@
@t
("⇢fv) +r · ("⇢fvv) = �"rp+r · ("⌧ ) + "FB �
✓
"2µ
K
v +
"3C
2
⇢f |v|v
◆
, (6.2)
where t is the time, ⇢ is the density, v is the velocity vector, p is the pressure, ⌧
is the stress tensor, FB represents the body forces, µ is the dynamic viscosity, K
is the permeability and C is the inertial resistance coefficient. The subscript f is
used to denote the fluid phase. The last term represents the momentum losses due
to the obstacles not modelled in detail, that is pebbles. In the case of pebble bed,
the permeability and inertial resistance terms can be obtained, for example, from
a correlation such as suggested by Ergun (1952) or in the standard KTA 3102.3
(1981).
Additionally, energy equations are formed for the fluid and the solid representing
pebbles. The energy equation of the fluid phase is
@
@t
("⇢fhf) +r · ("⇢fvhf) = r · ("�frTf) + hfsAfs (Ts � Tf) (6.3)
and the energy equation of the solid phase is
@
@t
[(1� ") ⇢shs] = r · [(1� ")�srTs] + hfsAfs (Tf � Ts) + Sh, (6.4)
where h is the specific enthalpy, � is the thermal conductivity, T is the temperature,
hfs is the interfacial heat transfer coefficient, Afs is the specific interfacial area and
Sh denotes additional energy source terms, such as nuclear heating. The two energy
equations are linked together by the convective heat transfer coefficient hfs acting
on their common interfacial surface Afs.
A method was developed and implemented as a MATLAB code Spheres2Mesh.m
to directly utilise the packing data obtained from DEM simulations in the reactor
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core porous media models. In addition to porosities, the code can map other useful
data, such as the pebble-wise power, into the mesh elements. Furthermore, the code
can be used as a tool for investigating packing structures in general. A description
of the method and the implementation is given below followed by some examples of
its application to pebble bed calculations.
6.1 Description of the method
The flowchart illustrating the general structure of Spheres2Mesh.m is given in Fig-
ure 6.1. The program requires three text files as input. The first file contains a
list of the radii and the Cartesian coordinates of all spheres. The second file lists
the Cartesian coordinates of the mesh corner nodes. The third file defines the mesh
elements as a list of nodes for each element. The file defining the spheres can be
exported from a DEM simulation. The mesh can consist of hexahedral and/or tetra-
hedral volume elements and it can be built using typical CFD meshing tools (see
Figure 6.2 for illustration).
If hexahedral elements are given as the input, each of them will be decomposed
into 12 tetrahedrons. The identifier to the base hexahedron of each tetrahedron
is kept to later combine the calculated data for the base element. Tetrahedron is
used as the volume entity inside which the sphere volumes are calculated as with
four faces it is the simplest convex polyhedron. Three points define the face of a
tetrahedron while the faces of hexahedral elements have four points. Due to, for
example, numerical imprecision these four points are not necessarily on the same
plane which can cause complications for the volume calculation.
The volume calculation progresses one tetrahedron at a time until all of them
have been processed. A list of spheres that are possible candidates to intersect with
the current tetrahedron is formed. The number of candidates is reduced by forming
a bounding box for the tetrahedron and finding spheres that are inside or within
a certain distance (maximum sphere radius) of the bounding box. This reduces
the number of sphere-tetrahedron contact evaluations and thus speeds up the code
significantly when the total number of the spheres is large. After the sphere list has
been made, a second loop goes through each sphere in the list. To further simplify
calculations, the current sphere is considered to be at the origin and the tetrahedron
is translated accordingly.
The actual calculation of the intersection volume of a sphere and a tetrahedron
makes use of the fact that the intersection volume of any two convex volumes is also
convex. As both volume elements, sphere and tetrahedron, are convex, so is their
intersection volume. Intersection curves between the sphere and the faces of the
tetrahedron are calculated and points are generated to approximate the part of the
sphere surface that is inside the tetrahedron. Together with the points of the tetra-
hedron that are inside the sphere, the sphere surface points form an approximation
of the intersection volume which becomes more accurate the more points are used
to approximate the sphere surface. A triangulation can be formed of all the points
defining the intersection volume. The intersection volume can then be calculated
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Figure 6.1: Flowchart of Spheres2Mesh.m code.
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Figure 6.2: A CFD mesh constructed over a pebble bed obtained from a DEM simulation.
from this triangulation. For triangulation and calculation of the corresponding vol-
umes a MATLAB function convhulln is used, which uses the Qhull code (Barber
et al., 1996) for the calculation of convex hulls, Delaunay triangulations and other
parameters related to computational geometry.
The calculated intersection volumes are summed up to form the total solid volume
inside each tetrahedron. After all tetrahedrons have been processed, the data of the
tetrahedrons that are parts of a hexahedron are combined to yield the solid volume
inside these larger elements. Packing fraction of an element is then obtained by
dividing the solid volume inside an element by its total volume.
Some verification calculations were performed to have confidence that the re-
sults obtained with Spheres2Mesh.m are correct. The individual functions forming
the code were tested separately and the correctness of the volume calculation was
checked by tests with regular sphere packing structures for which analytical solu-
tions could be easily calculated. As the code is based on approximating the sphere
surface with triangles formed from points generated on its surface, the volume is
slightly underestimated. The estimation improves when the number of points is
increased but at the same time the calculation time increases. With a reasonable
number of points the volume discrepancy, however, is rather small and does not
have any significant effect on the calculated porosity values. An example is shown
in Figure 6.3 where the volume of a sphere is calculated with different triangulation
resolutions. The percentage error in the sphere volume estimated with 10,000 points
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is �0.058 and with 100,000 points �0.0058. In practice it was found out feasible to
calculate volumes even with the latter resolution.
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Figure 6.3: Error in the approximated sphere volume as a function of points used in the surface
triangulation.
6.2 Application examples
The main motivation behind the development of Spheres2Mesh.m was for it to be a
part of a code system used for coupled pebble bed core calculations (see Figure 6.4
for illustration). In this coupled calculation system the objective is to form real-
istic pebble beds with DEM that are used directly as exact pebble coordinates in
the Monte Carlo reactor physics calculations (as demonstrated in Chapter 5) and
mapped into the thermal-hydraulic calculation model as porosities. The reactor
physics and thermal-hydraulics solvers then exchange data between each other in
iterations until converged power and temperature fields in the core are obtained. In
this calculation system, Spheres2Mesh.m is to be used not only to calculate porosi-
ties for the thermal-hydraulic model, but also to distribute the power produced in
the pebbles, as calculated by the reactor physics code, into the mesh elements of
the thermal-hydraulic model. The first application example gives a demonstration
of calculating the porosity and power data for the mesh elements. This work has
also been discussed in Suikkanen et al. (2014a).
Additionally, Spheres2Mesh.m can be used as a general tool for investigating the
packing structures of numerically obtained sphere packings. This is demonstrated
in the second example.
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Figure 6.4: A coupled code system for pebble bed core calculations.
6.2.1 Mapping data from discrete to continuum models
As a demonstration case of the main intended use of Spheres2Mesh.m a calculation
model representing a real size HTR-PM (Zhang et al., 2009) pebble bed reactor was
constructed. A cylindrical wall geometry with a diameter of three meters transform-
ing into a cone with a narrow outlet tube at the bottom was constructed with the
CFD geometry construction and meshing software Gambit by ANSYS Inc. Next the
wall geometry was exported into the DEM code LIGGGHTS in STL format. A total
of 430,000 pebbles were then dropped inside the cylindrical core geometry in a DEM
simulation. Due to the large number of pebbles they were dropped from the top of
the geometry at specified time steps in clusters consisting of several pebbles. After
all pebbles had been inserted to the simulation the column was let to settle into a
stable packing. All pebbles were given a diameter of 60 mm and other parameters
as defined in Table 5.2. The packing simulation was performed utilising 36 parallel
tasks in a computer cluster with Intel Xeon X5650 processors. The total CPU time
needed for the packing simulation was 1,785 hours when a time step size of 1 · 10�5
s was used. The pebble bed resulting from the DEM packing simulation is shown
in Figure 6.5.
In the second phase, a coarse CFD mesh consisting of hexahedral elements was
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constructed over the pebble bed with Gambit (see Figure 6.5). Because the pebble
bed is treated as a continuum in the thermal-hydraulic models based on the porous
media approach, some attention to the size of the mesh elements was paid. In the
continuum treatment of fluid flow in general, the calculation mesh needs to have a
fine enough resolution to resolve all the desired scales of turbulence, yet much larger
than the molecular length scale in order for the continuum assumption to be valid.
Similarly, for porous media, typically a representative elementary volume (REV) is
defined, which should be much larger than the pores (or the pebbles), yet much
smaller than the macroscopic length scale defined by the calculation domain (Vafai,
2000). Also there can be restrictions for a valid porosity range in the pressure drop
and heat transfer correlations that are typically used with porous media models.
Further work would be needed to investigate what is the most suitable mesh element
size adhering to the continuum treatment principles and validity of the used pressure
drop and heat transfer correlations, but gives the maximum resolution possible.
 
 
0 .293 0 .376 0 .459
Figure 6.5: Three quarters of a pebble bed consisting of 430,000 pebbles produced in a DEM
packing simulation with LIGGGHTS (left). A CFD calculation mesh constructed over the pebble
bed (middle). Porosities calculated for each mesh cell with Spheres2Mesh.m (right). The porosities
in the bottom cone and outlet pipe have been averaged into larger regions due to the small cells
resulting from the structured meshing approach used to construct the mesh.
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In this case the mesh elements in the main pebble bed were given a size that
encloses multiple pebbles inside them. The mesh was refined towards the walls
to capture some of the effect that the walls have on the packing. The elements
next to the wall were given a thickness of one pebble diameter in the wall normal
direction and in the two other coordinate directions the elements had side lengths of
four pebble diameters. Due to the structured meshing approach that was used, the
elements at the bottom cone and the outlet tube narrow down to be even smaller
than the pebbles. For the reasons discussed above, instead of assigning the porosities
calculated for these cells, which could be even 0 or 1, the bottom region cells were
combined into four larger regions for which average porosities were calculated. The
porosity value of each larger region was then assigned to the group of cells forming
the region. This way, even if the individual mesh cells are smaller than the pebbles
or the pores, a more reasonable porosity value is used in these cells and the 0 or 1
porosities are avoided. Another way to ensure reasonable porosities in the bottom
cone geometry would be to construct an unstructured mesh in this region with larger
mesh cells for which porosities are calculated.
The pebble coordinates and the mesh were read as inputs into Spheres2Mesh.m
where porosities were calculated for the mesh elements. The calculations were per-
formed utilising 12 parallel tasks in a single computing node of a computer cluster
with an Intel Xeon E5-2660 processor. The total CPU time was 190 hours when the
triangulation resolution for the spheres in Spheres2Mesh.m was set as 100,000 points
and the number of cells in the CFD mesh for the pebble bed region was 25,600. The
mesh elements coloured by their porosities are shown in Figure 6.5. Local variations
can be seen in the porosity plot and especially the wall boundary cells can be seen
to have higher porosities and the elements next to the wall elements somewhat lower
porosities than in the bulk region.
The mapping of pebble-wise power data to the mesh elements was also tested.
Power produced in each pebble was obtained from calculations with the Monte Carlo
reactor physics code Serpent where the pebble coordinates from the DEM simulation
were used as an input. Subsequently, also the core temperature distribution was
calculated with a porous media model in ANSYS Fluent. The Serpent and Fluent
models contained some additional geometry structures, such as the solid graphite
reflectors and pressure vessel walls. Details of these models have been left outside
the discussion in this context as the purpose here is only to demonstrate the method
developed for the data transfer between the models. Further details of the Serpent
and Fluent models and calculations are available in Suikkanen et al. (2014a).
The thermal power produced in the pebbles due to the nuclear fissions as calcu-
lated by Serpent is shown in Figure 6.6. As can be expected, the highest power is
produced in the pebbles located in the centre of the pebble bed. The power is divided
to the elements of the CFD mesh with Spheres2Mesh.m using the information of the
fractions each pebble is divided between the mesh elements intersecting it. Mesh
elements coloured by their power densities are shown in Figure 6.6. As can be seen,
the general form of the power profile is retained when mapped to this coarser level.
A thermal-hydraulic calculation with ANSYS Fluent was then performed using the
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power density distribution as the energy source term in the energy equation (se Eq.
6.4). Coolant helium flow downwards through the porous media representing the
pebble bed was calculated and the resulting core temperature distribution is shown
in Figure 6.7. The temperature in each thermal-hydraulic calculation mesh cell was
then mapped into the pebbles having their centres in the cell as shown in Figure 6.7.
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Figure 6.6: Power [W] produced in pebbles as calculated with Serpent (left) and power density
[MW/m3] mapped into the mesh cells of the thermal-hydraulic model with Spheres2Mesh.m (right).
The plots are from the same position from the centre of the core.
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Figure 6.7: Core temperature distribution [K] obtained from the thermal-hydraulic calculation
with the porous media approach in ANSYS Fluent (left) and the temperatures [K] mapped into
the pebbles with Spheres2Mesh.m (right). The plots are from the same position from the centre
of the core.
6.2.2 Extracting volumetric packing density data
An annular pebble bed compacted with DEM in Chapter 4 and a pebble bed
formed inside the ASTRA geometry in Chapter 5 were selected to illustrate how
the Spheres2Mesh.m code can be used for packing structure analyses. It can be
used to form similar packing density profiles in different coordinate directions as
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shown in Figures 4.1 and 4.3, but with a volume based approach more versatile
than the area integral method. As the code is based on subdividing the container
with an arbitrary grid that can be generated with typical meshing tools, it makes it
possible to investigate packing structures in geometrically complicated containers,
which would hardly be possible with the area based method and difficult with the
Voronoi decomposition.
A mesh consisting of hexahedral elements was constructed over the annular peb-
ble bed obtained from the DEM simulations. The mesh was divided with regular
intervals of approximately one quarter of a pebble diameter in the radial direction.
With the pebble coordinates and the mesh data as an input, Spheres2Mesh.m was
then used to calculate the packing densities of the individual mesh cells. By com-
bining data of consecutive cells, averages over different coordinate directions were
calculated. A radial packing density profile was formed by summing up volume data
of cells with the same radial coordinate. The profile is shown in Figure 6.8 along with
a comparison to the corresponding profile calculated with the area based method for
the same packing. As can be observed from Figure 6.8, the density profile calculated
using Spheres2Mesh.m matches well with the one calculated using the area based
method. This reproduction of the packing density profile adds confidence to the
results obtained with Spheres2Mesh.m and acts as a verification case for the code.
Data averaged only in the axial direction is plotted in Figure 6.9, where the radial
density oscillations near the walls can also be seen. A similar plot was formed for
the more complicated ASTRA geometry and is shown in Figure 6.10. The ordering
of the pebbles caused by the walls can be seen to be specifically pronounced in the
ASTRA packing density map. This is due to the small distance between the inner
and outer walls. The scale in the ASTRA plot ranges from 0 to 0.9. The zero
packing density elements coincide with the detector channels which do not contain
any volume. The very high packing densities are due to pebbles having a very high
ordering especially in the side wall recesses and the small size of the mesh elements.
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Figure 6.8: Comparison of radial packing density profiles calculated using the volume based
approach and the area based approach.
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Figure 6.9: Axially averaged packing density profile of an annular pebble bed.
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Figure 6.10: Axially averaged packing density profile of the ASTRA pebble bed.
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7 Summary and conclusions of Part I
Pebble bed reactors differ from other nuclear reactor types in a significant way due
to the spherical fuel elements that are piled in a stochastic configuration to form
a critical core through which helium gas is led. To be able to plan the operation
and predict the behaviour of such a reactor in normal and abnormal situations
requires some insight on the behaviour of the pebble bed as a mechanical system.
Some researchers have used experimental methods in trying to obtain this insight,
while others have approached the topic with analytical or numerical methods. The
approach in this work was to use a numerical discrete element simulation technique
based on tracking the individual fuel pebbles in a Lagrangian reference frame and
resolving their contact mechanics with force models formulated for pairwise contacts
of overlapping spheres.
In Chapter 4, packing simulations were done with an in-house DEM implemen-
tation for a full size annular reactor core geometry. Various parameters were varied
in simulations where the pebbles were collapsed by gravity. From the tested param-
eters, the restitution coefficient was found out to be the one with most effect on the
average packing density of the resulting pebble bed and high packing densities were
obtained with values of e close to one. Setting a very small friction coefficient also
resulted in a dense packing. The other investigated parameters, that is, the density
of the initial configuration and pebble size distribution, did not have a significant
effect on the packing density.
Outside the investigated parameters, it would be possible to use different values,
for example, for Young’s modulus. However, in this work it was decided not to
modify this parameter as it is more of a material property than, for example, the
friction coefficient. Also, Young’s modulus affects the deformations between the
pebbles and thus giving it too small values would lead to unrealistically high overlaps
between the pebbles in the simulations.
The information of how the tested parameters affect the density of the final pack-
ing can be useful in later work when a pebble bed with a certain density is needed.
Also one way to obtain higher packing densities is to shake the packing in the simu-
lation as was done in the work in Chapter 5. Even pebble beds with unrealistically
high packing densities could be useful inputs for subsequent conservative reactor
physics or thermal-hydraulics analyses.
The more detailed packing structure analyses confirmed the influence of walls
which is especially pronounced in the annular pebble bed geometry with pebbles
packed between a relatively narrow thickness. The different packing characteristics
at the near wall regions should be taken into account especially in thermal-hydraulic
core analyses where the flow and heat transfer undoubtedly differ from those at the
bulk region. While the bulk of the pebble bed seems to be rather homogeneous,
the near wall regions have interesting structures. While the near wall region in
general is more dilute than the bulk of the bed, locally highly ordered regions can
manifest. These regions became more apparent as the average density of the pebble
bed increased.
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The in-house DEM code used in the simulations performed well and the obtained
packed pebble beds were found out to be realistic when comparisons with available
experimental data were made. There are benefits in own code development, such as
the possibility to customise and optimise the code to specific needs. However, the
effort required might be too much especially for a small user and developer group.
Although DEM has been used for pebble bed related analyses by several other
investigators as reviewed in Chapter 2, it would seem that most interest has con-
centrated on analysing the flow of the pebbles through the core. Also the local
packing structure details have not received too much attention, especially from the
viewpoint of reactor physics, fluid dynamics and heat transfer.
In Chapter 5, packing simulations were performed with two freely available
open source DEM codes ESyS-Particle and LIGGGHTS to supplement Monte Carlo
reactor physics calculations with the Serpent code. As the packing simulations for
the ASTRA criticality analyses required inclusion of rather complex wall boundaries,
the implementation of more versatile wall boundary definitions to the in-house DEM
code used in the previous work (Chapter 4) would have required major modifications
to its source code. Thus, alternatives were searched for. From the two open source
DEM codes that were tested, especially LIGGGHTS proved out to be a well suited
tool for pebble bed related simulations. A highly detailed model of the ASTRA
core could be defined, which included even details such as detector channels and
graphite block alignment projections. As all these details were present also in the
subsequent reactor physics model, the pebble distributions obtained from the DEM
packing simulation could be directly used in Serpent.
After successful utilisation of the produced pebble beds in the Serpent code, it
can be concluded that DEM can be used to provide realistic packed pebble beds
to enhance the realism and accuracy of the reactor physics analyses. Two typical
modelling artefacts are automatically avoided when the pebble beds are produced in
DEM simulations instead of specifying them in ordered lattice configurations. First,
the pebbles are not clipped at the boundaries. Second, no artificial streaming paths
for neutrons are introduced. Although other investigators have reported introducing
stochasticity in Monte Carlo reactor physics analyses of pebble bed geometries with
various means, no previous work would seem to be documented in public literature
where specifically DEM would have been used for this purpose. As DEM models
the dynamics of sphere systems using physically more correct models than simpler
packing algorithms it can be used to produce realistic pebble configurations inside
virtually any container geometry and also for more advanced investigations. The
pebble bed can, for example, be shaken to introduce additional densification if the
effects of packing density on the core physics needs to be studied.
In Chapter 6, a method was developed and implemented as Spheres2Mesh.m
code to calculate porosities (or packing densities) in hexa/tetrahedral mesh elements
of arbitrary size. The code is mainly intended for mapping packing structure data
from DEM simulation results to the calculation cells of volume averaged thermal-
hydraulic models with as high resolution as possible and also to transfer pebble-wise
data, such as power obtained from Monte Carlo reactor physics calculations, to the
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mesh cells accurately. In a fully coupled reactor physics and thermal-hydraulics
calculation also the temperatures calculated for the cells can be mapped to the
correct pebbles in the reactor physics model based on the calculated data of pebble
locations relative to the mesh cells.
Additionally Spheres2Mesh.m can be used to analyse sphere packing structures
in general in any container geometry that can be meshed with the above mentioned
mesh elements. It adds a new volumetric scale in between the average over the
whole packing and single pebble scale obtained from Voronoi decomposition at which
packing density variations can be analysed. When using mesh elements smaller
than the spheres, it can also be used to obtain packing density profiles in different
coordinate directions similar to ones obtained using the area based analysis method
described in Chapter 3.
Although calculating sphere volumes (and surface areas) inside the cells of a CFD
calculation mesh constructed over a computer generated packed bed would seem an
intuitive way of obtaining porosities and other derived data directly into the mesh
cells, no previous published work where exactly this would have been done could
be found. The only somewhat similar work found was done by Nandakumar et al.
(1999), who developed a similar tool to obtain porosities of triangulated packing
objects in sample volumes. However, Nandakumar et al. (1999) only used the tool
for post-processing purposes to obtain porosity profiles of packed beds.
In further development of Spheres2Mesh.m, in addition to hexahedra and tetra-
hedra, support for other mesh element types that can be divided into tetrahedra
could rather easily be included. Also to improve accuracy in heat transfer analyses
the code could be modified to include the calculation of exact interfacial surface
areas in each mesh element which is needed, for example, in the calculation of con-
vective heat transfer when the so called thermal non-equilibrium model is used in
the porous media (see Equations 6.3 and 6.4). One important development effort
would also be to optimise the code to improve calculation speed and thus make it
more practical to use. To make the code a more general tool also for application
outside pebble bed reactors, it could be extended to handle other packing shapes in
addition to spheres.
As a whole, the work presented in the first part of the thesis paves the way
for multi-physics analyses of pebble bed reactors where DEM is used to provide
realistic pebble packing data with specified packing densities for three dimensional
Monte Carlo reactor physics and porous media thermal-hydraulics models, which
also exchange data between each other, and together provide an accurate numerical
estimation of the state of the reactor.
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8 Background and state of art
Designing a gas cooled fast reactor (GFR) meeting the Generation IV principles
(NERAC, 2009) of economic competitiveness while ensuring sufficient cooling of the
fuel during abnormal events, such as depressurisation of the primary circuit, remains
a specific challenge of the reactor type. It is essential to pressurise the helium coolant
to 7–10 MPa to improve the core heat transfer during operation(Waltar et al., 2012).
Also in the case of a break in the primary circuit it is necessary to have a back up
pressure provided by the so called guard containment and/or by injecting heavier
gas than helium into the system to ensure sufficient decay heat removal (Epiney
et al., 2010). Whether it is possible to achieve efficient enough cooling using decay
heat removal loops operating only by natural circulation depends on the design.
In addition to high coolant gas pressure, another efficient way to enhance heat
transfer is to increase the convective heat transfer by inducing turbulence with ar-
tificial surface roughness manufactured on the heat transfer surfaces. This at the
same time will increase the pressure drop through the reactor core, hindering espe-
cially natural circulation and increasing pumping costs. Therefore, an optimisation
between the heat transfer efficiency and the pressure losses is needed if additional
turbulence inducers are to be used.
This issue is addressed in this part of the thesis. The enhancement of heat
transfer with artificial surface roughness elements in a rod geometry is numerically
investigated. The numerical work has been done in parallel with the related experi-
ments performed with the L-STAR (Luft, Stab, Abstandshalter, Rauheiten) facility
at the Karlsruhe Institute of Technology (KIT). The numerical study is by nature
a benchmark calculation performed within the European project THINS (Thermal-
Hydraulics of Innovative Nuclear Systems) with the objective of qualification of the
numerical models and their application practices for the specific topic (Roelofs et al.,
2012). Thus, the numerical results are compared with the experimental ones to draw
conclusions of the performance and adequacy of the numerical models and tools that
can be used in the design and development of the European demonstration reactor
ALLEGRO. This work along with some of the results is also discussed in Gómez
et al. (2014b).
8.1 A brief review of related work
Ground work in studying the effects of surface roughness to turbulent fluid flow was
conducted by Nikuradse (1933). He did experiments for turbulent flow in pipes hav-
ing uniform sand grains glued to provide roughness. He then measured the pressure
drops for different roughness heights. Later, Dipprey and Sabersky (1963) performed
experiments using similar type of roughness investigating also heat transfer. For cor-
relating their results they made use of the similarity between momentum and heat
transfer.
More related to the topic of rib-type roughness, Webb et al. (1971) did experi-
ments on rib roughened tubes with various rib height to pipe diameter and rib pitch
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to height ratios. Based on the experimental results and the ideas by Nikuradse
(1933); Dipprey and Sabersky (1963) they proposed correlations for the friction fac-
tor and the heat transfer coefficient. Similar experimental work has been carried out
since then for different rib shapes and other parameters by several investigators (see
e.g. Han et al. (1978)). Most relevantly, work related specifically to GFR fuel rods
and the annular geometry studied in this work, was done as a joint effort by the EIR
(Eidgenössisches Institut für Reaktorforschung) and KfK (Kernforschungszentrum
Karlsruhe) during 1970’s (Dalle Donne et al., 1978; Dalle Donne and Meyer, 1977).
Experiments to obtain friction and heat transfer coefficients were done for a single
rod that was roughened with ribs and cooled using either helium, nitrogen or air.
At the time also rod bundles consisting of several roughened rods were investigated
(Dalle Donne et al., 1977; Hudina and Markòczy, 1977). More recent rod bundle
experiments and supporting numerical investigations have been done utilising the
ESTHAIR facility at CEA (Commissariat à l’énergie et aux énergies alternatives)
where a rod bundle representative of one planned for the ALLEGRO demonstrator
reactor was investigated (Berthoux and Cadiou, 2010). Also more recent experi-
mental work on rib roughness including measurement with optical techniques has
been done, for example, by Rau et al. (1998).
Numerical investigations on rib roughness has been done, for example, by Cui
et al. (2003) who investigated turbulent flow in a channel with a few ribs by LES
(large eddy simulation). Miyake et al. (2001) and Nagano et al. (2004) performed
similar investigations with DNS (direct numerical simulation) studying also heat
transfer. Ryu et al. (2007a,b) did RANS (Reynolds averaged Navier-Stokes) simula-
tions for a two dimensional geometry. Many investigators have disregarded thermal
conduction in the ribs and in the solid materials below and imposed a simplified
thermal boundary condition of constant heat flux on these surfaces. Iaccarino et al.
(2002) studied the effect that solving conduction in the ribs has on the heat transfer
results and found out that the local Nusselt numbers are strongly affected by the
thermal boundary condition, that is, solving conjugate heat transfer improves the
heat transfer results. Specifically for gas cooled reactor fuel rods with ribs, Takase
(1996) performed axisymmetric RANS simulations using periodic boundary condi-
tions and Keshmiri (2011) did simulations for AGR fuel elements with rib roughness
using a non-linear eddy viscosity model.
It can be noted from the above listed numerical investigations that all of them
have been done with a relatively simple geometrical model, that is, either a three
dimensional model in a region of a single or few ribs has been investigated or an
axisymmetric model has been defined. In the present work the investigated geometry
is the full three dimensional geometry of a fuel rod inside a hexagonal cross section
channel and the effects of different heat transfer mechanisms, that is conduction,
convection and radiation are all considered.
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8.2 Description of the related experiments
The purpose of the L-STAR experimental campaign at KIT is to investigate heat
transfer and its enhancement by artificial surface structure elements in a gas cooled
annular channel (Gomez et al., 2013). The experiments are to provide high qual-
ity measurement data for the qualification of numerical simulation tools, especially
CFD codes, and to collect experimentally derived friction factors and heat trans-
fer coefficients in a database for the development of physical models. CFD grade
validation data is extracted, for example, by using optical measurement techniques,
such as laser Doppler anemometry (LDA), which can provide flow field data at the
scale of the surface structure elements. The results of the experiments and validated
computer codes can then be used to tackle thermal-hydraulic issues of GFR designs,
such as the ALLEGRO (Poette et al., 2009) GFR technology demonstrator.
The L-STAR experimental facility (see Figure 8.1) is a gas loop using air as the
operating gas. It has been designed for a maximum temperature and pressure of
473 K and 0.3 MPa, respectively, and for Reynolds numbers below 2.5 · 105. The
essential part of the facility is the vertically oriented hexagonal flow channel (Fig-
ure 8.1 bottom), inside which an electrically heated rod instrumented with thermo-
couples is fixed in the centre position. The width between the sides of the hexagon
is 67.54 mm. The flow channel has been designed to replicate a sub-channel of a
single fuel rod of a GFR.
The flow enters the test section at the bottom and leaves from the top. The
horizontal inlet and outlet pipes have an angle of 65.5� between each other and the
vertical distance between their centre axes is 3,246 mm. The heated rod replicating
a fuel rod has an outer diameter of 34.55 mm and contains six individual heater
elements inside. The total length of the rod is 3,780 mm of which approximately
2,500 mm is heated. Additional details with measures are shown in Figure 8.1.
Air is circulated through the loop by a blower and there are two heat exchangers
to cool down the gas. The gas mass flow rate is measured with a Coriolis mass flow
meter and there is a power control unit used to adjust the power in the electric heater
elements. Data is recorded from various temperature and pressure measurement
locations with a separate data acquisition system.
The L-STAR experiments considered within the context of this work consist of
investigations with two different rod geometries; one with a smooth surface and one
with a surface covered with equally distributed rings with a square cross section.
In some of the experimental cases heating is not applied and only the inlet mass
flow rate is varied. The nominal conditions for the experimental cases are given in
Table 8.1. In all cases the inlet gas temperature is 293 K and the absolute pressure is
0.15 MPa. All of the experimental cases are run into steady state conditions before
any data is measured.
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Figure 8.1: The L-STAR gas loop (top left). The cross section of the hexagonal test section
and the heater rod (bottom left). The dimensions of the test section and the heated rod (right).
(Gomez et al., 2013)
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Table 8.1: The L-STAR experimental cases (Arbeiter et al., 2013b). The experiments are per-
formed for a smooth and a roughened rod.
Case ID Mass flow rate [g/s] Heating power [W]
Cold rod
Case 1 6.32 -
Case 2 12.6 -
Case 3 25.3 -
Case 4 37.9 -
Case 5 50.5 -
Heated rod
Case 1 25.3 1016
Case 2 25.3 677
Case 3 25.3 1354
Case 4 12.6 508
Case 5 37.9 1523
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9 Flow and heat transfer models
This chapter presents the governing equations of fluid flow and heat transfer and
the models that are used to solve turbulent flow and heat transfer in the context of
this work. The equations are presented using the Einstein summation convention
with indeces i, j and k.
9.1 Governing equations
In the following, the governing equations of fluid flow and heat transfer are given.
A low Mach number flow (Ma < 0.3) is considered in the context of this work, yet
the temperature dependency of the density is accounted for.
The conservation of mass or the continuity equation is
@⇢
@t
+
@
@xi
(⇢vi) = 0 (9.1)
where ⇢ is the density, t is the time and v is the velocity (Wilcox, 2006). The
transport equation of momentum or the Navier-Stokes equation is
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where p is the pressure, tij is the viscous stress tensor and F represents additional
body forces (e.g. gravity) (Wilcox, 2006). For incompressible flow the viscous
stresses are given by
tij = 2µsij, (9.3)
where µ is the dynamic viscosity and sij is the strain-rate defined as
sij =
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The conservation equation of thermal energy formulated for incompressible ideal
gas and omitting energy source due to viscous dissipation is given by
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+ Sh, (9.5)
where cp is the specific heat capacity, T is the temperature, � is the thermal con-
ductivity and Sh represents additional thermal energy sources. In solid materials
Equation 9.5 simplifies to a conduction equation and the convection term on the left
hand side disappears.
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9.2 Turbulence modelling
Turbulent flow and its modelling is discussed in various textbooks. Based on White
(2006) and Wilcox (2006) a brief summary of the subject is given.
Turbulence consists of a continuos range of scales and the ratio between the
smallest and largest turbulent eddies increases with an increasing Reynolds number.
Turbulent eddies exchange energy in a cascade process in which the larger eddies
transmit energy to the smaller ones and eventually kinetic energy is dissipated into
heat due to viscosity. The smallest scales of turbulence are characterised by the
so called Kolmogorov scales of length, time and velocity. A solution process where
turbulent flow is resolved in the resolution of these smallest scales by the direct
solution of Equations 9.1 and 9.2 is called direct numerical simulation (DNS). It
is, however, computationally very demanding as it requires spatial and temporal
discretisation in the order of the Kolmogorov scales. Thus, it is currently not very
useful for practical applications.
A computationally less demanding, yet still highly accurate method to solve tur-
bulent flow is referred to as large eddy simulation (LES). In LES the turbulent scales
are resolved to a certain extent and the smaller scales are modelled. Compared to
DNS it is much cheaper in computational terms as the mesh density requirements
are not as high. However, LES is still far too expensive method for many practical
applications.
The next step towards modelling turbulence at a more practical level are the
Reynolds averaged Navier-Stokes (RANS) models. A multitude of RANS models
exist, which have a varying level of complexity and application areas in which they
can be used. They are, however, based on the Reynolds averaged form of the continu-
ity and the momentum equations which are obtained by disassembling the variables,
for example, velocity into a mean component v¯ and a fluctuation component v0 and
performing time averaging for the equations.
The Reynolds averaged continuity and momentum equations are
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where the additional term �⇢v0iv0j consisting of the fluctuating components of the
velocity is known as the Reynolds stress tensor for which a model is needed in order
to close the equation system.
RANS models can basically be divided into eddy viscosity models and Reynolds
stress models (RSM). In RSM, transport equations are formed for each of the
Reynolds stress components v0iv0j, which means six equations in addition to the conti-
nuity, momentum, turbulence kinetic energy and, for example, dissipation rate equa-
tions. Thus, RSM is computationally a rather complicated and expensive method,
although it is capable of accounting for some flow features, such as anisotropic tur-
bulence, that the eddy viscosity models are inherently incapable of.
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The eddy viscosity models are based on the Boussinesq eddy viscosity approxi-
mation in which the turbulent stresses are modelled with a gradient term in analogy
with molecular diffusion as
�⇢u0iu0j = µt
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@vj
@xi
◆
� 2
3
⇢k�ij, (9.8)
where µt is the eddy or turbulent viscosity, k is the turbulence kinetic energy and �ij
is the Kronecker delta tensor. Models are then formed for the eddy viscosity. There
are several eddy viscosity models ranging from algebraic (zero equation) models
to two equation models. It is these models, especially the two equation models,
that currently provide a sufficient level of accuracy with a tolerable computational
requirements for most practical calculations.
There are also models that situate in between the common two equation and
Reynolds stress models, such as algebraic stress models (ASM) and non-linear eddy
viscosity models. These are, however, not as commonly used and may not be readily
available in typical CFD codes.
In this work, a two equation eddy viscosity model and an RSM model are used.
These models are presented in more detail in the following.
9.2.1 Realisable k � ✏ model equations
The realisable k � ✏ model (Shih et al., 1995) is used in this work. In this model,
equations for the transport of turbulence kinetic energy k and dissipation rate ✏ are
solved. They are presented below in the form they are given in the theory manual
of the CFD solver used in this work (ANSYS Inc., 2013a) but by omitting terms
irrelevant in this context.
The transport equation of turbulence kinetic energy is
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where Prk is the turbulent Prandtl number for k (default value Prk = 1.0), and Gk
and Gb are terms for the generation of turbulence kinetic energy due to the mean
velocity gradients and buoyancy, respectively. The turbulent viscosity is given by
µt = ⇢
Cµk2
✏
, (9.10)
where Cµ is calculated as a function of mean strain and rotation and k and ✏ instead
of being a constant value as in the standard k�✏ model. Further details are available
in Shih et al. (1995). In Equation 9.9 the term Gk is calculated as
Gk = 2µts¯ij s¯ij (9.11)
and Gb in the case of ideal gases is given by
Gb = �gi µt
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where g is the gravitational acceleration and Prt is the turbulent Prandtl number
for energy.
The transport equation of turbulence dissipation rate in the realisable k�✏ model
is
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where Pr✏ is the turbulent Prandtl number for ✏ (default value Pr✏ = 1.2), the
coefficient C1 is
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and the coefficient C2 is constant (default value C2 = 1.9).
9.2.2 Reynolds stress model equations
In Reynolds stress turbulence modelling, transport equations for the individual
Reynolds stress terms ⇢v0iv0j are formed as
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In the above equation, the second term on the left represents stress transport by
convection, the first term on the right represents stress transport by diffusion and
the fifth term on the right is the term for stress production. These terms can be
solved directly. However, the remaining tensor terms Dij, Eij, ⇧ij and Bij rep-
resent turbulent transport, dissipation, pressure-strain and buoyancy production,
respectively, which need to be modelled to close the equation system. The turbulent
diffusion term is
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The dissipation term is
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and the pressure-strain term is
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When heat transfer is significant, the stress production due to buoyancy is included
in the equation, which for ideal gases can be written as (ANSYS Inc., 2013a)
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9.2.3 Near wall treatment
The turbulent boundary layer is described using dimensionless wall units. A dimen-
sionless wall normal distance y+ is defined as
y+ =
yv⌧⇢
µ
, (9.20)
where y is the normal distance from the wall and v⌧ is the friction velocity calculated
with the wall shear stress ⌧w as
v⌧ =
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. (9.21)
Also a dimensionless velocity can be defined as
v+ =
v
v⌧
. (9.22)
The turbulent boundary layer can be divided into separate regions (see e.g.
Wilcox (2006) and White (2006)). The first region from the wall extends to ap-
proximately y+ = 5 and is called the viscous sublayer in which v+ = y+ holds.
Between 5  y+  30 is a region called the buffer layer connecting viscous sublayer
to a region called the logarithmic layer where the so called law of the wall holds.
The upper limit of the logarithmic layer depends on the Reynolds number. The law
of the wall for smooth walls is
v+ =
1
0.41
ln y+ + 5.0. (9.23)
There are two main approaches used to treat wall regions in turbulent flow cal-
culations. One option is to resolve the boundary layer all the way down to the wall,
which requires a calculation mesh that is fine enough to contain cells in the viscous
sublayer (a so called low Reynolds number mesh). Another option is the wall func-
tion approach, in which the viscous sublayer and the buffer layer are not resolved
by mesh but represented by algebraic formulas. The wall function approach then
does not require as high near wall resolution from the calculation mesh. In fact,
the first calculation point should be located outside the viscosity affected region
(wall function mesh). Although the wall function approach is computationally less
expensive than the wall resolving approach, they do not perform well in all cases
involving separated flows or heat transfer (Patel et al., 1985).
With the low Reynolds number approach the problem in addition to increased
computational requirements is that some turbulence model equations are not valid
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in the viscous sublayer. While models based on the specific turbulence dissipation
rate ! can be solved throughout the boundary layer, the widely used ✏ based models
cannot. However, means have been developed to perform wall resolving simulations
also with the ✏ based turbulence models.
The approach that is used for the near wall modelling with the ✏ based turbulence
models in the CFD solver used in this work is based on a concept referred to as the
two layer model (ANSYS Inc., 2013a). In this type of model, the fully turbulent
region is solved normally with the k � ✏ or the RSM and the near wall region is
solved using a separate one equation model, specifically one proposed by Wolfstein
(1969).
9.3 Turbulent heat transfer modelling
As with the continuity and momentum equations, the instantaneous temperature
T can be separated into an average T and a fluctuation T 0 component and the
Reynolds averaged energy equation can be formed. The Reynolds averaged form of
the energy equation is
@
@t
�
⇢cpT
�
+
@
@xi
�
⇢cpviT
�
=
@
@xi
✓
�
@T
@xi
� ⇢cpv0iT 0
◆
+ Sh, (9.24)
where the term � @@xi
�
⇢cpv0iT 0
�
represents the turbulent heat flux and and requires
modelling as the Reynolds stress term in the time averaged momentum equation.
The same approach that was used to model the Reynolds stress term is used with
the turbulent heat flux term. A turbulent thermal conductivity �t is defined, which
is related to the turbulent viscosity through the definition of a turbulent Prandtl
number Prt. The turbulent thermal conductivity is then calculated as (White, 2006)
�t =
cpµt
Prt
. (9.25)
Contrary to the molecular Prandtl number, which is a material property, Prt is
a flow property which in reality has some local variation but for which typically
a constant value close to unity is used in calculations (White, 2006). The energy
equation solved together with the RANS turbulence models introduced above now
becomes
@
@t
�
⇢cpT
�
+
@
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�
⇢cpviT
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=
@
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@xi
�
+ Sh. (9.26)
91
10 CFD calculation model
A detailed description of the L-STAR facility and the experiments was provided by
the experimental team as a research report (Arbeiter et al., 2013b). The report
along with the additional suggestions from the experimental team were followed
in the preparation of the calculation models for the smooth and roughened rod
geometries. This chapter covers the modelling details.
10.1 Geometry and materials
The hexagonal test section channel of the L-STAR facility with short parts of the
inlet and outlet piping was selected as the geometric domain for the CFD calculations
so that in addition to all the instrumentation in the test section, it also covers the
temperature and pressure measurement locations at the flow inlet and outlet. The
calculation domain is shown in Figure 10.1. The geometry model for the CFD
calculations was built from the CAD drawings of the facility by excluding minor
details and parts irrelevant to the CFD simulations.
The rod inside the test section channel consists of an outer shell enclosing the
heater cartridge with six individual heater elements separated from each other by
short ceramic plugs. The inner structure of the heater elements is presented as well
in Figure 10.1. The outer layer of the heater elements is grade DIN 1.4571 stainless
steel. Thin heater wires made of NiCr 8020 embedded in a ceramic glue are coiled
around a ceramic support layer and the centre of the heater elements is filled with
compressed MgO powder. The short plugs separating the heater elements are made
of ceramic material C230.
Due to the unfortunate fact that the actual material data of the ceramic support
layer and the glue could not be obtained from the manufacturer of the heater ele-
ments, a fully detailed replica of the heater elements could not be built for the CFD
simulations. Instead, a simplified model was built where all the ceramic materials
inside the heaters were homogenised as a single material for which the properties
of MgO were used. The heater wires were modelled as a 0.2 mm thick layer sur-
rounded by the ceramic regions. The cross section of the actual heater element and
the simplified model are also shown in Figure 10.1.
The top and bottom parts of the rod outside the heater cartridge were mod-
elled as MgO inside the rod outer shell. The outer shell of the rod is made of
grade DIN 1.4404 stainless steel while the flow channel is grade DIN 1.4301 stainless
steel. As heat conduction in the flow channel walls was not modelled and the steel
grades DIN 1.4404 and DIN 1.4571 (heater element shell) have practically identical
thermal properties, the material properties of DIN 1.4404 were used for all metal
regions, including the resistive wires. Material property data provided by Arbeiter
et al. (2013b) was used for all materials, although the validity of the data was ver-
ified from additional sources, such as VDI-Wärmeatlas (1988) and Incropera et al.
(2006). Temperature dependency of the specific heat capacities and the thermal
conductivities of the heater element materials were accounted for while constant
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Figure 10.1: Calculation domain consisting of a hexagonal flow channel with the rod inside (left).
Flow enters the channel through the pipe at the bottom and leaves through the pipe at the top of
the channel. The six heater regions in the rod are highlighted with a red colour. The cross section
showing the inner structure of the rod (top right) and the simplified model used in the calculations
(bottom right).
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properties were used for the insulating C230 plugs.
As the Mach number in the investigated flow range is low, the operating fluid
was assumed incompressible. Ideal gas law was used to calculate air density while
temperature dependent polynomial functions were used for the specific heat capacity,
the dynamic viscosity and the thermal conductivity of air.
10.1.1 Flow conditioner
A flow conditioner consisting of two perforated plates was attached to the bottom
part of the test section to improve the uniformity of the flow field in the measurement
region where LDA measurements were to be performed. The CAD model of the flow
conditioner is shown in Figure 10.2. Due to the additional complexity and increase of
mesh elements the detailed inclusion of this part would have introduced to the CFD
model, the flow conditioner was not modelled in detail but added into the model as
two porous medium regions. The details of the porous model of the flow conditioner
will be given later when the cell zone and boundary conditions are discussed.
Figure 10.2: CAD model of the flow conditioner located at the bottom part of the test section.
10.1.2 Surface roughness elements
Surface roughness elements with a square cross-section were used to enhance con-
vective heat transfer in the roughened rod cases. A total of 89 rings were attached
on the rod surface at reqular intervals covering the heated section of the rod. The
axial cross section showing the measures of the roughness elements is shown in Fig-
ure 10.3. In the calculation model the rings were assumed to be of the same material
as the rod surface, that is, DIN 1.4404. Also, no contact resistance between the rod
surface and the rings was accounted for.
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Figure 10.3: The width and height of and the pitch between the square cross section surface
roughness elements.
10.2 Calculation mesh
Meshing of the calculation domain was done using the meshing software ANSYS
ICEM CFD (ANSYS Inc., 2013d). Fully structured and conformal meshes were
constructed for both, the smooth and the roughened rod geometries. This means
that also the different material regions inside the rod and the interface between the
rod and the fluid regions have continuous mesh lines. Several meshes were made
to assess the dependence of the results on the mesh resolution. The results of the
mesh dependency studies will be covered in more detail in a later chapter where the
reliability of the results is discussed. The meshing approach in general is discussed
below.
As obtaining accurate estimations for wall friction and heat transfer coefficients
was an objective in this work, wall resolving simulations were pursued as suggested,
for example, by Casey and Wintergerste (2000) instead of using a wall function
approach. For this reason, so called low Reynolds number meshes were built with
the dimensionless wall distance y+ near or below one. Thus, a very fine mesh near
the boundaries was needed. In the smooth rod cases this was achieved with the
height of the first cell from the wall being approximately 0.02 mm while for the rib
roughened rod the height was reduced at some parts to 0.01 mm. As suggested in
best practice guidelines, such as Casey and Wintergerste (2000), the growth ratio
between the cells was kept moderate (approx. 1.2) and high aspect ratios in the bulk
regions were avoided (high aspect ratios in the wall adjacent cells are unavoidable
in the wall resolving approach). In the centre of the flow channel the aspect ratio in
the smooth rod case was below 3. In the roughened rod mesh some higher aspect
ratio elements were unavoidable also in the bulk regions due to the used meshing
approach and refinement due to the ribs. In these mesh cells a maximum aspect
ratio of 12 was obtained. The y+ requirement was adhered strictly on the rod surface
and the major part of the test section channel. Maximum y+ values were seen at
the inlet and outlet regions. The near wall resolution is illustrated in Figure 10.4
where the velocity profile scaled by the friction velocity is plotted as a function of
y+ in the case of the smooth unheated rod. It can be seen that a total of seven cell
centres lie within the viscous sublayer below y+ = 5 of which two are even below
y+ = 1. From this plot it can be concluded that the near wall grid spacing is fine
and the overall number of cells high enough for the wall resolving simulations.
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Figure 10.4: Near wall spacing of calculation cells normal to the rod surface for the smooth
unheated rod (case 3) calculated with a Reynolds stress model.
The meshes of the smooth and roughened rod models have otherwise identical
mesh structures except for the roughness elements in the roughened rod model,
which required additional refinement and thus resulted in a significantly higher
number of cells. The number of calculation cells in the various meshes is given
in Table 11.1. The meshing details at various parts of the domain are shown in Fig-
ure 10.5. It is acknowledged that in the vicinity of the roughness elements the mesh
is not an optimal one. A small y+ at the surface around the ribs is obtained but
at the same time the structured meshing approach leads to unnecessary refinement
in between the consecutive ribs and also between a rib and the channel. A more
optimal mesh would be more aligned around the surface roughness structures and
have a more even cell distribution growing from the rod surface. This type of mesh
optimisation was not done due to the difficulty and time required to construct such
a mesh in three dimensions.
10.3 Cell zone and boundary conditions
Nominal conditions defined for the experiments (Arbeiter et al., 2013b) were given
for the boundaries and other zones in the calculation domain. An absolute pressure
of 0.15 MPa was defined as the operating pressure. A mass flow inlet boundary
condition with a specified mass flow rate was defined for the flow inlet. Turbulence
conditions were given as a specified turbulence intensity of 5 % and a hydraulic
diameter. Uniform profiles for velocity and turbulence were specified. A pressure
outlet boundary condition with a zero gauge pressure was defined at the flow outlet.
A no slip boundary condition was set for the walls and the domain outer walls were
considered adiabatic. The rod outer surface, the roughness elements and the channel
surface were also assigned emissivity values for a radiative heat transfer model. For
the rod and the roughness elements a value of 0.6 was used while the channel walls
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Figure 10.5: Meshing details. Cross section of the mesh of the heated rod showing the different
material layers (top left). Mesh at the outlet junction (top right). The surface mesh of the inlet
region where the porous medium regions representing the two perforated plates are highlighted
with a darker blue colour (bottom left). The mesh around the surface roughness elements (bottom
right).
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were given a value of 0.25. In cases with the rod heating on, the total heating power
was divided equally to the six heater elements and added as energy source terms
in the control volumes representing the heater wires. The values of mass flow rates
and heating powers in the different cases are given in Table 8.1 .
10.3.1 Porous zones
The flow conditioner was included in the calculation model as two porous medium
regions. In the porous medium model of ANSYS Fluent (ANSYS Inc., 2013b),
additional momentum source terms are added to the momentum equations. The
viscous and inertial resistance coefficients in the porous medium model equations
were derived using available pressure drop measurement data for the smooth rod ge-
ometry with and without the flow conditioner (R. Gómez, personal communication,
December 4, 2013).
The sink terms consist of a viscous and an inertial component. The viscous term
is given by (ANSYS Inc., 2013b)
@p
@xi
= � µ
K
vi, (10.1)
where K is the permeability. The inertial part is given by (ANSYS Inc., 2013a)
@p
@xi
= �1
2
C⇢ |v| vi, (10.2)
where C is the inertial resistance coefficient.
The coefficients K and C were obtained from the measurement data with a
method suggested in ANSYS Inc. (2013b). The difference between the pressure
drops between the flow inlet and outlet �p with and without the flow conditioner
were calculated and a quadratic function was fitted to the data points so that
�p = av2 + bv. (10.3)
The coefficient a in Equation 10.3 represents the inertial term
a =
1
2
C⇢�L (10.4)
and the coefficient b represents the viscous term
b =
µ
K
�L, (10.5)
where �L is the total thickness of the two perforated plates forming the flow condi-
tioner, that is, the total thickness of the porous medium. From these two equations,
the viscous and inertial resistance coefficients can then be solved. Figure 10.6 shows
the measured pressure drops over the test section with and without the flow condi-
tioner, their difference and the quadratic curve fitted to the data points.
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Figure 10.6: Pressure drops measured in the experiments with and without the flow conditioner,
their difference and a quadratic function fitted through the data points.
10.4 Turbulence models
The selection of turbulence models in the context of this work was limited to RANS
turbulence models which were considered to represent the optimum between compu-
tational effort and physical accuracy in the scale of this particular application, that
is, the full rod in three dimensions. There is a selection of RANS models available in
ANSYS Fluent from one equation Spalart-Almaras model through several variants
of the k� ✏ and k�! two equation models to three different Reynolds stress model
variants (ANSYS Inc., 2013b). Almost each of these models were tested.
Before any actual simulations it was assumed that the models formulated with
the ! equation would show the best performance due to their inherent capability
to integrate through the viscous sublayer while ✏ based models need to use a two
layer approach and solve the viscous sublayer using a separate one equation model.
This would probably be the case when making similar simulations in a more robust
geometrical domain. However, it was found out that in this particular geometry the
! based turbulence models could not be converged to a steady state solution with
the steady state solver. This was observed as the stalling of the residuals at a high
level and as non stabilising oscillations in the monitored solution variables. With
additional calculations of the separate regions of the calculation domain, the reason
for this behaviour was traced to the inlet region of the geometry where the vertical
inlet flow enters the test section channel and hits the rod. It is well known that a
fluid flow past a cylinder is inherently unstable and so called oscillating von Kármán
vortices (see e.g. White (2006)) are formed behind it. Although in the L-STAR
geometry these vortices are damped at the channel walls close to the rod, the slightly
unsteady nature of the flow in this region seemed to present an insurmountable
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obstacle for the used steady state solver when any ! based turbulence model was
used.
The turbulence models based on the ✏ with a two layer approach for the near wall
modelling did not suffer from similar convergence problems and could be converged
to a steady state solution regardless of the instability at the inlet region. While
recognising the unsteady behaviour at the inlet region, it was not considered to
affect the results taken far downstream from the inlet in any significant way as long
as sufficient convergence could be obtained, which was the case with ✏ based models.
For these reasons, the realisable version of the k � ✏ model and the linear pressure-
strain Reynolds stress model were selected from the available turbulence models for
the final calculations.
In the ✏ models in Fluent the near wall modelling without wall functions is im-
plemented as a part of the so called enhanced wall treatment (EWT) model. The
EWT determines whether to use wall functions or to resolve the viscous sublayer
based on the y+ value of a near wall cell. By ensuring that the calculation mesh has
a sufficient resolution near the walls, one can ensure that the EWT uses the wall
resolving approach. EWT is available and was used in both the realisable k � ✏ as
well as the RSM calculations.
10.5 Heat transfer models
In the heated rod calculations the energy equation was included in the calculation
model. As the rod internals were modelled in detail and the heating was included as
energy source terms in the solid mesh cells representing the heater wires, the energy
equation was also solved in the solid regions.
Radiation heat transfer was included in the model between the rod and chan-
nel surfaces. It was assumed that the absorption to the coolant air would not be
significant in this case and thus the surface to surface (S2S) radiation model was se-
lected. The S2S model only considers radiative heat exchange between surfaces and
assumes the medium to be fully transparent (ANSYS Inc., 2013a). As an additional
input, the radiation model requires view factors between participating surface mesh
faces which were calculated before the actual CFD simulation with an additional
tool provided along the CFD solver.
10.6 Solver and numerical methods
Calculations were done with ANSYS Fluent 15.0 utilising distributed memory par-
allelisation in a computer cluster. The solver details and the used discretisation
schemes are summarised in Table 10.1.
It was necessary to slightly modify the under relaxation parameters in some cases
to converge the simulations. The modification of the under relaxation coefficients
was done case dependently and no specific values suitable for all cases were found.
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Table 10.1: Solver settings and discretisation schemes used in the calculations.
Parameter Setting
Solver
Dimension 3D
Options Single precision
Type Pressure based
Time Steady state
Velocity formulation Absolute
Discretisation
Pressure-velocity coupling SIMPLE
Gradient Least squares cell based
Pressure Second order
Momentum Second order upwind
Turbulent kinetic energy Second order upwind
Turbulent dissipation rate Second order upwind
Energy Second order upwind
Reynolds stresses Second order upwind
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To allow better comparison with literature correlations as well as experimental re-
sults with the boundary conditions slightly deviating from the nominal values, the
results obtained from the CFD calculations are presented in dimensionless form.
Thus, the dimensionless parameters used to present the results along with the result
extraction locations are defined below. To have confidence in the calculation results
it is important to assess their numerical reliability and therefore the mesh and the
iteration convergences are discussed next. After these preliminaries, the CFD results
are given with comparisons to the corresponding experimental results.
11.1 Data extraction locations and dimensionless
parameters
Data was extracted from the locations that were specified as measurement locations
in the related experiments (Arbeiter et al., 2013b). These locations are shown in
Figure 11.1. A radial trajectory is specified for plotting the gas velocity and tem-
perature profiles which start from the rod surface and end to a side of the hexagonal
channel. Axially these profiles are taken in the vicinity of z02 which corresponds to
the centre of the upper optical measurement window installed into the test section.
There is also a second measurement window position at z01, which is not used for
data extraction in this work. Pressure differences are taken either over the whole
test section between p1 and p2, or between the pressure measurement locations p01
and p02 which are at slightly different axial elevations than z01 or z02. In general, the
subscript 1 denotes the value at, or closer to, the flow inlet while the subscript 2 is
used to refer to the flow outlet. The position of the fifth heater element is highlighted
in Figure 11.1 as this region is used to calculate average Nusselt numbers.
Calculated pressure differences are used to derive friction factors between p01 and
p02 and total loss coefficients through the test section between p1 and p2. The fric-
tional losses between the test section windows are characterised by Darcy friction
factor (see e.g. White (2003)). It is calculated as
fD = 2
p02 � p01
⇢1v2m
dh
�z
, (11.1)
where dh is the hydraulic diameter and �z is the axial length between p01 and p02.
Density is evaluated at the flow inlet conditions and a mean velocity is used which is
calculated based on the mass flow rate m˙ and the nominal flow channel cross section
Ac as
vm =
m˙
⇢1Ac
. (11.2)
The total loss coefficient is calculated over the whole test section as
C = 2
p2 � p1
⇢1v2m
. (11.3)
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Figure 11.1: Trajectory along which profiles are plotted inside the flow channel (left) and the
axial positions from which data is extracted (right).
The average Nusselt number is extracted from the axial length of one heated rod
segment (Heater 5). The area-based average of the rod surface temperature Ts is
calculated from the wall cell faces and the heat fluxes (convection and radiation)
through the same cell faces are extracted. A bulk temperature Tb for the gas is
calculated as the volume average of the calculation cells inside the channel around
the heater segment. The hydraulic diameter of the flow channel is used as the
characteristic length. The Nusselt number is then calculated based on either the
total heat flux q00tot or only the convection heat flux q00con as
Nu =
q00dh
(Ts � Tb)� , (11.4)
where the thermal conductivity � is calculated from the fluid calculation cells in the
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same way as Tb.
When compared with the Nusselt numbers derived from the experiments it should
be noted that a more approximate method was used for calculating Nu from the
experimental results. In the experimental Nusselt number the gas bulk temperature
was estimated based on the gas inlet temperature and the heat delivered to the gas
below the measurement height of the single thermocouple that was used to estimate
the rod wall temperature (Gómez et al., 2014a). The experimental Nu naturally
includes radiation heat fluxes. It is possible to use more exact methods to calculate
the Nusselt number and also to calculate the contribution of radiation heat fluxes
from the CFD data. As using identical Nu definition with the experiments would
basically reduce to comparing temperatures of a single thermocouple measurement
point, which is done anyway by comparing the rod temperature distributions, the
more exact method to obtain Nu from the calculations was used.
11.2 Numerical reliability of the results
The numerical reliability of the calculations should be assessed before making any
conclusions from the results. The numerical error in the solution of a CFD simulation
decreases as the resolution of the calculation mesh is increased. Thus, calculations
should be made with several meshes of increasing resolution. This is important even
if not to find the mesh resolution at which mesh independent results are obtained,
but at least to be able to quantify the error in the simulation results if a coarse
mesh needs to be used because of limitations in the available computational power.
Another thing affecting the reliability of the results is the simulation convergence. It
needs to be ensured that the solution variables have converged and sufficient number
of iterations have been performed.
11.2.1 Mesh convergence
Three meshes were built for the smooth rod geometry to investigate the effect of
mesh resolution on the results. The number of cells was approximately doubled
between the consecutive meshes and the mesh refinement was done in each direction
(i.e. radial, tangential and axial). The resolution of the three meshes is visualised
in Figure 11.2 and the exact number of elements are given in Table 11.1. The
mesh sensitivity analyses were done with the RSM model for the heated rod case
1 (see Table 8.1). As can be seen from Figure 11.3, the profiles obtained with the
coarse mesh have a slight deviation from those obtained with the medium and dense
meshes, which have virtually overlapping profiles. The gas temperature profiles show
a slight temperature increase towards the outer wall, which is due to the radiative
heat transfer from the rod surface heating the outer wall. Similarly, it can be seen
in Table 11.2 that the obtained Nusselt numbers with the medium and fine meshes
are practically identical.
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Table 11.1: Number of calculation cells in the meshes used in the mesh dependency analysis.
The meshes used to obtain the actual results are highlighted with a bold typeface.
Mesh Fluid elements Solid elements Total elements
Smooth rod
Coarse 1,666,944 1,361,408 3,028,352
Medium 3,901,860 2,140,920 6,042,780
Dense 7,204,516 4,825,832 12,030,348
Rough rod
axisymmetric coarse 23,256 14,904 38,160
axisymmetric medium 37,471 37,793 75,264
axisymmetric dense 87,980 62,485 150,465
Full 3D mesh, medium 9,663,680 7,278,464 16,942,144
Figure 11.2: Cross sections from the flow channel and the rod visualising the coarse (top left),
the medium (top right) and the fine (bottom) meshes used in the mesh dependency analysis for
the smooth rod geometry.
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Figure 11.3: Velocity (top left) and temperature (top right) profiles at the flow channel and rod
axial temperature profile (bottom) calculated with three different mesh resolutions for the smooth
rod geometry.
A simplified mesh sensitivity analysis was done for the roughened rod geometry
because of the constraints set by the number of available software licences (which
limit the amount of parallel processes that can be used) and the time available for
the simulations in general. A low Reynolds number mesh for the rib roughened
rod inevitably requires much more calculation cells than a mesh for the smooth
rod. In addition, a much slower convergence was observed with the roughened rod
geometry and for the aforementioned reasons the mesh used for the roughened rod
calculations was limited to approximately 17 million cells. However, to have at
least some apprehension of the adequacy of the mesh, a simplified axisymmetric
representation of the test section over a single heater section with a total of 13 ribs
was constructed. This geometry was then meshed with the same axial and radial
resolution as the mesh of the full three dimensional geometry and with half and
double resolutions. The number of calculation cells in these axisymmetric meshes
and the full three dimensional mesh is given in Table 11.1. A mesh dependency
analysis was then performed with these axisymmetric meshes using similar flow and
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heating parameters as in the actual full size simulations and realisable k�✏model for
turbulence. The gas velocity and temperature profiles and the rod axial temperature
profiles calculated with the three axisymmetric meshes are shown in Figure 11.4 and
the Nusselt numbers in Table 11.2. It can be seen that there are more differences
between the profiles and Nusselt numbers obtained with different meshes. However,
the rod temperature profiles obtained with the medium and dense axisymmetric
meshes are very close to each other. Due to the simplified mesh dependency analysis
considering only one heater with axisymmetric representation, it is possible that the
differences in the results obtained with the meshes of similar resolution in a full three
dimensional model could be somewhat larger. However it is considered unlikely that
these differences would be drastically larger. On this basis it is concluded that the
results obtained with the full three dimensional calculation mesh with the medium
resolution are likely to include a slight numerical error introduced by the mesh.
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Figure 11.4: Velocity (top left) and temperature (top right) profiles at the flow channel and rod
axial temperature profile (bottom) resulting from the simplified mesh dependency analysis with
three axisymmetric meshes for the rough rod.
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Table 11.2: Effect of mesh resolution on the calculated Nusselt number.
Coarse Medium Fine
Smooth rod 54.04 54.66 54.68
Rough rod (axisymmetric) 73.11 74.13 75.03
11.2.2 Iteration convergence
Several parameters were monitored during the calculations to ensure converged re-
sults were obtained. The solver outputs the residuals of the solution variables at
specified iteration intervals. The residuals provide one way to monitor solution con-
vergence. By default the solver has pre-specified convergence criteria based on the
residual values. However, the default convergence criteria are rather loose and in
many cases the solution is not even near an actual convergence when the default
convergence criteria are met.
To have more confidence that converged solutions were obtained, additional things
were monitored during and after the simulations. These included checking that the
integral mass and heat balances were satisfied and monitoring point values of the
solution variables at several locations. Thus, the solution convergence was deter-
mined based on not only the residuals reaching a level well beyond the solver default
level, but also the balances being satisfied and the solution variables remaining at a
constant level in successive iterations. An example of the evolution of residuals and
temperature and velocity values at monitored locations is shown in Figure 11.5 for
a case calculated with the RSM turbulence model. It can be seen especially from
the monitored velocity that over 10,000 iterations were needed to reach convergence.
The calculations done with the realisable k � ✏ for the smooth rod geometry gener-
ally required much less iterations (approx. 3000). The convergence of the roughened
rod geometry with the realisable k � ✏ required considerably more iterations than
the smooth rod (from 10,000 to even 30,000). This slower convergence together
with the available software licenses restricting the number of parallel processes 1
was the main reason limiting the number of mesh elements for the simulations. The
slow convergence also made it practically impossible to perform the roughened rod
simulations with the RSM turbulence model. To give some idea of the required
calculation time, approximately 420 CPU hours were required to perform the 3000
iterations in the smooth rod cases calculated with the realisable k� ✏ model. When
using 16 processors this corresponds to roughly one day of real time.
1There was a cluster of 32 computing nodes with a total number of 448 processor cores (Intel
Xeon X5650 and Intel Xeon E5-2600) with a total amount of 3,200 GiB of memory available for
the calculations so computer resources were not the bottleneck.
108 11 CFD calculation results
0 5000 10000 15000 20000 25000
10−8
10−6
10−4
10−2
100
I te rat ion
S
c
a
le
d
re
si
d
u
a
l
 
 
c on t i n u i t y
x - v e l o c i t y
y - v e l o c i t y
z - v e l o c i t y
e n e r gy
k
e p s i l on
u u - s t r e s s
v v - s t r e s s
ww- s t r e s s
u v - s t r e s s
v w - s t r e s s
uw - s t r e s s
0 10000 20000
380
390
400
I te ration
T
[K
]
0 10000 20000
4
5
6
7
I te ration
v
[m
/
s]
Figure 11.5: Evolution of residuals (top) and rod temperature (bottom left) and gas velocity
(bottom right) at monitor points in a smooth rod case calculated with an RSM turbulence model.
11.3 Results and comparisons with experimental data
The results of the CFD calculations of the L-STAR test section with a smooth and
roughened rod are presented in the following. Comparisons with the corresponding
experimental data are included. It should be noted that for the heated rib roughened
rod only cases with different Reynolds numbers were calculated, that is, Cases 1, 4
and 5 (see Table 8.1). Unfortunately optically measured velocity profile data was
not available so that more detailed comparisons could have been made.
11.3.1 Total loss coefficients
The flow conditioner introduced into the lower part of the test section causes the
major part of the pressure losses as can be seen in Figure 10.6. As the conditioner was
modelled using porous media zones to represent the two perforated plates forming
the conditioner, the comparison of loss coefficient results calculated with CFD with
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the ones obtained from the experiments generally show the calibration accuracy
of the resistance coefficients used for the porous media model to obtain a realistic
pressure drop through the conditioner.
The total loss coefficients calculated over the test section are plotted for the
unheated and heated cases in Figure 11.6. It can be seen that the CFD results are
in a relatively good match with the values obtained from the experiments, although
there is some over-prediction of C with the lower Reynolds numbers. There are no
significant differences between the results obtained with the realisable k� ✏ and the
RSM turbulence models in the smooth rod cases.
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Figure 11.6: Total loss coefficient over the test section for the unheated (top) and heated (bottom)
cases calculated with the realisable k � ✏ for smooth and rough rod geometry and also with an
RSM turbulence model for the smooth rod. Experimental results are by Gómez et al. (2014a).
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11.3.2 Friction factors
Friction factors calculated based on the pressure difference over the measurement
positions p01 and p02 defined in Figure 11.1 are plotted for the unheated cases in
Figure 11.7 and for the heated cases in Figure 11.8. The high experimental uncer-
tainty in the low Reynolds number cases is due to the offset affecting the differential
pressure measurements p02 � p01 at low mass flow rates (Arbeiter et al., 2013a). The
friction factors calculated for the smooth rod are in a rather good agreement with
the measured ones. There are also no significant differences between the results
obtained with the two different turbulence models. In the rough rod cases the cal-
culated friction factors are underestimated but they are still within or close to the
measurement uncertainties. Heating has a slightly increasing effect on the friction
factors as can be seen by comparing the heated and unheated results but the differ-
ence between the CFD and experimental results in the heated cases is similar to the
unheated ones. The average ratio between the friction factors of rough and smooth
cases for the experiments can be calculated as 4.8, while the simulations predict this
ratio to be 3.6.
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Figure 11.7: Friction factors for the unheated smooth (top) and rough (bottom) rod cases.
Experimental results are by Gómez et al. (2014a).
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Figure 11.8: Friction factors for the heated smooth (top) and rough (bottom) rod cases. Exper-
imental results are by Gómez et al. (2014a).
11.3.3 Nusselt numbers and rod temperature profiles
Average Nusselt numbers obtained from the calculations with varying Reynolds num-
bers and heating rates are shown in Figure 11.9 and the rod surface temperatures in
Figure 11.10 and 11.11. The Nusselt numbers are calculated based on the total heat
flux and on the convective heat flux through the rod surface to see the contribution
of radiation heat transfer. In Figure 11.9, also the Nusselt number correlation by
Gnielinski (1976) is plotted for reference, which gives the Nusselt number as
Nu =
(f/8) (Re� 1000)Pr
1 + 12.7 (f/8)1/2 (Pr2/3 � 1) , (11.5)
where the friction factor for a smooth surface is calculated from
f = (0.79 lnRe� 1.64)�2 . (11.6)
The correlations can be used when 0.5 < Pr < 2000 and 3000 < Re < 5 · 106
(Incropera et al., 2006).
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Figure 11.9: Nusselt numbers of the smooth rod calculations compared with experimental results
and the correlation by Gnielinski (1976) (top) and the Nusselt numbers of the roughened rod
compared with the experimental results (bottom). Experimental results are by Gómez et al.
(2014a).
For the smooth rod, both experiments and calculations give Nusselt numbers
somewhat higher than the Gnielinski correlation predicts. In the experimental re-
sults the radiative heat transfer is included in the heat flux that is used to calculate
the Nusselt numbers while from the CFD data it is straightforward to separate the
convective and radiative parts. On the average the radiative part in the heat flux
increases the Nusselt number by five. There is no significant difference between the
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results obtained with the two different turbulence models. Also, overlapping rod ax-
ial temperature profiles for the smooth rod cases were obtained with the realisable
k� ✏ and RSM models so only the profiles calculated with the realisable k� ✏ model
are presented in Figures 11.10 and 11.11. The calculated rod surface temperature
profiles follow the form of the experimentally obtained profiles but are somewhat
overestimated. Depending on the case, this overestimation ranges from approxi-
mately 10 K (low heating cases) to almost 20 K (high heating cases). The unheated
gaps between the heater elements can be seen clearly in the profiles obtained with
CFD and even in the experimental measurements, as one thermocouple was located
in such a position (approximately at axial position 0.8 in the profiles).
In the roughened rod cases, the Nusselt numbers are highly underestimated by
the CFD calculations and the difference increases with increasing Reynolds number.
Correspondingly the rod surface temperatures are drastically overestimated. Again
the temperature profiles have the same general form as measured in the experiments
and in addition to the locations of the unheated gaps, the individual roughness
elements can be seen as small ripples in the profiles.
While at least partly the discrepancies between the experimental and calculated
heat transfer results can be covered by unaccounted heat losses, experimental un-
certainties and in the roughened rod case also the uncertainty related to the mesh
resolution, it is quite apparent that the turbulent heat transfer is poorly predicted in
the CFD simulations especially for the roughened rod. With available measurement
data of the actual inlet and outlet temperatures (T1 and T2) for the smooth rod
experiments (Arbeiter et al., 2013a) it is possible to estimate the heat losses by
Q˙losses = m˙ (cp,1T1 � cp,2T2) + Q˙heating, (11.7)
where Q˙heating is the power delivered by the rod heaters. Based on the values of m˙,
T1, T2 and Q˙heating given by Arbeiter et al. (2013a), heat losses for the smooth rod
cases were calculated using Equation 11.7. The estimated heat losses are given in
Table 11.3. In preliminary calculations of the smooth rod cases the estimated heat
losses were included into the calculation model as constant heat flux through the
flow channel walls. This decreased the rod surface temperatures very close to the
measured temperatures but led to a somewhat tilted axial temperature profile. Due
to this distortion, the losses were not included in the calculations presented in this
work.
Table 11.3: Estimated heat losses in the heated smooth rod experiments.
Case 1 Case 2 Case 3 Case 4 Case 5
Q˙losses [W] 139.8 58.9 127.5 71.5 90.1
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Figure 11.10: Rod temperature profiles for the heated smooth and rough rod cases 1 (top), 4
(middle) and 5 (bottom). Experimental results are by Gómez et al. (2014a).
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Figure 11.11: Rod temperature profiles for the heated smooth rod cases 2 (top) and 3 (bottom).
Experimental results are by Gómez et al. (2014a).
As RSM calculations of the roughened rod cases proved out to be practically
impossible to converge, it was not possible to see how the switch from eddy viscosity
based turbulence modelling to Reynolds stress modelling would have affected the
results. However, alternatives were searched for to have at least some apprehension
how using a more advanced turbulence model would affect the heat transfer results.
As an alternative to full Reynolds stress modelling, a non-linear eddy viscosity model
v2�f (Durbin, 1995) available in the used CFD solver with additional license 2 was
tested. This model is a four equation turbulence model that is based on the k � ✏
model but includes additional equations for the velocity variance scale v2 and the
elliptic relaxation function f . Unlike k � ✏, it is capable of accounting for near
wall anisotropy and non-local pressure-strain effects. The model has been found out
to be more accurate for separated flows as the low Reynolds number k � ✏ model
2A trial license for v2 � f turbulence model was obtained for a short period of time making it
possible to perform a few calculations.
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(White, 2006). A detailed description of the model is given in ANSYS Inc. (2013c).
A calculation with v2�f model was performed for the heated rod case 5 which had
the highest Reynolds number and heating rate. The v2� f model proved out much
easier to converge than the RSM model although not quite as perfect convergence
was obtained as with the realisable k� ✏ as slight oscillation in velocity at a monitor
point located at the flow outlet remained. The rod temperature profile resulting from
the v2 � f calculation is shown in Figure 11.12. It can be seen that significantly
lower rod surface temperatures are obtained when compared to the profile obtained
from the realisable k � ✏ calculation. The corresponding Nusselt number for the
v2 � f calculation is 165 when the realisable k � ✏ estimated a Nusselt number of
104.
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Figure 11.12: Rod temperature profile for the heated roughened rod case 5 obtained with the
v2�f turbulence model. The profile obtained with the realisable k�✏model is plotted for reference.
Experimental results are by Gómez et al. (2014a).
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Due to the specific features of gas cooled reactors designed for fast neutron spectrum,
additional measures are needed to ensure satisfactory heat transfer between the
coolant gas and the fuel. One option is to cover the heat transfer surfaces, such as
fuel rods, with ribs that induce turbulence and thus augment heat transfer. This will
at the same time increase pressure losses and thus some optimisation is needed. CFD
calculations provide a cost effective way to investigate this issue, however, before
any reliable conclusions can be made based on the results obtained with CFD, the
models need to be validated for the specific application.
Three dimensional steady state CFD calculations were performed in conjunction
with related experiments for an air cooled rod geometry inside a hexagonal flow
channel with the objective to validate CFD models for GFR related analyses. The
calculations included investigations for a smooth and a rib roughened rod with and
without heating. Calculations were done with the ANSYS Fluent CFD software us-
ing the Reynolds averaged turbulence models available in the solver. Due to slightly
unsteady behaviour at the flow inlet region, ! based turbulence models turned out
to be impossible to converge with the steady state solver. Thus, calculations for the
smooth rod geometry were done with turbulence models based on the turbulence
dissipation rate, namely the realisable k�✏ and the linear pressure-strain RSM. Also
due to the significantly slower and elusive convergence with the RSM model in the
roughened rod cases this geometry was investigated mainly with the k � ✏ model,
although a single calculation was performed with the v2 � f model.
To avoid making wrong conclusions because of possible numerical error in the
results the mesh dependency of the results was investigated using different mesh
resolutions. In the roughened rod case this was done using a simplified approach due
to external constraints. Also, during the iterative solution process several variables
were monitored to be sure that conclusions were made of fully converged results.
Results characterising the pressure losses were in a rather good agreement with
the experimental ones; smooth rod results being in a somewhat better agreement.
Heat transfer was underestimated in both geometries which was seen as lower aver-
age Nusselt numbers and higher rod temperatures than obtained in the experiments.
The underestimation of heat transfer in the smooth rod cases can be partly explained
by heat losses, which were not accounted for in these calculations but were quan-
tified. Partly the differences between the measured and calculated results can also
be due to the uncertainties, for example, in the heated rod composition. The re-
sults for the smooth rod are in line with ones obtained by other investigators who
have participated the same calculation benchmark using other CFD codes (see, e.g.,
Gómez et al. (2014b) and Matulik et al. (2014)). No significant differences between
the k � ✏ and the RSM model were seen in the results of the smooth rod cases.
In the rib roughened geometry the realisable k� ✏ model severely underestimates
heat transfer as the average Nusselt numbers are from 2 to almost 2.5 times lower
than the ones obtained experimentally. Correspondingly the rod surface tempera-
tures are much higher than the measured ones. Backed up by similar experience
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with eddy viscosity based turbulence models and much improved results obtained
using an explicit algebraic Reynolds stress model (EARSM) together with a lower-
than-default turbulent Prandtl number of 0.65 in the in-house CFD analyses by
the research group performing the experiment (M. Böttcher, personal communica-
tion, July 23, 2014), it seems most likely that the main reason for the discrepancies
between the calculated and experimentally obtained results is in the turbulence mod-
elling. Indeed, a significant improvement in the predicted heat transfer was obtained
when a non-linear eddy viscosity model v2 � f was tested. Incorrect prediction of
the flow separation due to the ribs and reattachment to the rod surface is most likely
the main reason for the poor results obtained with the realisable k � ✏ model. Al-
though envisaged for the L-STAR experiments, velocity profile data measured with
optical methods was not available for a more detailed comparison. This type of data
would be valuable in future for more detailed model validation to investigate the
flow structures in the vicinity of the ribs.
Inclusion of radiation heat transfer was found out to have some effect on the
results as it decreased the rod surface temperatures and slightly adjusted the axial
temperature profiles to be more aligned with the experimentally obtained profiles.
In the roughened rod with more correctly estimated turbulent heat fluxes the con-
tribution by radiation would, however, be lower.
Based on the comparisons between the results obtained with CFD calculations
and experimental measurements it seems that further work is needed to improve the
heat transfer predictions in this type of application before CFD can be used to make
any conclusions regarding the heat transfer performance of rib roughened fuel rod
geometries. In further related investigations it is suggested, if possible, to avoid the
need to model additional geometry features, such as the inlet junction in this case,
which introduce unsteadiness to the flow and complicate the construction of high
quality meshes. Calculations comparing different turbulence models in a simplified
3D geometry are suggested. With a high quality mesh in a simpler geometry it would
probably be possible to converge also RSM turbulence models which might give
improved heat transfer predictions as they are capable of also revealing secondary
flow structures contributing to heat transfer.
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13 Final comments
In reality many physical phenomena are interlinked and their accurate numerical
modelling requires coupled solution of the different processes. As the separate pro-
cesses are typically solved with separate codes, explicit coupling needs to be imple-
mented to transfer data between the different codes. Data transfer can be rather
straightforward if the coupled codes use a similar numerical modelling approach, for
example, data is transferred between identical mesh elements or discrete objects as
could be done in this work when DEM data was utilised in the Monte Carlo reac-
tor physics model. However, more effort is needed when data needs to be mapped
between discrete and continuum models.
More detailed models and multi-physics considerations also add new requirements
for experimental data suitable for validation. As an example, the reactor physics
benchmark investigated in this work had a very detailed documentation what comes
to constructing a Monte Carlo reactor physics model with the conventional approach
of having the pebbles in an ordered lattice. However, the actual construction of the
randomly packed pebble beds in the experiments was not covered. This would
have been helpful for the enhanced approach where the pebble configurations were
produced in DEM simulations. Although it is impossible to prepare for all possible
future needs regarding the documentation of experiments, it is recommended that
effort is put into considering at least the most obvious multi-physical aspects.
As can be concluded from the heat transfer results obtained in this work for the
rib roughened rod it is essential to validate numerical models against experimental
data. Results obtained with models that are inadequate for the specific problem
can deviate significantly from the reality. Although the presented roughened rod
results can be considered preliminary, as further work will be required to obtain
better agreement with the experimental measurements, they were included in this
thesis to emphasise the necessity of model validation. Although a model might be
widely used and validated for multiple problems, obtaining good results especially
for problems it has not been validated for is not predetermined.
When experiments are conducted with the purpose to produce validation data for
numerical models they should be planned very carefully also from the viewpoint of
the numerical modelling as not to inadvertently introduce unnecessary complications
for the modelling. Examples from this work includes the complicated geometry of
the ASTRA facility and the L-STAR test section inlet with unsteady flow behaviour.
Construction of a high quality mesh especially for three dimensional calculations can
be one of the most difficult and time consuming tasks in a CFD analysis. Planning
the experimental configuration geometries also from the viewpoint of meshing is
recommended. Challenging numerical simulations can be eased by careful planning
and optimisation of the experiments for numerical analyses. Need to include addi-
tional details to a calculation model can reduce the resolution at which the more
significant regions can be investigated. Details can be added and the resolution
increased but eventually the simulation time will be increased to impractically long
even for high end computer clusters. At best, experiments and calculations comple-
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ment each other as experiments provide reassurance of the validity of calculations
and the calculations then provide additional data that cannot be easily measured.
Despite the challenges, new improved approaches to increase understanding of
different physical processes should be constantly pursued within the boundaries of
available resources.
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