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This research concerns different statistical methods that assist to increase the demand 

forecasting accuracy of company X’s forecasting model. 

Current forecasting process was analyzed in details. As a result, graphical scheme of logical 

algorithm was developed. Based on the analysis of the algorithm and forecasting errors, all 

the potential directions for model future improvements in context of its accuracy were 

gathered into the complete list. 

Three improvement directions were chosen for further practical research, on their basis, three 

test models were created and verified. 

Novelty of this work lies in the methodological approach of the original analysis of the model, 

which identified its critical points, as well as the uniqueness of the developed test models. 

Results of the study formed the basis of the grant of the Government of St. Petersburg. 
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1 INTRODUCTION 

 

Company X – is a family business, international company founded in Finland in 1958 

specializing in the development, manufacturing and marketing of electrical systems and 

supplies for the distribution of electrical power as well as electrical applications. The core 

values of the company are long-term trusting relationships with customers and principles of 

environmental protection. Main customers are manufacturers of electrical and electronic 

products, distributors, wholesalers, construction and design organizations. 

Operating in the energy field X creates innovative solutions that can significantly reduce 

energy costs. Company is separated into three divisions: 

1. X Utility Networks (reliable and low loss power distribution solutions in the core of 

green thinking) 

2. X Industrial Solutions (enclosing systems and industrial components for demanding 

environments) 

3. X Building Technology (unique expertise and solutions in the field of integrated 

building technology) 

 

X produces over 15 thousands different products. Main competitive advantage is high-

qualitative products supply within the shortest lead time. This task can be completed when all 

products that have to be supplied are always in stock. In this case volumes of products must 

strictly comply with the current consumer demand, eliminating wasteful expenditures. This 

complicated management task can be solved through a system of effective inventory 

management.  

 

1.1 Topicality 

 

Previously, in order to assess the level of future demand objectively, the company 

directly asked their customers to send approximate monthly forecast. Despite its apparent 

simplicity, this approach has not been successfully implemented. In order to forecast the 

future demand, headquarter decided to take a look at the history of sales that has been 

continuously accumulated in the warehouse database and try to use this valuable information.  
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Statistical analysis of the data identified the recurring seasonal nature of the sales 

dynamic of products and product groups. After the conducted analysis, first version of the 

forecasting model was developed in MS Excel, model could forecast the demand for the next 

season with the certain accuracy rate, based on the previous two years of sales history. 

Currently, this model is exploited in the processes of production planning and procurement. 

Comparative analysis of actual and forecasted sales data showed that forecasting model 

is not perfect. There are a number of problems which cannot be solved by this model. The 

author of the present study was requested to improve the accuracy of the current model. 

Wherein, all the appropriate approaches, methods and research scales were chosen 

independently. Thus, this study is done by the applicant individually. 

 

1.2 Problem statement and research methods 

 

The goal – is to develop an improved version of the forecasting model, which has a 

higher accuracy rate. Known statistical forecasting methods are main objects of this study. To 

achieve this goal it is necessary to solve the following tasks: 

 

 Analyze the current process of demand forecasting. 

 Make comparisons of actual sales data and forecast data of previous years. 

 Explore all possible directions for future refinements of the model. 

 Analyze known statistical methods for demand forecasting. 

 Develop improved test versions of the forecasting model based on the selected 

statistical methods and conduct their approbation on the basis of available historical 

sales data. 

 Analyze the possibility of practical application of an improved model of demand 

forecast in companies from other industries. 

 

Basically, by the end of the study the weaknesses of the current model should be defined and 

then some practical solutions should be proposed and tested. The main question that has to get 

an answer is: how to improve the accuracy of the forecasting model of company X? 

The research method used in this study is case study research. A case study is an 

empirical enquiry that investigates a phenomenon within its real life context where the 

boundaries of between the phenomenon and its context are not evident. An advantage of the 
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case study method is that it allows the researcher to test theories in a real-life situation, 

providing deep insight into how the theory holds up in practice. The case study strategy helps 

to gain a rich understanding of the context of the research and the processes being enacted 

(Saunders, 2009). 

In this study, the research method was also influenced by the ability of the author to 

take part in redesigning a demand forecasting process in company X. During the time of the 

writing, the author was hired by the company being a part of the project team that was tasked 

to study the forecasting model and the whole entire forecasting process implemented in the 

case company and to improve its accuracy. The project started in March 2013 and it keeps on 

going. This research project has some limitations. The basic idea, the forecast approach the 

model is based on should remain unchanged. Model could be clarified or supplemented in 

various ways. Also available forecasted and actual sales data used for the analysis was limited 

by the time period since May 2012 till April 2014. 

1.3 Outline of the study 

 

Thesis consists of eight chapters, including an introductory part.  The second chapter 

provides a detailed description of the forecasting model, goals of the study, the basic idea of 

the forecasting method implemented in the current model, its main disadvantages. Also logic 

of the forecasting algorithm is presented there by the graphic scheme. Some of the known 

theoretical methods of demand forecasting, alternative approaches of the time series 

forecasting are presented in the third chapter. It contains a description of data sets required for 

demand modeling and various measures of the forecast accuracy also. In addition, results of 

the well-known experiment M3-competition of the time series models and important 

conclusions are presented in this chapter. 

The fourth chapter provides an analysis of forecast errors and possible causes of the 

deviations of the forecasts from actual sales. The main outcome of the fourth chapter is the list 

of possible direction for the future refinements of the current model. 

The fifth chapter describes three test models that were developed in the practical part of 

this study, based on the list of directions set out to improve the accuracy of current model 

forecast. All three models were tested on the past sales data.  Accuracy of the forecasts 

compiled by the model versions was compared with the forecast accuracy of the original 

model. 
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Next sixth chapter provides a description and comparison of computation features in 

matrix-based software and Excel, presents a practical solution to implement the current 

forecasting algorithm in a matrix format; in the end it gives an assessment to the feasibility of 

such model. 

Seventh chapter summarizes the obtained results and describes the possibilities of their 

practical application for companies from different industries. 

All the results that have been achieved in this work and possible future steps for 

continuation of the research are described in the conclusion chapter of this study.  
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2 CURRENT FORECASTING MODEL ANALYSIS  

 

This chapter gives the detailed description of the forecasting model that company X 

uses currently for production planning and procurement purposes. Here outlines the main 

objectives pursued by company in the implementation of forecasting activities, as well as a 

basic idea of the forecasting algorithm and the validity of chosen forecasting method. 

Sequence of the calculations was systematized and represented graphically through a step by 

step logical algorithm. Main disadvantages of the current model are highlighted in the end of 

this section. Mainly these disadvantages became the causes and triggers for this study. 

 

2.1 Current forecasting process 

 

  Demand forecast figures that are generated by the original model are taking in 

consideration in the production planning of finished products and semi-finished products, 

procurement of raw materials on four different factories of company X based in Finland and 

Estonia. Demand forecasting process is based on prediction of the product volumes that will 

be sold during the next 3-month period. Company runs the model on monthly basis. Thereby, 

predicting seasonal changes in sales, forecasting model improves the efficiency of inventory 

management, reduces costs, and reduces the total time of product delivery and levels of safety 

stocks. 

Forecast of the future sales volumes is built on the transaction data that is accumulated 

in two information systems ("IFS" и "Logisticar") within the previous three years, and also 

the results of the long-term regional annual forecast SAMPO. Figure 2.1 shows the scheme of 

interaction between two information systems mentioned above. ERP-system IFS is the main 

one, it plays the role of "muscles" in the logistic process. IFS database contains the transaction 

history about all the movements of goods from suppliers to end customers and back in case of 

a reverse supply. 

 On the other hand system Logisticar is a "brain" of the logistic process. This system is 

considered to be more robust in terms of ABC-categorization of products and other planning 

functions. In addition Logisticar does not interfere with the daily processes. It also stores the 

Life Cycle Code (LCC) information for all products. Changing one parameter in the system 

automatically updates all the required fields in the IFS system. 

 



12 

 

 

Figure 2.1. Interaction scheme for information systems and forecasting model  

 Statistical forecasting model is used for those products that are involved in external 

sales and meet the following requirements: 

1. Product is not new, it is presented on the market more than one year; 

2. Product LCC is defined; 

3. Product is mature (stable ramp-up or stable ramp-down phases, Appendix 1); 

4. Frequency of sales during the last year is over three months; 

Further, Figure 2.2 presents three general steps of the forecasting process. On the first 

step sales departments in every country where X's products are presented on the market, 

update the annual forecast figures in SAMPO on the quarterly basis. In parallel, the logistic 

department provides support and updates the database, which contains information about the 

life cycle of products. This information influences the final results of the forecast. Directly, 

calculation stage of the forecasting process is divided into two parts. First, model calculates 

the forecast for all finished-products. Results are compared with the figures of the long-term 

annual forecast SAMPO for the product groups with the following manual corrections if 

necessary. Secondly, forecasted figures for the finished-products are exploded till the 

components level: materials, semi-finished products and finished products. After passing 

through these two stages calculation results can be corrected manually, if necessary based on 
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the expert opinions.  Finally, revised forecast results are loaded to the ERP-systems, where 

further systems implement an automatic capacity and material planning for machines and 

assemble cells, and other logistic parameters like reorder points, safety stock levels and batch 

sizes.  

 

 

Figure 2.2. The general scheme of the forecasting process 

 

2.2 Forecasting model 

 

In order to describe the logic of current forecasting algorithm, it is necessary to take a 

look at the product hierarchy structure used in company X (Figure 2.3). Finished products 

range consists of approximately 15 000 items. Every product is related to one out of 250 

product groups. At the same time product groups are united in 75 different secondary product 

groups. Secondary product groups form 25 product lines. On the top level of the hierarchy 25 

lines are united into 3 strategic business units (SBU). Thus every single product is 

characterized by the certain set of 5 hierarchy levels. For instance, product X2ABP406020 

belongs to the group 5907, secondary group 5MCX, and product line 5EC, which in turn 

refers to BUILDING TECHNOLOGY strategic business unit.  

Current forecasting model was created by a group of developers for short-term demand 

forecasting purposes. It is based on the individual sales profile analysis for every finished 

product separately and identification of the seasonality in oscillations of its sales. However 

seasonal patterns are clearly seen not for all finished products. It is very important to mention, 

that seasonal behavior can be possibly identified on every hierarchy level. 
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The literature describes a wide variety of statistical methods for the analysis of seasonal 

sales. Some of them will be presented in the next chapter. In turn, original forecasting model 

of company X helps to track and analyze seasonal behavior of the sales dynamic through 

individual seasonal chain indices. This mathematical approach in general successfully meets 

forecasting goals set by the company X management.  

After loading the required data into MS Access Database it goes through a list of 

"cleaning" queries. These queries help to correct all the occurred mistakes and form the 

complete table layout for running the calculations. However, sometimes mistakes can happen 

while typing in information into the ERP databases. That is why all the following manual 

corrections of the wrong site of production and other issues still happen. As soon as all tables 

have been presented in the convenient layout and format for further work and all necessary 

information has been loaded into Excel-worksheets, it becomes possible to proceed with 

appropriate calculations of the short-term forecast figures. 

Excel Pivot tables help to choose the correct data array for further calculations. Pivot 

table is a table, created in Excel, linked with the main table through window PowerPivot. This 

add-in in Excel is designed for efficient data analysis and sophisticated data models. Power 

Pivot helps to mash up large volumes of data from various sources, perform information 

analysis rapidly, and share insights easily, (Microsoft 2014). Each level of product hierarchy 

corresponds to a separate Excel worksheet. Individual seasonal indices K are calculated there 

in the worksheets for every month. Index K is calculated according to the formula (2.1).  

End products 

Product groups 

Product secondary groups 

Product lines 

SBU 

Figure 2.3. Product hierarchy structure 
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𝐾𝑖 =
𝑄3𝑖

𝑄4𝑖
 ,                                                            (2.1) 

where Q3i – total number of products sold over the next three months (starting with the first day of the 

month i), Q4i – total number of products sold over the previous 4 months (starting with the first day of 

the month i, for which the calculation is performed). 

 

For example, for particular product 1017300 index K2012.02 for February 2012 is 

calculated as follows: number of product 1017300, sold over the period February 2012 – 

April 2012 divided by number of the product 1017300 sold over the period October 2011 – 

January 2012. When calculating the K indices for the hierarchical level of the end products 

production volume Q is expressed in pieces. However, on higher hierarchy levels Q is 

expressed in monetary terms EUR. In case of any errors occurred during the calculation stage 

all indices of seasonality are set to 0.75 that basically means unchangeable demand in the next 

period. Coefficient 0.75 does not affect the final results. As a result of this stage every end 

product, as well as all higher levels of the hierarchy correspond to one-dimensional arrays, 

which consist entirely of individual indices of seasonality. 

The next stage performed in Excel is related to correlation coefficients calculations for 

the pairs of annual time series, taken over the past two years, with respect to the month for 

which the forecast is calculated. Thereby five different correlation coefficients are calculated 

for every single end product on five hierarchical levels end product belongs to. Correlation 

coefficient is calculated for the time series of end products sales and aggregate levels time 

series end product belongs to. Correlation value can be insignificant on the end product level, 

but at the same time an appropriate product group can have a clear seasonal behavior of 

aggregated sales and vice versa. The most accurate short-term forecast can be made if end 

product is characterized by a high level of correlation between the time series of seasonal 

indices, indicating a clear seasonal nature of its sales. 

On model development stage special boundary limit values for necessary and sufficient 

seasonal indices and correlation coefficients were calculated through experimental methods 

(Table 2.1).  
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    Table 2.1 Sufficient boundary limits for seasonal indices and correlation coefficients 

Correlation 

coefficient 

Maximum seasonality index in the time series 

 Product Group Group2 Line SBU 

97 % 9 9 6 4 4 

90 % 7 7 4,5 4 4 

80 % 3,7 4 3 3 3 

70 % 1,2 2 2 2 2 

50 % 1 1,8 1,5 1,5 1,5 

0% - 50%           

 

Calculated boundary limits set the restrictive conditions for maximum individual 

seasonal index in the time series and lower bounds for the correlation coefficient. Thus, each 

end product has five pairs of certain numbers: maximum index of seasonality in the time 

series and correlation coefficient on five hierarchy levels. Hierarchy level where seasonal 

index and correlation coefficient pair best meets the boundary limits of the Table 2.1, is 

considered to be a determinant level. Determinant level shows that significant seasonal 

behavior was identified on this particular level, and the entire future forecast will be based on 

its individual indices of seasonality. 

If none of the pairs of coefficients for a certain end product does not fit the restrictive 

limits, then the forecast will be fully equal to the volume of sales in the previous period. The 

final value of the future individual seasonality index is calculated as the arithmetic mean 

between the indices of the corresponding months of the previous biennium. 

For instance, Table 2.2 shows five pairs of coefficients calculated for the end product 

13779. Comparison of indices with boundary limit parameters showed that Product Group 

5251 results meet all the restrictions and requirements. Thereby, future demand forecast of 

end product 13779 in March 2014 is calculated as arithmetic mean between two indices of 

seasonality, calculated for the product group 5251 in March 2013 and March 2012.  
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Table 2.2. Example of hierarchy level basis determination for the end product 13799 

 

Hierarchy level Hierarchy 

level code 

Correlation 

coefficient 

Maximum index 

of seasonality 

End Product 13779 -0,48 2,94 

Product Group 5251 0,37 1,20 

Product 

Secondary Group 

F5PES 0,17 1,12 

Product Line 5PE 0,17 1,12 

SBU INDUSTRIAL 

SOLUTIONS 

0,31 1,01 

 

 

As a result, main Excel sheet with the forecast figures for the end products consists of 

the following data: number of products sold over the previous four-month period, calculated 

individual index of seasonality and the final forecast sales volumes for the next three-month 

period and year, expressed in units and euros. In addition, other useful descriptive information 

about the end product is presented in the final forecast sheet. At this stage, the short-term 

forecast step for end products step ends. After the prediction of end products sales is 

completed, the figures have to be exploded to the level of materials and components, based on 

the bill of materials (BOM). Bill of materials for all the variety of X's products is stored in the 

warehouse ERP system of the company. Final exploded forecast contains the next three-

month sales figures for the materials, semi-finished products and end products. This model is 

exploited on monthly basis. Thereby, current model allows dynamically adjust future 

procurement plan and production, based on sales information for prior most recent periods. 

End stage of the forecasting process concerns verification conducted by experts and 

making manual corrections if necessary.  Usually, responsible expert goes through the whole 

list of product forecast figures, tracks specific codes that have got suspiciously high forecast 

figures. Logisticar software allows users to graphically compare dynamics and scale of last 

year's sales with sales this year. In practice, products with a long lead time are often 

problematic and require manual correction of the forecast, as well as the code of the product 

life cycle. Correction of the last is usually made in order to prevent future deviations of the 

model results from reality. 
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2.2.1 Logical algorithm of the demand forecasting  

 

In the previous section the forecasting model was placed in the logistic process 

landscape, and milestones of the calculation routine were traced on the practical examples. 

This particular part of the study will attempt to summarize schematically logical principles of 

calculations underlying the model.  

Method and forecasting model have different meanings. Forecasting method is a 

certain ordered set of simple techniques, aimed to calculate the forecast figures in general. In 

turn, the forecasting technique – is a specific form of theoretical or practical approach to the 

forecast creation, one or more mathematical or logical operations aimed to obtain a certain 

result in the process of forecast creation. Thus, forecasting model can be defined as an ordered 

set of methods and techniques designed to predict complex phenomena or processes, (Lapygin 

et al. 2009). In other words, the forecasting model is a functional representation that 

adequately describes the process under study. It becomes the basis for obtaining its future 

values and states. Certain studies have shown that none of the forecasting methods used apart 

from others may not provide a significant degree of accuracy. But certain combinations can be 

highly effective. 

Demand forecasting for the whole range of products produced by a particular company 

is a complex and multi-faceted research. The analysis of the model structure and behavior was 

summarized in a graphical representation of the core logical algorithm of the current model 

(Figure 2.4). Graphic method of algorithm representation is more compact and intuitive 

compared to the verbal description. The sales data for each produced end product is analyzed 

through this algorithm. On its every step certain decision is taken that affects the accuracy of 

the final forecast of future sales volumes. 
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Figure 2.4. Logical algorithm of the demand forecasting 

 

 

«Ramp-up» 

3-month forecast = previous 4-month sales * 

arithmetic mean of seasonal coefficients of the 

corresponding month of the previous 2 years 

Annual forecast sales = 3-month forecast * 4 

Number of months, in which sales 

were made in the last year > 4 

months? 

Seasonality indices and correlation 

coefficients calculation for all hierarchy 

levels 

Do calculated coefficients fit 

the boundary limits parameters 

table? 
 

Forecast seasonality coefficient = coefficient of that 

hierarchy level, where the seasonality of sales is 

significant to identify 

3-month sales forecast = previous 4-month sales* 0,75 

Annual forecast sales = 

last year sales 

Manual corrections by experts 
 

 

LCC? 
 

Max forecast annual sales = Min (Forecast 

annual sales; Previous month annual sales 

forecast) 

Max forecast annual sales = Max (Forecast 

annual sales; Previous month annual sales 

forecast) 
 

«Special» or «Ramp-

down» 

NO 

YES 

YES 

NO 
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The earliest version of the demand forecasting model in company X was created three 

years ago. Over time of its usage, some shortcomings of the current model have been 

identified. Thereby, model gradually was supplemented and updated aiming to correct its 

defects, which can be identified only after some time of exploitation. For instance, early 

version of the current model did not take into account information about the products position 

on the product life cycle curve. Lack of this information decreases the accuracy rate. 

Forecasting model should be continuously improved and developed synchronously with the 

company and processes. 

All calculation operations made in the model are shown as rectangles on the algorithm 

(Figure 2.4). Different conditions, the execution of a particular calculation will depend on, are 

depicted by hexagons. So, the whole figure represents a process of forecast formation 

underlying the current model. Figure 2.4 represents an algorithm of the forecasting logic that 

lays in the basis for the current model. Forecasting procedure can be divided into two parts - 

the calculation of model figures and their confirmation. Direct calculation of the sales forecast 

for the next period is not complicated. As described in more details earlier in the first chapter, 

it consists on preliminary calculation of the individual indices of seasonality for all months 

within the past two years and the correlation coefficients on each product hierarchy level. 

Final seasonal index is calculated as arithmetical mean of the indices that correspond to the 

certain month of the previous two years. Model will "trust" the forecasted index of seasonality 

of mature products that meet all the following conditions: 

 

 Maximum index of seasonality and correlation coefficient meets the boundary limits 

requirements at least on one product hierarchy level.  

 Sales of the product over the past year do not exceed 70% of sales in the year before. 

 Sales of the product over the past year exceed sales, committed in the past four 

months, at least 25 times. 

 During the last year, sales were carried out for at least four months. 

 

If at least one of the above conditions is not met, the forecast value is calculated in 

accordance with the naive method of forecasting. In other words, the forecast will be equal to 

the volume of sales of the previous period. When calculation of the final demand forecast 

figures for the end products is completed, model estimates the maximum value of the forecast 

based on the product life cycle codes. In the end of the forecast procedure expert analyses all 
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the model figures and introduces some manual corrections if necessary. In average, expert 

manually rechecks about one hundred values that cause him doubts. To make sure that 

significant forecast errors, that have been identified, will not appear in future, the expert 

usually manually changes the code of the product life cycle to the "special" or "ramp-down". 

Product sales data is analyzed in accordance with the logical algorithm described above. 

The model can make an error in the forecast on any of its steps because the range of goods 

produced by the company is very diverse. Every product is unique and its sales behavior is 

unique too. Universal algorithm that underlies the model logic must be selected so that the 

total error of all forecasts was minimal. At the same time accuracy measures should be 

adjusted individually for each forecast system. The results of the forecast error analysis are 

described in the next chapter. 

 

2.2.2 Disadvantages of the current forecasting model  

 

 Current model has been actively exploited by company X for several years. During 

this long time a few clarifications and changes have been introduced into the model to ensure 

a higher forecasting accuracy. However, the current model cannot be considered to be 

absolutely perfect. The biggest drawback of the forecasting model, according to the 

company's management opinion, is its insufficient accuracy. In particular, it refers to the 

product groups, which are characterized by long lead time, and unstable demand. Another 

problem of the current forecasting process is excessive amount of manual corrections 

introduced into the model figures. Employees, who use the final results of the model, do not 

trust its figures. These phenomena can be considered as a consequence of not sufficient 

accuracy and sporadic unexplained "outliers" for certain products. In some plants X 

production planning and procurement still occurs fully on the basis of old information about 

the past sales, as well as intuition of the decision makers. These disadvantages caused the 

content of this particular study. Theoretical part of the study contains the review of the 

existing methods of forecasting and assessment of their strengths and weaknesses. 
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3 FORECASTING APPROACHES REVIEW 
 

This chapter is related to the theoretical demand forecasting methods. Different alternative 

methods of time series forecasting are described in more details. As a result of this review the 

most promising methods were selected, which were later used in the development of 

improved versions of the current model. In accordance to the forecasting object, section about 

the data required to model the future demand successfully, was also included in this chapter. 

As a determining criterion of the successful forecast for the company's management is its 

accuracy, different accuracy measures are also described in the end of this section. In 

addition, conclusions from M3-competition for time series forecasting models were also 

included in this chapter, because some established patterns of this experiment had influenced 

the course of the study. 

 

3.1 Methods of forecasting 

 

 Prognostics development as a field of science now led to the invention of a variety of 

methods, procedures and techniques of forecasting (Chernysh et al. 2009). According to 

foreign and domestic researches, already more than 150 methods of forecasting are known, 

but just 20 out of them are widely used. A diverse array of methods and approaches, no doubt, 

requires classification. Mentzer and Moon (2005) suggested dividing forecasting methods into 

two large groups: quantitative and qualitative. 

 Qualitative approaches are based on expert judgment, intuition of experts. Such 

methods are subjective, that means interdependence between the forecasting results and the 

level of expert's competence, professionalism and intuition. Nowadays, methods from this 

group are widely used in the in marketing, economics and politics. In turn, most of the 

quantitative approaches are based on the certain mathematical dependences that allow the 

researcher to calculate the forecast values using the historical information about past states of 

the system. It is important to mention that any forecasting process involve indirect 

participation of the expert group. Human factor affects the forecast results when selecting 

certain forecasting method - basis of the model, as well as during model development stage. 

Even the most sophisticated statistical models are largely dependent on the decisions of 

experts (Wright & Goodwin 1998). 

 In practice qualitative methods  are often used in the situations when there is a 

lack of accumulated information for analysis, as well as the unstable states of the system. One 
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of the most popular qualitative methods is simple collecting of expert opinions and their 

subsequent generalization. Employees of the company may become experts (for example 

sales managers). Also experts can be invited from outside the company - third-party expert 

group (Armstrong 2002). More detailed classification of qualitative methods of forecasting is 

a challenging task. Methods can vary from the simplest approaches based entirely on intuition 

of one particular expert, to the whole group sessions, similar to the team work on decision 

making. Some methods look like the special forms of marketing research, and some are aimed 

at creating the most favorable conditions for the generation, collection and analysis of expert 

opinions. 

 Markidakis and Hibon (1979) named two main types of quantitative forecasting 

methods: causal forecasting methods, and time series forecasting. Causal methods are based 

on the idea of identification of the core factors that define the behavior of the system and its 

parameters. The process of finding these factors is a small part of the economic and 

mathematical modeling - construction of a model structure that explains the behavior of some 

specific entity, which takes into account the development of inter-related phenomena and 

processes occurring in the system. It should be noted that the application of multifactor 

forecasting requires solving a complex problem of finding and choosing certain significant 

factors that have some impact on the system behavior. This problem cannot be solved by 

purely statistical methods. It requires a very thoughtful study of the economic content of the 

phenomena or process (Bushueva 2004). Methods of time series forecasting are based on 

the extension of the trend component formed in the past up to the future situation. These 

mathematical forecasting models help to clarify the dependence between the future value and 

the past within the process itself and on this basis to calculate the forecast. The prevailing 

objective trends in the dynamics of economical parameters determine their future values to 

some extent. In reality, many market processes have some lag in their dynamic. Particularly it 

is clearly evident in the short term perspective. At the same time long time horizon forecast 

has to take into account the probability of changes in the conditions in which the market 

exists. These models are universal in terms of different application areas. Their overall 

structure does not depend on the nature of time series (Armstrong 2001). These methods in 

forecasting are the most suitable for a specific task set by X. Detailed description of some 

methods of time series analysis will be discussed in the next section. Additional information 

about the methods can be found in Appendix 2. 
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3.2 Data required for the demand modeling 

 

A demand forecast is a central piece in a landscape of all operations of a modern firm. 

Very often companies use different time series methods or their combinations in order to get a 

sales forecast for the next time period. Time series techniques are based on the assumption 

that what happened in the past will happen in the future. Historical demand is projected into 

future in accordance with a mathematical formula (Arnold et al. 2008). This formula shows 

the mathematical relationship between the forecast and previous sales history. Thus, 

obviously, the key data required for demand modeling is consistent and full sales data. Time 

series forecasting methods that automatically capture seasonality typically require a minimum 

of two years of history and tend to work better with three or more. Some methods require 

even more years of accumulated information to analyze. In the context of the enterprise, it 

makes sense to forecast the future demand based on the sales data, expressed in monetary 

terms, because it is much more effective for a company to assess monetary loss. Certain 

products may be consumed in large quantities, but these costs are almost negligible for the 

company.  

Additional information about the future from the outside environment can make the 

forecast more accurate, because it is very difficult to predict the future just looking into the 

past. The following are examples of data that could increase the forecast:  

 Warehouse balances: if this information is available, potential out of stocks can be 

possibly cleaned from the sales history. This additional data estimates the lost 

sales and thus prepares better corrected past sales history to be used as a 

foundation for the calculated forecast. 

 Campaigns and special events: if this information is available, such events should 

be replaced from the sales history because they are not systematic and happened 

rarely. 

 Life Cycle Codes: forecasts may be influenced by a product's position in its life 

cycle. Product life cycle code contains information about the duration of fashion 

for a certain product, thereby enabling plans to be made to stockpile items in 

anticipation of a spurt in demand at the growth stage, for instance (Hollins, 

Shinkins 2006).  

Forecasting model is a decision support tool which should consider different factors and 

justifies decisions. All sorts of additional information on the nature of sales, which will help 

the model to capture more clearly the possible patterns, promote more accurate forecasts. A 
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demand forecast states the needed inventory that helps to overcome the fluctuations in 

demand. According to the information, a firm can start to plan its upcoming activities in a 

way that they can efficiently transform their inputs into outputs. Additionally, a demand 

forecast enables a corporation to provide its customer higher value. It distributes information 

including the needed products and stock keeping units (SKU), their quantities and the 

facilities required to fulfil the future needs. This way, the firm can gain better profit as 

forecast offers them a chance to lower their costs (Keath &Young 1996).  

 

3.3 Methods of time series analysis 

 

 Dynamic processes occurring in economic systems are usually presented as a series of 

some economic indicator values arranged in a chronological order. Sequence of observations 

of a certain parameter, ordered according to increasing or decreasing values of another 

parameter, is called as dynamic series. If an ordering parameter is the time, this particular 

dynamic series is called as time series (Tatarenko 2008). Presenting the data as a time series is 

common in many spheres of life. 

In case of economic sphere time series can represent the dynamics of daily stock prices, 

exchange rates, monthly sales, quarterly production volumes. Regardless of the origin of each 

time series, there are common challenges in the analysis of the original data set (Gardner 

2006): 

 description and graphical representation of the series characteristics; 

 selection of the most suitable mathematical model to imitate the series; 

 explanation of the series dynamic through other variables and evaluation of the degree 

of dependence between the observations;  

 forecasting of the next elements in the time series, based on the previous 

observations;  

 monitoring and control of the time series dynamic; 

Investigation of regularities in the dynamics of any parameter over time is complex and 

time-consuming procedure. Every phenomena and process can be characterized by a wide 

range of factors acting in different ways and forms.  These factors can be conventionally 

divided into two groups which differ by their impact on the time series. First group factors 

affect the trend component. At the same time, second group factors cause the random 

fluctuations. These factors shift the time series elements relative to the main trend in different 
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directions.  Thereby, time series can be decomposed into the following components 

(Chernysh et al. 2009): 

 trend component - changes very slowly under the influence of long-term factors; 

 cycle component – varies smoothly, represents the long periods of boom and bust; 

 seasonal component – consists of certain seasonal sequence of repeating cycles; 

 random component – remains after subtracting the regular component of the system, 

cannot be explained systematically; 

Complete time series can be defined as a sum or multiplication of a certain set of 

components described above. Set content depends on the chosen forecasting model. 

Multiplicative models are used more often than additive models. The list of time series 

models is vast and diverse. Not every method involves the analysis of all four components of 

time series. The most commonly used theoretical forecasting models will be described in the 

next sections.  

Naive methods of forecasting 

 

 Naive forecasting methods are based on the assumption that more recent observations 

predict future values of the time series with the higher accuracy rate than older observations. 

Usually the formula for forecast calculations here describes a very simple dependence 

between the forecast figures and past observations.  Basic naïve model forecast value can be 

equal to the previous element in the time series for instance. Models of mean average are very 

popular, where forecast is calculated as a mean of several past observations. These models are 

more robust to different random fluctuations because all the non-systematic outliers are 

smoothed. Moving average models use in the calculations only recent data of a few last 

periods; old data is completely excluded from the forecast.  Assumption that recent values of 

the time series adequately describe the future situation formed the basis for the class of 

weighted average models, where obsolete observations have smaller weights in the final 

calculations than the recent data (Svetunkov et al. 2009).  

 

Exponential smoothing model 

  

 Nowadays, short-term forecasting became a very popular research topic. One of the 

well-known adaptive methods of short-term forecasting is Brown´s Method. Whereas in the 

simple moving average the past observations are weighted equally, exponential smoothing 
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assigns weights that decrease exponentially over time. In this group of methods there is a 

special constant parameter α which determines the degree of dependence between the forecast 

and older observations. An influence of the past decreases exponentially as the data in the 

observations becomes older. Models of exponential smoothing are used successfully in the 

short-term forecasting of the main tendency for the next time period (Gardner 2006). 

 Brown's model has a very significant disadvantage. It is always "late" by one time 

period. In order to solve this problem several modifications of Brown's model were 

developed. These models assume an approximate trend in the time series model profile set a 

priori. In practice Holt's and Holt-Winters's models are used more often than other known 

modifications of the simple exponential smoothing models. In the middle of the previous 

century Holt developed an algorithm where level and trend components are exponentially 

smoothed. Moreover, the smoothing parameters are different. Extended Holt-Winters method 

uses three different smoothing parameters. It also takes into account seasonal component, 

(Svetunkov et al. 2009).   

 Main disadvantage of these models is caused by the assumption of the existence of the 

stable trend component in the time series that does not change over time significantly. In 

practice this assumption does not correspond to the reality correctly:  smooth linear trends 

sometimes can be replaced by abrupt and highly non-linear dynamic, and the frequency of the 

cyclical component is not constant. This problem can cause a significant divergence of the 

forecast with actual figures.  

 Furthermore, usually it is a complicated challenge to find and choose appropriate 

smoothing coefficients, because their values define the forecasting capabilities of the model, 

but there is no universal approach that could systemize this task. As the result the researcher 

has to spend a lot of time selecting coefficients in order to prepare an adequate forecast 

(Lukashin 2003). Despite the fact that all approaches described above (naive methods and 

methods of exponential smoothing) are usually implemented in the field of business where the 

object of modeling is stable enough and is not that complicated, their accuracy rate is still not 

high enough. These approaches can be successfully used as supplementary and supportive 

methods in combination with others in different forecasting tasks, such as time series 

decomposition to the trend and seasonal components.     
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Error correction forecasting models 

 

 Forecasting models provided with an error correction mechanism take into account 

values of the past mistakes. Simultaneously these models predict two different parameters: the 

value of the main forecast Yt and its deviation from the actual value εt. The forecast figures 

can differ from the reality due to a few reasons. The first reason is incompleteness and 

inaccuracy of accumulated knowledge and data about the current state of the analyzed system. 

Secondly, structure of forecasting model and methods utilized in it predetermine the success 

of the forecast significantly. Certainly, the presence of random component directly affects the 

final accuracy of the forecast. As a result, error value can be decomposed into the system and 

random components also. 

 Clements and Henry (1999), as well as Entov and Nosko (2002) described four 

methods of accounting these errors. These techniques let to adjust forecasts in real time. The 

most frequent method is to adjust the forecast by a value of forecast error one step back, or by 

the value of the average error of all previous forecasts. However, corrective measure can be 

independent from the deviations of the actual values from the results of forecast calculations. 

Researcher can define this measure as a certain function or constant, if it is an expedient 

option. According to the results of Entov and Nosko research correction by the value of an 

average error can achieve significantly better results than most other methods. However both 

approaches are capable to remove the systematic error. Before researcher decides to 

implement one of the considered methods of error correction it is necessary to analyze the 

error data accumulated over a long period of time, in order to separate systematic errors from 

random variations. 

 

Regression forecasting models 

 

 Class of regression forecasting models is based on certain function that describes the 

relationship between the quantitative characteristics of complex systems. Type of regression 

function is determined by fitting experimental data. The process of developing a regression 

model consists of two stages: the function type selection and calculation of function 

parameters. The first challenge does not have any systematic solution. Experience and 

intuition of the researcher usually help in this case. Another way to select a certain regression 

function is to go through a finite number of functions and select the best out of them. Most 
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frequent are linear, quadratic functions, polynomials of higher order, logarithmic, exponential 

and power functions. Once function is chosen, the next step is to select its parameters so that 

the values of the function will be placed as close to the experimental values as possible. The 

parameters calculation is usually carried out by the method of least squares. When the 

function is completely defined, there is no difficulty to calculate the final forecast (Lapygin et 

al. 2009). 

 

Decomposition forecasting models 

 

For time series, which clearly contain certain trend and seasonal components, this 

information can be used in order to improve the accuracy of the forecast.  In this case, the 

trend and seasonal component should be quantified. At the same time, taking out the trend 

and seasonality, it is possible to reduce significantly the amount of noise in the time series, 

and thereby to reduce the uncertainty of the future. The procedure of identification of non-

random model components in the raw observations data is called decomposition (Arkhipov, 

2008). 

The classical procedure of time series decomposition begins with its smoothing in 

order to identify common trend. There are many smoothing methods, the most common are: 

consolidation of time slots, moving average, analytic alignment (replacement of time series by 

a certain smooth analytic function). Later on, as a result of arithmetic operation of division or 

subtracting the actual and smoothed time series (depending on model) we get another time 

series seasonal values, purified from the trend component. The resulting values of seasonal 

coefficients can be averaged in order to reduce the effects of noise. Thus, after extrapolation 

of the trend line for a few time periods in future the final forecast can be done through the 

multiplication or summation of the trend values and appropriate seasonal coefficients. 

In reality, time series that have been cleaned from the seasonal component does not 

always fit well in a linear relationship because of the marked deviations. Consequently, in this 

case, the initial data should go through primary cleaning procedure in order to get rid of all 

sorts of random outliers. For more precise identification of seasonality by classical 

decomposition method it is highly recommended to have at least 4-5 full cycles of data. 

However, to isolate completely the effect of noise and to determine accurately the trend 

components of time series are very difficult tasks to solve. Another promising method of time 

series analysis, based on the effect of decomposition, is described in the literature. Greek 
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statisticians Nikolopoulos and Assimakopoulos (2003) proposed a Θ-model, which is based 

on a modification of the curvature of the time series trend. 

   

ARIMA models 

 

 In contrast to the time series forecasting method described above ARIMA 

methodology does not assume any strict model for forecasting.  This forecasting methodology 

defines a general class or classes of models that will simulate time series. Then the algorithm 

like designer assembles the most appropriate forecasting model through internal parameters 

adjustment. Most of the work on studying this particular methodology was carried out by two 

statisticians G. E. P. Box and G.  M. Jenkins (1976). These researchers developed a hierarchy 

of predictive models in this class. General model, which was developed in 1976, is a 

combination of autoregressive model and moving average model. Firstly, ARIMA determines 

the number of parameters in autoregressive and moving average forecasting methods to 

provide the most accurate results. After the assembly phase comes a phase of parameters 

estimation (Tebekin 2013). And finally, model with fully defined parameters can calculate the 

forecast values and confidence intervals (Statsoft 2013). 

 

Artificial neural network models 

 

 Nowadays, models related to this class are considered to be very promising. They 

represent a set of elementary processors - artificial neurons, interconnected by synoptic 

connections. This network processes an information input and forms the outcome signals 

(Gorban et al. 1998). The apparatus of artificial neural networks (ANNs) is functioning as an 

independent component of the control decision-making system. Time series forecasting by 

neural networks is characterized by minimal analyst participation in the process of creating 

the model structure, as the neural network has the ability to learn. Learning algorithms adapt 

the weight coefficients in the models for a certain structure of the analyzed input. There are 

some significant difficulties in ANNs model development process. In particular, there is a real 

challenge to create a sample for network training purposes, which should meet the 

requirements of completeness: the sample should contain all valid examples of the test range, 

and consistency: sample must not contain contradictory examples (Chuchueva 2012). Thus, 

the mathematical model selection does not depend on the expert's choice. One of the main 
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disadvantages of the neural network models is their opacity. After the automatic learning 

phase model works somehow, but the logic of decision-making is completely hidden from the 

expert.  

 

Comparison of the forecasting models  

 

As a result, the main advantages and disadvantages of all the forecasting approaches 

described above have been summarized in Table 3.1. In addition it should be noted that   

accuracy of the forecast was not evaluated for any considered groups of forecasting models. 

This was done due to the fact that the prediction accuracy of a given process depends not only 

on the model but also the experience of the researchers, the availability of data and hardware 

capacity and many other factors. Characteristics of the forecasting accuracy will be discussed 

in the next section. 

 

                         Table 3.1. Advantages and disadvantages of the forecasting models 

comparison table (Chuchueva 2012) 

 

Model name Advantages Disadvantages 

Naive models 

The simplicity of the design and 

results  interpretation, transparency of 

the modeling; cheapness; often used 

for comparison with other models; 

Inefficiency in case of the presence of a 

trend / seasonality; does not account any 

external influences; not suitable for long-

term forecasting; 

Regression 

models 

Simplicity, flexibility, transparency of 

the modeling, uniformity of analysis 

and design; 

The complexity of the identification of 

functional dependency and its 

coefficients; 

 

Decomposition 

models 

Separates seasonal component from 

the trend; 

The applicability of these models is 

narrow; 

ARIMA models 

A powerful tool for generating  short-

term forecasts; flexibility; can describe 

a wide range of time-series; 

Time-consuming and resource-intensive 

model identification; requires a large 

amount of raw data; complicated model 

adjustment process; 

Exponential 

smoothing 

models 

Simplicity of modeling; uniformity of 

analysis and design; easy correction of 

the smoothing parameter; 

Lack of flexibility; narrow applicability 

of the models; lag effect; 

Neural network 

models 

Nonlinear models; scalability, high 

adaptability; uniformity of analysis 

and design; many examples of 

practical application; 

Lack of transparency; the difficulty of 

choosing the structure of the model; strict 

requirements for the learning sample; the 

difficulty of choosing a learning 

algorithm; resource intensity of the 

learning process; 
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3.4 Combining forecasting methods 

 

Usually, certain circumstances and insurmountable external factors strongly affect the 

success of the predictive model (Laurence et al. 2006). Very often, combination of the 

most appropriate quantitative methods of time series analysis and certain qualitative methods 

based on expert opinion could have a beneficial effect on the accuracy of the entire 

forecasting process. Demand forecasting accuracy for certain products produced by the 

company can be improved if the model end users do have some specific knowledge about 

products, processes, temporary projects or major customers, which cannot be depicted in the 

model (Webby et al. 2001).  

Joanne Utley (et al. 2011), Bails and Peppers (1993) described a few feasible schemes of 

including forecast end users in the forecasting process: 

 Adjustment: final forecast figures can be manually corrected by experts, if they do not 

trust the model results according to certain reasons. 

 Combination: final forecast is formed as a simple average or weighted average of the 

model predictions and forecasts made by experts. 

 Setting the structure and parameters of the model: experts may express their views on 

the structure of the model or its internal parameters. 

 

3.5 Criteria for selecting a forecasting method 

 

 

 Well-known classes of time series analysis and forecasting have been described in the 

previous section. Each class is represented by a unique set of predictive models. There is a 

great variety of different models. Therefore, any company that decides to forecast future 

demand for its products undoubtedly faces a serious problem of choosing one or another 

method. In order to choose from the whole variety of known prognostic methods the most 

appropriate one, it should best meet the selection criteria. 

 Review of the relevant literature on the subject has shown that researchers have 

identified two most important criteria for forecasting models evaluation. Bails and Peppers 

(1993) and Yokum with Armstrong (1994) suggested to assess the predictive models by the 

criteria of their accuracy. On the other hand, Waddell and Sohal (1994), as well as Clifton and 

colleagues (1998) evaluated the success of the forecasting process by the criteria of matching 

the originally defined objectives of forecasting in the company. There are many other criteria 
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for assessing the success of forecasting. For example, time horizons, size and completeness of 

the data available, costs, ease of use, as well as the significance and value of the results 

(Yokum & Armstrong 1994). 

Taking into account the objectives that the company X pursued in this study, it was 

decided to evaluate and compare different prediction methods by the criterion of the forecast 

accuracy. Some measures of the forecast accuracy will be discussed later. 

 Accuracy of the forecast directly depends on the error value, occurred in the 

forecasting process. According to Chopra, S. and P. Meindl (2006) measurement of the 

forecasting accuracy has two main aims. First, forecast error analysis helps managers to 

determine how accurately the current method detects systemic trend component of demand. 

For instance, if the forecast is always accompanied by a positive error value the manager may 

conclude that the forecast method always overestimates the actual demand. Secondly, error 

analysis is an important component of the forecasting process, because any future plan must 

take into account possible deviations from the reality. 

 Forecasting accuracy – is the opposite concept of forecasting error. If the forecasting 

error is substantial, then the accuracy is low and vice versa. Menzer and Moon (2005) divided 

these measures into two groups: absolute and relative. All absolute measures are based on 

mathematical operation of subtracting the actual values out the forecast (Formula 3.1). 

 

𝐸𝑟𝑟𝑜𝑟𝑡 = 𝐸𝑡 = 𝑌𝑡 − 𝑋𝑡 ,                                                (3.1) 

where Yt, Xt – the predicted and actual values, respectively, at time t  

 

 One example of the absolute error evaluation is the average value of all errors, which 

is calculated by the following formula (3.2): 

 

𝑀𝑒𝑎𝑛 𝐸𝑟𝑟𝑜𝑟𝑡 = 𝑀𝐸𝑡 =
∑ 𝐸

𝑁
,                                                        (3.2) 

𝑁 − 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑖𝑚𝑒 𝑝𝑒𝑟𝑖𝑜𝑑𝑠 

 

There are other ways to estimate absolute prediction error: mean absolute deviation 

(MAD), the root mean square error (MSE) and others. The second group of measures is 

based on the ratio of forecasted and actual values. Among the relative error measures average 

percentage error (MPE) and mean absolute percentage error (MAPE) are used more often. 
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MAPE fundamentally differs from another measure MPE because all MAPE values 

are positive due to the modulus function in the numerator. The formulas for calculating 

relative measures (3.3) and (3.4) are listed below.  

 

𝑀𝑃𝐸 =
𝑋𝑡−𝑌𝑡

𝑋𝑡
∗ 100%,                                                                       (3.3) 

where Xt – actual value, Yt -  forecast 

 

𝑀𝐴𝑃𝐸 =
|𝑋𝑡−𝑌𝑡|

𝑋𝑡
∗ 100%                                                                         (3.4) 

 

 Symmetrical mean absolute percentage error (sMAPE) is used as an alternative to 

MAPE error in case the actual value is equal to zero or close to zero. SMAPE measure is 

calculated by the following formula (3.5):  

𝑠𝑀𝐴𝑃𝐸 =
2

𝑁
∑

|𝑋𝑡−𝑌𝑡|

𝑋𝑡+𝑌𝑡

𝑁
𝑡=1 ∗ 100%                                                      (3.5) 

 

 One example of error estimated in relation to other prognostic techniques is «Theil's 

U». Typically, this value determines the accuracy of the forecast in relation to another 

forecast, calculated by the Naïve methods. Naive methods suggest using the actual value 

obtained in the previous time period as a future forecast without any adjustments. If the U-

value is greater than 1, then the evaluated forecasting method is less accurate than naive 

approach. If U does not exceed 1, then the evaluated approach provides greater accuracy 

compared to naive methods. The same idea of the relative accuracy measurement can be 

implemented by dividing MAPE of the forecast model by MAPE of Naïve forecast (Mentzer 

& Moon 2005). 

 

3.6 M3-competition for the forecasting models 

  

 

 Forecast accuracy directly affects the costs of the company, as well as the quality of 

service provided to customers. Therefore, one of the most important initial stages of 

designing the forecasting model for a certain company is a preliminary comparison of existing 

methods of forecasting. However, published descriptions of the advantages and disadvantages 

of forecasting techniques conducted in practice or in theory are not enough to form an 
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objective and critical view about all the methods. Series of M-competitions for the forecasting 

models developed by Makridakis and Hibon (2000) is an interesting empirical research in the 

field of forecasting. As part of this competition some well-known methods of time series 

forecasting were compared by the criterion of their accuracy. Over one hundred different time 

series were analyzed by hundreds of experts from all around the world. The first series of M1-

competition was held in 1979. All the forecast results generated by different models were 

compared with each other as well as with the results of the simple naive model and 

exponential smoothing model by the criterion of their accuracy. 

 Later in 2000 M3-competition was held where 3003 different time series were 

presented. To ensure maximum objectivity of the results time series were taken from the field 

of micro, macro economy, industrial, financial, and demographic areas. The time step in the 

time series varied as well. Over twenty different methods of time series analysis took part in 

the competition representing a group of naive models, exponential smoothing models, models 

of decomposition, ARIMA models, artificial neural networks and several expert models. The 

list of those methods of forecasting and a brief description are given in Appendix 3. 

 It is also important to mention that the comparison of the forecast results obtained by 

the participating in the competition methods was carried out according to the criteria sMAPE, 

Median sAPE, Median RAE error measures. Naive forecasting model and model of 

exponential smoothing were chosen as a benchmarking comparison basis. All the results of 

this interesting research and findings were published in the journal «International Journal of 

Forecasting». The difference in accuracy of six most accurate models and two selected 

samples is displayed in Table 3.2 and Table 3.3. Measure sMAPE was used to measure 

forecast accuracy. It can be seen that in both benchmarking analysis some of the forecasting 

methods outperformed in accuracy both naive and exponential smoothing methods. The 

absolute winner in both samples was the θ-method. 

 

Table 3.2. The difference in the accuracy of the forecasts created by various methods of time 

series analysis and naïve forecasting (Makridakis & Hibon 2000) 
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Table 3.3. The difference in the accuracy of the forecasts created by various methods of time 

series analysis and exponential smoothing forecasting method (Makridakis & Hibon 2000) 

 

 Analyzing the comparison results, researchers have formulated the following 

identified regularities:  

1. Statistically sophisticated, complex methods usually do not outperform the simple 

methods in accuracy context. 

2. Accuracy rate of the forecasting method depends on the selected error measures, as 

well as the nature of forecasted data. 

3. Combination of different forecasting methods usually causes the decrease of the 

forecast accuracy. 

4. The accuracy of the forecast depends on the time horizon of predictions.  

Author of this study believe that all the results obtained in the experiment, can be 

considered an objective assistant for managers that helps select the most appropriate method 

of forecasting, which will have the greatest possible accuracy. Even a small advantage in 

predictive accuracy significantly affects the operation performance of the company, and thus 

helps to reduce inventory levels, to increase efficiency of the planning process, as well as to 

improve customer service and to streamline the company's costs (Makridakis 2000). 

3.7 Summary 

  

 Second chapter provides a detailed description of the demand forecasting model 

exploited by the company X.  Main goals of the forecasting process for company X are to 

improve the efficiency of inventory management, to reduce costs, reduce the total delivery 

time of products and levels of safety stocks, as well as to maintain a high level of customer 

service. This model belongs to the group of multiplicative decomposition models with 

individual chain indexes of seasonality. The choice of this particular method of forecasting 
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was done due to the seasonal sales behavior of most of the products produced by company X. 

Main defect of the current model is its deficient forecasts accuracy and, as a result, an 

excessive amount of manual corrections introduced to the final forecast figures. Review of the 

existing theoretical methods of time series forecasting and measures for evaluation the 

accuracy rates of the forecasts helped to determine the strategy for further refinement of the 

current model. In the next chapter, main perspective directions of improving model accuracy 

will be discussed and formulated. 
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4 POSSIBLE DIRECTIONS FOR ACCURACY IMPROVEMENT OF 

THE MODEL 

 
 The fourth chapter provides the results of the analysis of forecast errors, compiled by 

the current model, suggests some causes of occurred deviations from the actual values.  The 

outcome of this section is the list of possible directions of further improvement of the forecast 

accuracy rate.  

 

4.1 Error analysis of the current model forecasts 

 

 One of the most important stages in the forecasting process is a verification of the 

results that means the evaluation of their accuracy and validity. Every forecast is 

characterized by considerable degree of uncertainty that has to be measured before taking the 

managerial decision to use the predictions about the future and apply the hypothesis about the 

prospects of the development of various systems, for instance. Developing the forecasts, 

experts are interested in improving their reliability. Detailed knowledge about the dynamic 

behavior of the forecast error helps to identify special products or product groups that are 

different from the majority of the forecasted products in context of their forecasting 

capabilities. It also helps to justify the choice of a particular forecasting method that forms the 

basis of the model. Comparative analysis of the forecasted figures and reality, as well as the 

creation of appropriate data bases with information about their deviations allow adjusting the 

forecasting methods parameters that are in use. Successful predictive models help to decrease 

average inventory levels of products in stock, as well as significantly improve the level of 

customer service (Kerkkänen 2010).  

 

4.1.1 The methodology used in measuring the accuracy of the forecasting model 

  

 Objective assessment of the forecast accuracy is the result of a retrospective analysis 

of forecast errors. The accuracy of the particular forecasting model can be judged by the 

magnitude of the forecast errors - the difference between the predicted and the actual values 

of the variable. Such estimates can be obtained when the period of preemption ended and the 

actual value of the variable is already known. Such estimates are called a posteriori accuracy 

estimation of the forecast quality (Mentzer & Moon 2005). They include absolute and relative 
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indicators that quantify the magnitude of the prediction error in units or as a percentage. 

Variety of accuracy measures have been previously described in the third chapter of thesis. Of 

course, each of these indicators contains unique information about the model performance. As 

has been said earlier in the section about the M3-competition of different forecasting methods, 

the final assessment of the accuracy of the method depends on the selected accuracy 

measures, as well as the nature of the forecasted data. It should also be noted that the accuracy 

of a single forecast has insufficient value for a researcher, because the formation of the 

phenomenon under investigation is influenced by many different factors, therefore, a 

complete coincidence, or significant divergence of the forecast and the reality may occur due 

to a particularly favorable or unfavorable circumstances. Single accurate prediction can be 

generated by bad model, and vice versa, thus the quality of model's predictions can be judged 

only by the multiple comparisons of the forecast figures with their actuals according to a 

variety of criteria. 

The model used by X, predicts sales for all end products produced by five plants in the 

Northwest region. Sales volumes are expressed in units and cash equivalents. In order to 

assess the accuracy of the forecasts of future demand for company's products, all past 

forecasts created during the period from May 2012 to April 2014 were collected in one Excel 

table. Data arrays were cumbersome; each forecast consists of fifteen thousand lines on 

average. To speed up the calculations made in Excel evaluation of forecast accuracy 

was carried out only for products manufactured in a particular Estonian factory. All the 

products that were considered to be new were also excluded from the forecasts. This was done 

due to the fact that the model is used only for those products that are placed at the stage of 

maturity on the product life cycle curve. The accuracy of the forecasting model was measured 

using the mean absolute percentage error MAPE measure, as well as the coefficient of 

determination. Both measures were calculated for sales, expressed in euros. 

 Taking into consideration the specificity of the model under investigation, and 

completeness of the data available for analysis, MAPE measure was calculated for each 

month during the period from May 2012 to February 2014 for each product being sold in the 

following three-month period and the actual volumes of sales for this period. One of the 

advantages of MAPE in comparison with other accuracy measures is the ease of its 

interpretation and evaluation. This measure does not depend on the scale of sales that is 

important in X's case. Moreover, the percentage expressing the deviation of the forecast from 

the actual data, allows researcher to compare the accuracy of the forecast formed for end 

products, groups and other levels of the product hierarchy. In addition, measure MAPE allows 
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easy comparison of accuracy achieved by different forecasting methods. However, this 

measure has two disadvantages: lack of theory on the statistical interpretation of MAPE, and 

inequality of errors for situations when the forecast Y exceeds and underestimates the value of 

real demand X by the same percentage value (Makridakis & Hibon 2000). In turn, the 

coefficient of determination was calculated on a monthly basis for the whole range of 

forecasted and actual values. The coefficient of determination R-square is an indicator that 

represents the ratio of the „explained‟ variation of the variable. R-square value close to "1" 

indicates that the model explains almost 100% of relevant variable variation (HELPSTAT 

2012). 

 The coefficient of determination that is greater than 0.7 (model explains more than 

70% of variation) is usually considered to be satisfactory in practice, MAPE should be less 

than 10%. Ideally, they should tend in the limit to one and zero, respectively (Ayvazyan 

2001). There is a misconception that the accuracy of the forecast depends entirely on the 

quality of the model, but this is not absolutely correct. The most important factor is the 

"natural unpredictability" of the forecasted system. Initially, most of the demand forecasting 

methods described in the literature have been used successfully in practice among consumer 

markets. Currently there is growing interest in the use of demand forecasting for companies 

that operate in the industrial sector, despite the fact that the industrial and consumer markets 

differ significantly from each other. Very often when the company introduces the demand 

forecasting procedure, there is a tendency when the company begins to imitate the basic 

concepts, goals, and principles according to the experience of other companies, in order to 

accelerate the implementation phase at the facility. A similar trend was observed at the stage 

of forecast accuracy analysis and evaluation. Thus, the analysis of the forecast errors, as well 

as the definition of the boundaries for satisfactory accuracy rates should be carried out taking 

into account the specific nature of the company, its customers and products produced and 

sold. Thereby, next sections provide the description and analysis of the following points 

 dynamics of the monthly coefficient of determination; 

 dynamics of average monthly mean absolute percentage deviation of the forecast from 

reality; 

 annual average error on determinant hierarchical levels, the forecast figures were 

based on; 

 statistics of false zero forecasts; 
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4.1.2 Determination coefficient of the forecasts  

 

 

Figure 4.1. Dynamics of the determination coefficient accuracy measure 

  

Figure 4.1 illustrates calculated determination coefficients for the forecasts made by 

the model at the beginning of each month during the period from May 2012 to February 2014. 

Current model predicts future sales of all products, which will be sold over the next three 

months. Looking at the chart, we can say that the coefficient of determination was not 

constant on the entire time period. Coefficients of determination for different months 

significantly differ from each other. However, throughout the considered time determination 

coefficient dropped below a satisfactory level of 0.7 only once in February 2012, it was equal 

to 0.61. During all other months of percentage variations in sales volumes explained by the 

model, ranged between 70% and 90% with an average of 78%, which indicates that the 

current model of company X has a fairly high quality of the forecasts. It should also be noted 

that the most recent forecasts in average have a higher coefficient of determination, in 

comparison with later forecasts. Scatter in the values of this accuracy measure forecast 

significantly reduced by the end of 2013. This could happen due to the fact that in mid-2013 

some amendments were made in the forecasting model, namely, it began to take into account 

the stages of the product life cycle. Since that moment the model started to calculate 

maximum possible figure of annual sales, which depends on the particular life cycle code 
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assigned to each end product. The value of the maximum possible volume of sales introduces 

certain corrections in the final calculation of the forecast for the next period. 

 Looking at the determination coefficient graph, certain months, that are characterized 

by particularly high and very low values of this accuracy measure, are noticeable. Increased 

accuracy was reached in August and December 2012, and during the late summer - early 

autumn of 2013. In turn, the relatively low accuracy rates were achieved in the autumn of 

2012, and in late spring 2013 with an abnormally low slump in February 2013. Due to the fact 

that the accuracy of the forecasting model depends directly on the product hierarchy levels, 

chosen as determinant levels for forecasts, we can put forward the assumption that in those 

months when the determination coefficient was low, so large number of forecasts were 

probably built on the basis of the naive method, which means full equality of the forecast to 

the product consumption in the previous month. To verify this assumption special diagram 

was built, it clearly shows the number of naïve forecasts in each month throughout the 

analyzed time period (Figure 4.2). Looking at the chart, you can see that in February and since 

April till July number of forecasts, calculated this way is much higher than an average rate. It 

is also interesting to note that in 2013, the number of products, forecasted by the "Flat" level 

significantly in average increased in comparison with 2012. The model creates the forecast on 

the "Flat" level (uses a naive prediction method) when the correlation coefficients and 

seasonality indices on any of its hierarchy levels do not correspond to the table of boundary 

limits.  As a result, on the basis of the foregoing it can be concluded that the table with 

boundary limit values directly affects the accuracy of the final forecast.  
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Figure 4.2. Monthly number of products forecasted by the naive method 

 

4.1.3 Analysis of an average monthly MAPE dynamics 

  

The coefficient of determination is quite common measure of a forecast proximity to 

the reality. In turn, the absolute percentage error can be calculated for each product or group 

individually throughout the considered time period. Figure 4.3 illustrates the average 

percentage error of the forecasts, during the time period from May 2012 to February 2014. 

Recall that MAPE is calculated as the ratio of the deviation of the forecasted sales volumes to 

the actual values of sales in the next three-month period. Real demand is in the denominator 

of the ratio. In this case, when the forecast and actual demand simultaneously are equal to 

zero, MAPE is also equal to zero error. It should be noted that in case the demand is equal to 

zero and the model figure is greater than zero absolute value of the error rate must be equal to 

infinity. To simplify the analysis of the error statistics this particular situation has been 

investigated in isolation from other values of forecast errors. 
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Figure 4.3. Forecast MAPE 
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Figure 4.4. Average share of determinant forecast levels 

 The average percentage error in 2012 from May to December was 200%. In 2013 error 

significantly decreased by 70% to 130% in average. This observation may become additional 

substantial evidence that taking into account information about the product life cycle stages 

had beneficial effect on the accuracy of forecasts. Nevertheless, overestimation of the demand 

by 130%, excluding the zero false predictions, is a sufficiently large deviation. 
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 In the previous section it was noted that number of products, forecasted by the naive 

method affects the accuracy of the overall forecast. The pie chart in Figure 4.4 shows the 

average percentage share of the product hierarchy levels that have been chosen as 

determined by the model during 2-years' time period. Almost 50% of the company's products 

were predicted by the naive method. However, the next largest group is the products, whose 

forecast was built on the basis of seasonal indices belonged to product group level. For such 

products the correlation coefficients for the time series on the end product level and product 

group level were considered to be sufficient, and their seasonal indices also satisfied the given 

constraints presented in the table. The smallest group is a group of products whose forecasts 

were based on the seasonal indices of end products. These products were only about 2%. 

However, mean absolute percentage error for this particular group was 102%, with an average 

error for all levels of 130% (see Figure 4.5). The largest average relative error corresponds to 

the quality of the forecast based on the level of strategic business units with low values of the 

correlation coefficient (CloseSBU). Products from this group totaled 7%. The average 

percentage error of forecast at the SBU hierarchy level exceeded error of the naive method by 

10%. Forecasts based on other levels of the product hierarchy have greater accuracy in 

average compared to naive methods. 

Figure 4.5. Mean absolute percentage error for different determinant hierarchy levels 
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 Thus, forecasts based on product group's data should be given special attention due to 

the fact that the correlation coefficients and maximum values of the indices more often than 

other levels satisfy the table of boundary limits. As well as the average percentage error at the 

group level is 123%, which is below the average value for all levels in sum.   

 

4.1.4 False zero forecasts  

 

This section focuses on a singular case of the MAPE measure: zero false prediction. 

Zero false forecast occurs when a model for some reason determines the forecast for future 

three months sales volumes as zero, when in reality product will be sold during this particular 

time period. This can happen for example when this particular product did not have any sales 

during the previous four months at all. Thus, if the model uses the naive method of 

forecasting, future sales will also be set to zero. If the model identified significant correlation 

in the sales history on one of the product hierarchical levels, even if the seasonality index will 

be different from 0.75, each product with zero past sales will get zero as a forecast figure. 

 About 10% of all 

forecasts are false zero on 

average over the past two years. 

Due to the fact that about 50% of 

the forecasts are based on the 

naive method, the largest 

absolute value of false zero error 

is also observed in the hierarchy 

group "Flat". Figure 4.6 

illustrates the average percentage 

of false zero forecasts for end 

products sales, committed 

between May 2012 and February 

2014, at all determinant hierarchical levels. Pie chart is divided into sectors in accordance to 

belonging to one or another determinant hierarchy level. False zero values of the forecast 

cannot be quantified by average percentage error measure. Accounting such errors is possible 

only by calculation of the absolute deviation of the forecast. However, the absolute error 

measures make it impossible to obtain reliable average error values for each month, as well as 

a comparison of forecast errors among the products and their groups due to the fact that all the 

Figure 4.6. Average number of false zero forecasts 

displayed on the product hierarchy levels 
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products are very different from one another by sale volumes, expressed both in euros and 

pieces.  

 

4.1.5 Conclusions from the analysis of forecasting model errors  

 

 There are no predictions that have absolute 100% accuracy. The error takes place in all 

kinds of forecasts without any exceptions. However, total forecast error usually consists of 

systematic and random components. Analysis of erroneous forecasts statistics helps to 

identify weak points of the model, which may be considered as potential sources of systematic 

error. Model will have a very high accuracy rate when the system error will be reduced to 

zero. Demand forecasting for companies from the industrial sector is especially challenging 

task. Successful forecasting models with high accuracy rates help to reduce average inventory 

levels of products in stock, as well as significantly improve the level of customer service. 

 To investigate the accuracy of the current model developed by company X two 

accuracy measures were selected: the determination coefficient and the mean absolute 

percentage error. As a result, some graphs were built and analyzed. These diagrams 

illustrate the dynamics of the determination coefficient on monthly basis, average monthly 

values of absolute percentage forecast deviation from reality, as well as some other important 

model data. According to the results of the error analysis the following conclusions were 

formulated: 

 

1. Forecast has higher accuracy when model captures a significant correlation between 

sales on one of the hierarchical levels. The maximum index of seasonality in the time 

series must satisfy the constraints, in order to take into account the seasonality when 

calculating the overall forecast value. Thus, the figures that were originally placed in the 

table with the constraints play a key role in determining its accuracy. 

2. Only a small share of the products is characterized by the significant seasonal sales 

behavior at the level of end products, but their forecast has the highest accuracy rate. The 

most common determinant level is the level of product groups. Therefore, sales data at 

this level should be given appropriate attention. 

3. Adjustment of the forecast, which is based on the product life cycle stage, has a 

beneficial effect on the accuracy of the final forecast. 
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4. If the sales history of some end product has a random abrupt in the time series, this 

occasion directly affects the ability of the model to identify the seasonal profile and 

capture its seasonal parameters. 

5. Mean absolute percentage error of the forecasts, excluding cases of false zero values 

amounted to 130%. 

6. 10% of all the forecast deviations from actuals were caused by the problem of false zero 

forecasts. The second largest number of false null predictions after the «Flat» level 

happened on the level of product groups. Current forecasting algorithm is not able to 

resolve this issue. 

 

 These findings formed the basis for further study of possible ways of increasing the 

accuracy of X’s forecasting model. Possible refinements are described in the next section of 

the chapter.  

  

4.2 Possible directions for model accuracy improvement 

 

This section considers the following ways to improve the accuracy of the current 

forecasting model: 

1. Table of boundary limits; 

2. Identification of seasonal behavior; 

3. Forecasting the demand for long lead time products;  

4. Final stage of forecast calculations; 

5. Record of previous forecast errors; 

6. The human factor in forecasting; 

All forenamed points will be discussed in details from different angles of the research. 

Finally, practical guidelines for all the improvement directions will be formulated and 

summarized.  

 

4.2.1 Table of boundary limits 

 

 One of the key conditions that effects the accuracy of the forecast is the table of limits 

(table of the boundary limits is described in the second chapter of this thesis).  It contains 

values of the correlation coefficient for sales and the corresponding maximum individual 
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indices of seasonality that are considered to be significant, calculated for each of the five 

hierarchical levels of the product. The minimum acceptable level of correlation is 50%. 

Minimum seasonal index for the level of the end products with a correlation coefficient of 

50% -70% originally was calculated using the Solver in Excel. Further, all the other cells in 

the table of parameters were obtained by multiplying the calculated index for the end products 

and a special multiplier. Multiplier, in turn, was also calculated using Solver. This means that 

all the values in the table of boundary limits are linked linearly. Table parameters were not 

revalued for about two years. Meanwhile, many products are no longer manufactured and 

were replaced by others. Customer base has been updated during this time as well. The 

maximum allowable individual indices of seasonality may have changed. Thus, we can 

assume that one possible way to increase the accuracy of the current forecasting is to update 

the table of limit values, or even update their calculation algorithm. 

 

4.2.2 Identification of seasonal behavior 

 

 Seasonal nature of sales is determined by the correlation coefficient. Coefficient is 

calculated for two time series of seasonal chain indices of the past years; this coefficient can 

be considered as key in the whole forecasting model used by the company. “Seasonal 

fluctuations in sales” is one of the most popular research topics in the demand planning and 

sales forecasting fields. Indeed, there are seasonal jumps or, on the contrary dramatic slumps 

of sales in many types of businesses. Today there are two basic ways to capture such seasonal 

fluctuations - the method of peer review and analysis of the previous sales statistics. The 

method of peer review is a survey for the employees that have some knowledge in the field of 

sales of certain product groups. Employees may indicate the upward trend or decline in sales 

dynamics and approximately numerically evaluate these changes. In X case employees 

responsible for production planning and procurement on a particular plant do have this 

knowledge. Series of interviews on three plants of the company proved that personal opinions 

and intuition of employees still affect the results of the final forecast figures. While carrying 

out the production planning managers make their personal adjustments in the forecast data 

manually. However, employee's opinion about the seasonal nature of fluctuations in sales is 

subjective; this vision may differ among the employees of the same company. Experts are 

able to indicate trends in different time periods much easier, but much more difficult is to 

assess them quantitatively. In any case, in order to improve the accuracy and efficiency of 
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current method of identification the relationship between annual sales, it is strongly required 

to adhere to a certain level of formality in this procedure. 

 Company X uses statistical methods of analysis to detect the seasonal behavior that 

provides certainly more objective assessment. Calculated series of indices that show rises or 

drops, serve as trend in the current model. In turn, the model interprets the multi-directional 

outliers as random fluctuations. Presumptive period of the seasonal fluctuations for all the 

products in this model is equal to twelve months. However, some graphs depicting the 

dynamics of seasonal indices for certain products show that the period of seasonal variations 

is shorter than one year. This can be explained by the frequency of orders by regular 

customers. Any periodic dependence between the elements of the time series can be formally 

determined by the autocorrelation function. 

 It is assumed that the time series are stationary, which means an independence of 

autocorrelations from time. Thus, an assumption that possible period of oscillations in sales of 

all product range is twelve months brings a certain error in the final forecast in advance. It 

should be noted that if there are several independent areas in business, such as different types 

of customers: commercial and budgetary, retail and wholesale, - you must develop an 

appropriate forecasting scheme, which separately considers the specifics of each customers. It 

is quite natural because different kinds of customers buy the same product in different ways 

with varying intensity and speed.  

 It should be also noted that in fact, there are a fairly large number of events and factors 

that may have an impact on the dynamics of sales in addition to seasonal fluctuations. 

Irregular outliers affect the possibility to capture interdependence between the time series of 

sales data. In this case, if the calculated index of seasonality for a particular month exceeds 

the maximum, which is shown in the table of limits, it will not be accepted by the model and, 

therefore, increase of sales in this particular month will not be captured, even if the correlation 

coefficient is significant enough. Due to significant changes in the activity of the enterprise or 

influence of external disturbances some initial data should be discarded. Use of chain 

individual indices of seasonality in some cases is not enough for efficient smoothing of 

irregularities in the time series.  
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4.2.3 Forecasting the demand for long lead time products  

 

Most of the well-known models described in the literature are able to cope quite 

successfully with the task of the demand forecasting for various products, which are 

characterized by a relatively short time of delivery. In this case, end products, which are 

assembled from materials with the delivery time longer than few weeks, are problematic for 

preparing the next month forecast. The current model will cope successfully with the 

forecasting for products that have delivery time a week or ten days. In this case all the 

materials that are required to produce the desired amount of certain end products with long 

lead time can be delivered just in a month. Thus, next month forecast for such products is not 

effective. Seasonal indices for these products should be based on data of lengthened periods, 

as the ratio of sales over the next six months to sales of the past eight months. However, this 

solution entails the problem of increasing the inventory levels and as a consequence increases 

the costs (Effective Inventory Management 2013).  

 Current model does not take into account lead time parameter. Majority of computer 

systems store planned lead time as a single parameter. But in fact, this time consists of several 

components (Shraibpheder 2005): 

 time needed for the order preparation and it's submission to the supplier; 

 time required for the production, packaging and shipment of goods; 

 time for transportation of goods from the supplier to the warehouse; 

 time required for receiving the goods, unpacking and preparation for use; 

One of the solutions lying on the surface is the registration of lead time parameter in the 

forecasting model for the whole range of products. This innovation requires significant 

structural changes in the current model. Therefore, in order not to disrupt the current process 

radically, demand forecasting for products with long delivery time may be submitted in a 

separate model. 

 If the model is strictly based on the precise values of lead times, the company may 

face a new problem - delivery dates variability, caused by irregular actions of suppliers or 

other unexpected circumstances.  To solve this problem, the company must share 

information with suppliers and interactively adjust the lead time data (Wallace & Stahl 2008). 
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4.2.4  Final stage of forecast calculations 

 

 Of course, the accuracy of the final forecast directly depends on the hierarchy level 

where the model has captured a sufficient rate of correlation. The higher determinant level of 

the product hierarchy, the lower accuracy of the forecast. However, if the correlation cannot 

be detected at any level, the forecast will be entirely based on the sales data of the past four 

months. Sales forecast for the next three months is calculated as three times the average 

product consumption during the previous four months. Minimum significant correlation 

coefficient between two annual time series of seasonal indexes is 50%. This coefficient is 

statistically significant with a probability of 90%. On a Cheddock scale closeness of the 

dependence between parameters that exceed 70% means high dependence between two time 

series, and values greater than 90% - a very high (HELPSTAT 2012). In turn, a correlation of 

30% -50% can be considered moderate. Calculation of the minimum statistically significant 

correlation coefficient for the annual time series showed that 35% correlation is statistically 

significant with a probability of 80%. If the correlation rate does not exceed 70% the value of 

the determination coefficient R-square will be less than 50%. It means that share of one 

variable variations is smaller compared with other factors that affect the variation of the total 

dispersion of another variable. Thus, one of the most interesting areas of the model refinement 

will be the analysis of its accuracy at various acceptable minimum level of correlation 

between the annual time series of sales, because these values significantly affect the selection 

of the determinant level of the product that will be used by the model for the calculation of the 

final index of seasonality for the next period (Orlova 2000). 

 Looking up the logical algorithm the model based on, we should pay attention to the 

next phase of the direct calculation of the forecast for the next three months. Model forecast 

figure is calculated as the product sales of the past four months multiplied by the arithmetic 

mean of two seasonal indices of the corresponding month in the last previous two years at that 

level of the hierarchy, where all the coefficients satisfy the table of boundary limits. Many 

theoretical approaches of forecasting suggest taking into account the fact that the most recent 

data adequately reflect the current situation. Thus, when calculating the forecast index of 

seasonality for the future period it is reasonable to give greater weight to the last year's index 

and lower weight before last year. Direct calculation of the weights for the sales data can be 

based on the difference in total volume of sales and many other factors. Using the weighted 

average seasonal index for the past two years may improve the accuracy of forecasting. 
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 While analyzing the model features of X it was noticed that the model gives an 

erroneous forecast in case of irregular sales. Appendix 4 provides a table with calculations of 

seasonal indices for false zero forecasts. The first line represents the volume of ST206.3 

product sales during 2012, as well as the last four months of 2011. Suppose that forecast is 

calculated in the beginning of November 2013. The correlation coefficient between sales 

volumes in 2012 and 2013 meets the restrictions in table of limits; product had sales during 

four months in both years. Due to the fact that the total sales in the four-month period from 

07.2012 to 10.2012 are equal to zero individual seasonal index calculated for November 2012 

is 0.75. The model is designed so that in case of any calculation errors Excel takes a value of 

0.75, which means that sales in the next three-month period will be equal to three times the 

average sales in the previous four-month period. Thus, a sudden jump in sales of the product 

ST206.3 in November will not be captured and simulated by model. This drawback of the 

model is one of the causes of the forecasting accuracy reduction. In order to avoid erroneous 

forecasts, it is necessary that the model could recognize single spikes in sales of products, 

which are characterized by similar irregularities. 

 

4.2.5 Record of previous forecast errors 

  

 Any additional information regarding the dynamics of sales may be useful for 

improvement of the demand forecasting model accuracy. Each monthly forecast contains 

information about its error. Overall forecasting accuracy rate of the previous forecast is 

calculated in Excel worksheets of X’s forecasting model. The overall accuracy is evaluated by 

the coefficient of determination for the entire data columns with forecasted and actual values 

of sales. However, end users of the model cannot apply the knowledge about forecast errors in 

practice. The process of production planning and procurement, which is based on short-term 

forecast data, requires much more detailed knowledge of the structure and nature of the 

forecasting errors hidden in the algorithm. Model structure and its internal architecture 

determine the accuracy of future predictions. It is important to concentrate not only on 

forecast calculation, but also on thoughtful analysis of the potential reasons for the deviation 

of the forecast from the fact. This is important because quickly finding the cause of the 

deterioration of the forecast quality, the expert will be able to make adjustments to the 

forecast and improve its accuracy. 
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 Modern forecasts often look very convincing due to the use of different mathematical 

methods.  However, they all are based on the same simple ways of extrapolation of 

currently available data about the world to the wrong judgments about the future, assuming 

that the world does not change so much. The reasons for the deviation of the forecast from the 

actual values can be divided into three groups: 

1. System error. There is no single model with 100% accuracy. Systematic error - error 

caused by the characteristics of the model and the specifics of the analyzed process. 

2. The error caused by wrong actual figures that are used by the model as an input. The 

monthly sales may not match actual demand for the product. 

3. Random error. This error is a random component of error measurement that varies 

without any control from time to time. 

Accumulated statistics on model deviations from the actual values may be included in the 

model structure. Various practical solutions of forecast correction by error value are described 

in literature. Such kind of probabilistic models use a variety of approaches to take into 

account all of these types of errors. Current forecasting model does not simulate potential 

error of future forecast.   

 

4.2.6 The human factor in forecasting 

 

 As it was mentioned earlier, human factor plays an important role in the current 

forecasting procedure in company X. The final stage of the logical forecasting algorithm is 

manual forecast figures adjustment made by experts when it is needed. Analyzing the results, 

expert compares the model values with the calculated maximum allowable value of sales in 

the next period that is based on information about the position of the product on the life cycle 

curve. Conducted interviews with employees of the company have showed that the database 

where the life cycle codes information is stored usually is updated less frequently than once a 

month. In turn, the forecasting model is run monthly. This lag can introduce some additional 

error in the forecast.  

 As a result, when the sales forecast for the next period has been formed, it is 

interesting to track how it is actually used by employees in reality. End users of the forecast, 

staff responsible for the operational planning of production and procurement make personal 

adjustments to the forecast before loading the forecast into the system. "Oedipus effect" is 

typical for any kinds of forecasting activities, it says that the forecast can be "self-fulfilled" or 



55 

 

"self-distracted" by taking targeted decisions and actions. This effect is named after the 

ancient Greek King Oedipus, who learned his future from one oracle: that by killing his 

father, he marries his mother; and he will have children, cursed by the gods. Oedipus tried to 

avoid the predicted fate, but fate was stronger: he made a chain of fatal mistakes - and all 

came to pass. Thus, if a forecasting model makes certain mistakes, Planning Manager no 

longer trust its values. As a result, making personal adjustments to the forecast, thus they can 

further increase the deviation of the forecast from the actual values (Mainzer 2004). 

 

4.3 Final list of possible ways to improve the model accuracy 

 

 Many Russian and foreign researchers emphasize the importance and necessity of 

forecasting in companies' performance. For this purpose, for example, US firms spend about 

1% of total profit on forecasting research. Profit from the systematic use of forecasts is 40-50 

times higher than the cost of the forecasting process implementation itself. Modern 

development of market interactions and increasing competition between the companies raises 

the importance of forecasting activity. Without the ability to predict the future it is impossible 

to perform normally and get the maximum profit. Nowadays price of potential damage from 

reckless decisions repeatedly increases. Thus, the high accuracy of the forecasting model is a 

major competitive advantage for the company, which allows management to plan company's 

expenses efficiently, as well as to provide a high level of customer service (Zharikov & 

Goryachev 2013).  

 Analysis of internal structure of the current forecast model of company X and model's 

error statistics revealed some significant deficiencies that adversely affect forecast accuracy. 

All the deficiencies of the current model described above have been collected and 

summarized in a single list of possible ways of increasing the forecast accuracy:  

1. Review and update the maximum permissible values of seasonal indices in the table of 

limits, as well as their calculation algorithm. 

2. Improvement of seasonal behavior identification procedures. 

2.1. Gathering and analysis of knowledge about the specific features of seasonal behavior 

of certain products sales among employees. Subsequent formalization of forecast 

adjustment procedures on the basis of expert knowledge. 

2.2. Detailed analysis of seasonal fluctuations, with additional mathematical approaches, 

for example, such as autocorrelation analysis. 
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2.3. Consideration of customer's specific characteristics: commercial and budgetary, retail 

and wholesale. 

2.4. To develop the procedures for cleaning the initial data from potential accidental 

outliers. 

3. Development of a mechanism for accounting the lead time of product in the model. 

Introducing the lead time parameter into the forecast calculation logic. 

4. Adjustment of calculation logic in the model.   

4.1. Accuracy testing for the forecasts with different rates of the minimum allowable 

correlation coefficient between time series. 

4.2. Using the weighted average index of seasonality for past two years as forecast index.  

4.3. Development of a method for detecting single spikes in product sales dynamic, which 

are characterized by irregular nature of sales. 

5. Simulation of the forecast error based on the accumulated statistics on forecast deviations 

from real sales. To develop the procedures of the forecast correction based on the 

systematic and random error components. 

6. Monitor and control all the adjustments that experts manually introduce into the forecast 

figures, as well as end-user of the forecast. This kind of actions must be formally 

documented in order to further improve the forecasting process. 

All ways of model accuracy improvement described above, of course, require further 

research and testing. Within the practical part of this research, several new versions of current 

forecasting model were developed. One version includes a mechanism designed to identify 

and eliminate false zero forecasts. The second test model uses weighted average indices of the 

seasonality of the past two years in the calculation of forecast index. The third version of the 

current model was supplemented with a mechanism of forecast correction based on the 

identified systemic errors for specific end products. Each of the test versions has been tested 

on real data of past sales. Their accuracy then was compared with the results of the current 

model. All of the above is described in the fifth chapter. 
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5  DEVELOPMENT OF TEST VERSIONS FOR THE CURRENT 

FORECASTING MODEL  
 

 This chapter describes three test models that are based on some of accuracy improving 

suggestions listed above. All test models have been tested on sales data of past years; 

accuracy of their forecasts has been compared with the forecast accuracy of the basic model. 

 

5.1 Error correction add-in 

 While analyzing the model errors, it was observed that the value of error for certain 

products has being changed with a seasonal behavior. Classical methods of forecast correction 

based on the data of the previous errors were described in details by researchers Clements and 

Hendry (1998), Entov and Nosco (2002). These methods allow adjusting the forecast in a real 

time. The standard technique includes two adjustment methods based on the information 

about one-step forecasting error (Turuntseva 2013). Accordingly, the forecast is usually 

adjusted by the forecasting error on the previous step, or the value of the average error of all 

the previous one-step forecasts. The first method involves recalculation of the forecast figures 

depending on the forecast error of the previous step (see Equation 5.1), (Clements & Hendry 

1998). 

                                                        (5.1) 

where – corrected one-step demand forecast for the next three-month period, at the moment Т, 

fT,1 – one-step forecast for the future period T+1, eT-1,1 – forecast error on the previous step. In turn eT-

1,1=yT - fT-1,1 – difference between actual sales volumes during the current period of three months Т and 

it's forecast at the moment Т, calculated at the moment Т–1.  

 Second classical method of error correction – forecast adjustment by the value of an 

average error of all known previous one-step forecasts – that means forecast correction by the 

value equal to (5.2), (Clements & Hendry 1996). 
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                                                         (5.2) 

where – actual demand at the moment T–i+1, fT-i,1 – 

forecasted demand, calculated at the moment T–i for one step ahead.  

Thus, the adjusted forecast is calculated by the flowing formula (5.3). 

                                                   (5.3) 

 According to the results of research conducted by Entov and Nosco (2002) second 

method can achieve significantly better results compared with the first method. It was proved 

on the majority of Russian macroeconomic indicators that took part in the research. This 

paper also noted that both methods lead to the removal of systematic prediction error, if 

present. But unfortunately the quality of the predictions often worsens after the conducted 

adjustments (Mazmanova 2000), (Dubova 2004). 

 The main problem that occurs using these two methods of forecast correction is the 

practical difficulty of using them in "real time" in case of current forecasting model. Model 

produces the forecast for the next three-month product consumption every month. Thus, the 

company utilizes this three-month forecast during one month only. Therefore, to correct the 

predicted demand by standard methods becomes problematic. Given the fact that the 

forecasting model used by the company X is based on seasonality identification logic, new 

approach of taking into account seasonal errors was suggested. This method implements 

certain adjustments to the forecast figures based on all the available information about the 

previous forecasts and their errors.  

 To analyze the seasonality of errors occurred in the model, certain forecast files and all 

the available data of actual sales were taken in consideration. Due to the limited information 

available about the forecasts, assessment of the relationship between the errors was conducted 

with two time series, each with a length of eight months. Only those products that were sold 

steadily throughout the year participated in the analysis. As a result, the document was created 

where each product is presented by two sets of data: time series of three-month forecast 

figures and time series of actual volumes of sales for the corresponding three months. Sales 

are expressed in euros. Next, time series of coefficients et were calculated for each end 
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product. These coefficients represent the ratio of the forecast to reality. With full compliance 

of the forecast and sales ratio e is equal to 1 (5.4). 

 

𝑒𝑡 =
𝑌𝑡

∑ 𝑋𝑖
𝑡+2
𝑡

,                                                                                  (5.4) 

where 𝑌𝑡 − forecast for month 𝑡, 𝑋𝑖 − actual volumes of monthly sales 

 If the variation of the coefficients shows seasonal behavior on the whole time period 

under review (add-in captured close relationship between the time series of coefficients), 

future forecasts for this particular product is adjusted on the basis of past mistakes. Figure 5.1 

shows an example of identified seasonal behavior of coefficients еt dynamics for the particular 

product EFPPH4. Correlation coefficient between forecast errors was statistically significant, 

equal to 0.94 that proves that there is a close seasonal dependence. 

 

Figure 5.1. Dynamics of the relative error for the product EFPPH 

 Forecasts made in a particular month T, was adjusted by the average forecast error of 

five months from the respective T-2 to T + 2 months of the previous year (5.5). For example, 

the forecast calculated in the beginning of January 2014, will be adjusted by the average 

forecast error of the period from November 2012 to March 2013. 

 

𝑌´𝑡 =
𝑌𝑡∗5

∑ 𝑒𝑖
𝑡+2
𝑡−2

,                                                               (5.5) 

 where 𝑌´𝑡  − corrected forecast, 𝑌𝑡 –  original forecast  

Designed for the current model add-in of the forecast correction by the value of a systematic 

error has been tested on the baseline forecasts of January, February and March 2014. The 
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accuracy of the adjusted forecasts was compared with the original model forecasts using the 

coefficient of determination measures and measures of absolute percentage error. Usage of 

this forecast correction add-in helped to increase the accuracy of three basic forecasts 

markedly, Table 5.1. Determination coefficient became closer to 1 by almost 10% in 

average, which indicates an increase in the proportion of explained variability of relevant 

variables. The value of mean absolute percentage error decreased by more than 25%. This 

model development makes it possible to achieve a significant increase in the forecast accuracy 

for those products that are characterized by seasonal behavior of their forecast errors. 

Table 5.1. Results of error correction model testing  

 January 2014 February 2014 March 2014 

Original forecast 

R
2 

= 76% 

MAPE = 55% 

R
2 

= 68% 

MAPE = 65% 

R
2 

= 64% 

MAPE = 81% 

Corrected forecast 

R
2 

= 85% 

MAPE = 29% 

R
2 

= 82% 

MAPE = 28% 

R
2 

= 71% 

MAPE = 66% 

 It is important to note that a positive result was observed in the analysis of relatively 

small amount of available sales data. Increasing the size of data array on actual sales volumes, 

as well as number of forecasts will help to clarify the results of testing procedures. Since June 

2014, it will be possible to correlate two annual series of relative error rates that was 

considered as is one of the potential directions of further research. 

 

5.2 Forecasting model with weighted indices of seasonality  

 

 Accounting seasonal fluctuations causes errors reduction when calculating theoretical 

values of company performance indicators and their forecasts. Making model more accurate 

helps to make a difference gap between model and real system smaller. As it was already 

mentioned before, identification and evaluation of oscillatory processes can have a significant 

influence on the resulting. Company X uses the average seasonal index of two previous years 
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studying seasonal variations in the sales data.  But it is recommended to use method of 

weighted seasonal indices when modeling a serious economic object (Mazmanova 2000). In 

this case, the individual indices of seasonality can be averaged by calculating weighted 

average values. The weights can be set manually by the expert, fit mid-monthly or mid-

quarterly levels of each year, or defined in any other way. 

 As a part of the practical part of this study, it was decided to develop a version of 

current forecasting model where forecast seasonal coefficients are calculated as a weighted 

average measure. Weights of significance were set manually on the basis of the 

assumptions that more recent sales data adequately illustrates current and future situation. 

Thus, the importance of a seasonal index of last year relates to the significance of index year 

before as a 3:2. This particular version of the forecasting model has been tested on all 

available data on actual sales. As a result, twelve new monthly forecasts for 2013
th

 year were 

composed with weighted indices logic. The accuracy of the new test version of the model was 

compared with the accuracy of the original model by the coefficient of determination measure 

and measure of mean absolute percentage error. The results of the comparison are displayed 

in Table 5.2. Overall accuracy of the model with average weighted index of seasonality 

significantly deteriorated. Determination coefficient of the forecasts improved only in three 

months out of 2013 year. And the value of mean absolute percentage error MAPE increased 

by 30% in average. Thus, we can conclude that the use of mean arithmetic indices of 

seasonality, that means equal weights of significance for past two years, helped to smooth 

some accidental outliers in the data array. Thereby, it can be concluded that weights of 

significance of seasonal indexes last year and year before for each of the end products or 

groups must be individualized. 
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  Table 5.2.  Results of the accuracy tests for the model with weighted average indices of 

seasonality  

 

Month of 2013
th

 

year год 

R
2 

Ogirinal 

model 

R
2 
Weighted 

average model 

MAPE
 
Original 

model 

MAPE
 
Weighted 

average model 

January 0,78 0,79 1,73 2,14 

February 0,61 0,62 2,37 2,91 

March 0,77 0,76 1,34 1,70 

April 0,74 0,80 1,05 1,31 

May 0,72 0,71 1,10 1,37 

June 0,73 0,72 1,05 1,31 

July 0,82 0,82 1,13 1,35 

August 0,82 0,81 1,08 1,33 

September 0,82 0,81 1,21 1,51 

October 0,84 0,84 1,02 1,30 

November 0,78 0,75 1,23 1,60 

December 0,80 0,80 1,21 1,58 

 

 Currently, one of the most promising areas of time series forecasting research is the 

use of adaptive methods. When processing the data, usually the last recent time period 

contains the most valuable information, as it is necessary to know how the current trend will 

develop in future. Sales forecast for the next three months in company X is based on the most 

recent data on past sales during the last four-month period. New sales data on a monthly basis 

substitute the previous calculated forecast. However, as has been described previously, 

forecasted seasonal indices for all the forecasts are based on old data of the corresponding 

months of last two years with equal significance rate in the current model. Adaptive methods 

allow taking into account an informational value of different levels of the time series. Within 

adaptive methods different values of time series levels depending on their past "fallacy” can 

be taken into account with the help of special system of weights assigned to these levels.  

 Evaluation of adaptive model coefficients is usually done on the basis of the recursive 

method (Dubova 2004). The most important advantage of adaptive methods is an ability 

to build self-correcting models that take into account the achieved accuracy of forecasts 

composed on the previous steps. The deviation of the forecast from the actual sales volumes 

for each of the end products from May 2012 until March 2014 have been already calculated. It 

is evident that the forecasting error for the same month but different years differs from each 

other. In the current model, the value of past mistakes is not included in the calculation of the 
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forecast index of seasonality, and the total index is calculated as the average for both years. 

One possibility to improve the quality of forecasting is to develop an adaptive model, in 

which the forecasted index of seasonality will be calculated as weighted average index of two 

years; the weights of significance will be inversely proportional to the values of the 

corresponding forecast errors. Thus, forecast error data is included into the model structure 

through feedback link, in accordance with the procedure of transition from one state to 

another. Feedback link helps to adjust model parameters to ensure greater harmonization with 

the dynamics of the time series. Thus, adaptation is performed iteratively immediately as there 

is a new point in the actual time series curve. Figure 5.2 shows the general scheme of forecast 

figures calculation for each of the end products within the adaptive model. 

 

 
 

5.3 Model with false zero forecast correction 

 

 

 Seasonality of sales is tracked by the current forecast model using a chain of 

individual indexes of seasonality. The system of chain indices - series of indices calculated 

with the variable base index of comparison. Thus, the sequence of chain indices reflects the 

changes in the levels of sales over time more accurately than the baseline. In the forecasting 

model of X each month has its own basis, which is equal to the volume of sales over the 

previous four months. In the section of the study about the potential areas of model accuracy 

refinement one major drawback of this model was described, which deals with the 

Figure 5.2. General scheme of forecast calculation within the adaptive model 

Forecast Yt(i) 

Seasonality index 
for month t 

Seasonality 
indices for month 
t in i-1 and i-2 
years 

Forecast errors 
Yt(i-2) and Yt(i-1) 

Actual sales Xt 

Weights Values 

Weighted 
average 
index 
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intermittent sales forecasting. If the demand for a certain product was completely absent for 

four months, which are the basis for calculating the index of seasonality for the relevant 

month, it is difficult to assess the jump in sales in the next period if present. Excel treats 

similar situations as an error of division by zero, and the model assigns the seasonal index 

value of 0.75, which says that the sale of the next period will remain unchanged compared to 

the previous. Further, if the nature of the sales of a particular product has been considered as 

seasonal by model, zero sales multiplied by 0,75 coefficient of seasonality will result in a 

false zero forecast. The first mistake made by the model - setting the value of chain seasonal 

index equal to 0.75 for the problematic month. However, even if the index indicates the 

significant seasonal jump in sales compared to the previous period, the result of multiplying it 

by zero will always give zero forecasts. Thus, the second mistake in such case is 

multiplication itself with zero four-month sales in the calculation of the final value of the 

forecast. 

 To solve this problem, multiplicative calculation method was replaced by pseudo-

additive, which is a combination of certain elements of both additive and multiplicative 

models (Australian Bureau of Statistics 2005). In this case, if the model decides to create 

forecast of sales based on the average seasonal index and sales volumes over the past four 

months equal to zero, forecast is equal to the volume of sales of the corresponding three-

month period last year. In fact, sales of the corresponding months in the past two years 

represent the trend component of the sales forecast for the next three months. Thus, the ratio 

of current sales to past four-month sales is the coefficient multiplier that reflects the total 

annual change. New formula (5.6) of the forecast value calculation is listed below. Past sales 

in this case are average figure of the past two years. 

𝐴´3 = 𝐵3 − (1 −
𝐴4

𝐵4
) ∗ 𝐵3 ,                                                            (5.6) 

 

𝐵 − past sales, lower subsripts 3 and 4 mean number of months, 𝐴´ − forecast 

 

 If the A4 and B4 are zero at the same time, their ratio should be taken equal to 1. Test 

version with a modified algorithm was tested on sales data 2011-2012.  Further created 

forecasts for each month in 2013 have been compared with the results of the original model 

according to certain criteria of accuracy. Then a new determination coefficient and the 

number of corrected zero false forecasts were calculated for each month. The results of the 

comparison are shown in Table 5.3. 
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Table 5.3. Testing results of model version with false zero forecast correction 

Month R
2 

(Original) 

Number of 

corrected zero 

false forecasts 

(Original) 

R
2 

(Model version) Number of 

corrected zero 

false forecasts 

(Model 

version) 

January 2013 0,78 103 0,79 77 

February 2013 0,61 125 0,61 88 

March 2013 0,77 140 0,77 102 

April 2013 0,74 156 0,80 121 

May 2013 0,72 112 0,73 85 

June 2013 0,73 114 0,73 83 

July 2013 0,82 136 0,84 98 

August 2013 0,82 165 0,84 127 

September 2013 0,82 127 0,83 83 

October 2013 0,84 129 0,84 108 

November 2013 0,78 146 0,80 113 

December 2013 0,80 150 0,80 133 

  

Despite the fact that the coefficient of determination hardly changed, the number of 

false zero predictions decreased by 40% in average. The remaining share of zero figures is the 

result of random fluctuations in demand. The measure of accuracy R2 remained unchanged 

compared with the results of the basic model for the reason that tested model overestimated 

demand quite often. One of the main competitive advantages of the company is to supply 

high quality products to customers in the most minimal delivery time. Following this goal the 

continued availability of the relevant products in stock is required. Thus, in this situation, for 

the company it is better to overestimate the demand, but to predict the presence of sales in the 

next period, instead of trusting to zero value and  input this false information into the system 

(Lindsey & Pavur 2013). Especially, if the predicted value is significantly greater than the 

maximum allowable amount of demand for a particular product, the forecast will be adjusted 

manually by an expert. In case of a false zero values model will not notify an expert about any 

significant errors. 

 

5.4 Summary 

 

 In the practical part of the study three test models have been developed, that are 

practical implementations of some of the directions of the current model refinement 
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formulated in the fourth chapter. Comparison of the accuracy that test versions showed 

accuracy of the original model revealed the following:  

1. System errors correction model helped to increase the coefficient of determination by 

an average of 10%, and the value of the mean absolute percentage error by 25% for 

those products, whose dynamics of relative deviation from the real sales was defined 

as seasonal. 

2. Testing the model with weighted average indices of seasonality did not give any 

positive results; the accuracy of the forecast figures has been deteriorated. Based on 

the analysis of possible reasons for the lack of positive results new perspective 

direction of model development has been found. It is an adaptive model that takes into 

account data on the mistakes of the past forecasts. 

3. The model of false zero forecast correction reduced the number of such errors by 40% 

in average. 

 

The final chapter presents a synthesis of the work done, and it outlines possible areas of 

practical application of all the research results. 
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6 FORECAST CALCULATIONS IN MATRIX FORMAT 
 

 

In order to improve the accuracy of the model, all previous sections of the research 

were mostly focused on forecasting methods, their features and forecasting logic. On the other 

hand, technical aspects of the model-file itself play important role in the whole forecasting 

process. Model of company X is developed in Excel. Calculation environment (software) 

imposes some initial restrictions on the model performance. System where the model was 

created predetermines the speed of the calculations, user interface and variety of other issues.  

It usually takes one working day for a responsible employee in company X to download an 

initial sales data, run the model and complete the final forecast for the next three-month 

period. Model is constantly freezes, making it difficult and time-consuming to progress with 

the forecasting. The time issue required for preparing the monthly forecast is considered as a 

disadvantage of the model. Nowadays, matrix calculations became a quite popular among 

researchers from different scientific fields.  Thereby, transferring the current model without 

any changes in its logic into another calculation environment can be considered as one of the 

additional improvement directions in context of the proceeding time of forecasting. This 

chapter provides a description and comparison of computation features in matrix-based 

software and Excel, presents a practical solution to implement the current forecasting 

algorithm in matrix form; in the end it gives an assessment to the feasibility of such a transfer.  

 

5.1.Calculation environments 

 

There are different programs that deal with matrix calculations, both open and commercial 

software. To develop the matrix version of the current forecasting model of company X, 

Matlab has been chosen as a potential computing environment for this purpose.  

MS Excel – is a quite famous and probably the most popular program, a business 

application developed by Microsoft that deals with spreadsheets using a graphical interface. It 

is characterized by intuitive interface, outstanding computation capability and excellent chart 

tools. Almost everyone without any serious knowledge can start to use it; it meets the need of 

any industries, any enterprise, or any workspace environment. Excel is considered to be user-

friendly software. Excel users can name the variable after the cell, just as natural as that, not 

requiring any effort to define the name like other tools do. Excel cells are aligned by nature, 

saving the effort of typesetting. It allows for invoking other cells intuitively and calculating 

automatically, capable to implement the stepwise computation easily. However, on the other 
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hand, the great universality of Excel makes this program suffer from the relatively poor 

specialty. With a cell as a unit, the support of Excel for structured data is quite poor. It is not 

flexible, number of functions available is limited and also there are some restrictions on the 

number of rows in tables. Excel does massively break down at over 10 000 rows. The 

functional capabilities are rather simple and the representation ability of Excel syntax is not 

great enough to handle the complex data analysis and specialized scientific computation.  

Excel is great when it is important to keep a table with the data (input, output, and 

descriptions) in front of your eyes at all times. Highly formatted output is inherent in this tool. 

Excel is good for explaining things to business people and in presentations due to its “visual” 

nature. This is related to the fact that all the numbers are visible on time.  

Matlab is a business application developed by MathWorks. It is an interactive 

computing environment and fourth generation programming language for numerical 

computation, algorithm development, and data analysis. It also provides some plot graphics 

and charts. Matlab is widely used in the industrial automation design and analysis, and other 

fields like the image processing, signal processing, communications, and finance modeling 

and analysis. MATLAB is best for sophisticated math, especially on large data sets and for 

things like matrix algebra, differential equation integration, Laplace transforms in process 

control and others. Getting complex tables of formatted output in Matlab can be a hassle 

though. The fact that researcher is not able to see all the numbers in RAM always when 

running to program actually is one of its big advantages. Large groups of numbers are 

manipulated in Matlab by simple one-line commands, where the variable can be huge 

matrices with thousands of numbers. Also there is a possibility to develop user-applications 

based on Matlab calculations through GUI, also known as graphical user interfaces. GUI 

provides point-and-click control of software applications, eliminating the need to learn a 

language or type commands in order to run the application (Mathworks 2014). The important 

question is not which one is the best. Both calculation environments are very good and they 

both can be used for most of the things, research and business tasks. They are different and 

each is better for some tasks than others. 

 

5.2.Matrix forecasting model 

 

In general, the entire forecasting process in company X consists of the following stages: 

1. Recent sales data loading and cleaning; 

2. Forecast calculation in accordance with the model logic; 
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3. Forecast manual correction; 

4. Forecast explosion into the components and materials; 

Of course, model transfer from one program to another can possibly confront with certain 

technical difficulties at each of these stages. At this stage of the study, we are interested 

mostly in the transfer of all the technical calculations into the matrix format and evaluation of 

its performance in comparison with original model. 

Calculation logic of the current model was described in details in the second chapter 

of this study. Briefly in general, first of all forecasting model calculates the series of seasonal 

indices for all products on five hierarchy levels, secondly, it calculates the correlation 

coefficients, identifies maximum index in the time series, then it compares these pairs of 

numbers with the limit values  and finally assigns forecast index for the next time period. 

When transferring calculations in the Matlab environment, we should think of matrix format 

for data storage. Figure 6.1 represents the sequence of calculation steps and flows of data 

from one stage to another one.  

 

Figure 6.1. Forecast calculation steps in Matlab 

Stage of data preparation is a key to the forecasting in Matlab package. The most important 

task is to assemble correct matrices with the data. All the computations Matlab will perform 

automatically with the whole matrix. The goal - is to construct a three-dimensional matrix 
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(array of matrices), where each matrix corresponds to a certain product, each column in the 

matrix is a level of hierarchy, each line represents a certain 

forecast month. Thereby, each cell in the matrix contains 

one index of seasonality.  

Initially, sales data for all produced end products and 

all higher aggregation levels of the product hierarchy is 

available to be loaded from database. Detailed information 

about product trees is necessary in order to assemble the 

required matrices. Product tree keeps information about a 

product belonging to the higher levels of the hierarchy. On 

the basis of product trees indices of seasonality are 

calculated, which once stored in a matrix format. Final 

three-dimensional matrix is depicted in the Figure 6.2. 

Each matrix corresponds to one specific product, and 

consists of six columns and twelve rows. Each cell stores 

one index of seasonality for a particular month on the 

particular hierarchy level. For instance, first column 

contains an annual time series of seasonal indices on the 

level of end product in the last year. Now these matrices 

are ready for the next step of calculations.  

As Matlab operates within the Matrix structure, based on the matrices described above 

correlation coefficients for all the hierarchy levels can be calculated all together at the same 

time. R = corr(X) returns a p-by-p matrix containing the pairwise linear correlation coefficient 

between each pair of columns in the n-by-p matrix (Mathworks 2014). Basically, we just need 

the first raw in these matrices. It contains five correlation coefficients corresponding to the 

hierarchy levels of products. Correlation coefficients (five in a row) of all the products should 

be collected into the two-dimensional array. Similarly, we get a two-dimensional array with 

the values of the maximum seasonal indices at each level of the hierarchy. As a result, we 

continue to work with two two-dimensional arrays 5-by-N size, where N is a number of 

products in the forecast.  

The next step is the comparison with table parameters of boundary limits. Every row of 

table with limitation parameters was converted into the double array. As a result of 

comparison series of matrices with correlation coefficients and maximum indices of 

seasonality with table parameters we can get a double-dimensional matrix full of zeros and 

Figure 6.2. Three-dimentional 

Matrices 
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ones. Zero means that pair correlation coefficient – maximum index of seasonality did not 

meet a table of limitation requirements, and the seasonality on this particular hierarchy level is 

not sufficient. On the other hand, one means that model has captured some signs of 

seasonality on this particular hierarchy level that can be considered as a significant 

seasonality. If the product has at least one “1” in the row, that means that it is seasonal and its 

forecast index will be taken from that level where “1” is placed. The lowest level with “1” is 

more significant than any lower levels with “1” value in the matrix. If the seasonality was not 

captured on any of the levels, the forecast index will be equal to 0,75. Final forecast is 

calculated as a forecast index multiplied by previous four months sales. Finally, the outcome 

from Matlab forecasting model is one-dimensional array of forecast figures for the next time-

period expressed in pieces.   

 

5.3. Evaluation of performance and feasibility of the model transfer into the matrix 

format 

 

The time issue required for preparing the monthly forecast is considered as a disadvantage 

of the current forecasting model. Forecast calculation stage itself could take around hour for 

Excel. In comparison, it took just five minutes for Matlab to get the same forecast figures, 

using equal forecasting approach.  Thereby, from the perspective of time, Matlab can be 

considered as a potential candidate to transfer the current model. At the same time to 

download the sales data and prepare it for the forecasting is the most time consuming stage in 

the whole forecasting process. There is no sense to transfer just the computational stage into 

the Matlab, leaving the other steps for Excel. Matlab provides an easy access to different 

databases so the sales data can be downloaded directly from there. And SQL cleaning quires 

developed in MS Access can be easily adapted for Matlab also through database Explorer. 

Forecast explosion stage requires further investigation and explosion algorithm development.  

The main challenge in the development of this algorithm will be correct storage of BOM 

variable in Matlab workspace.  

Improvement in the model performance on computational stage has a price. It entailed 

some deterioration as well. Namely, user graphical interface completely disappeared in the 

Matlab model. All the intermediate figures, coefficients and time series are not visible and 

cannot be accessed just switching the spreadsheets in the model like in Excel. For business 

purposes, of course, visualization and GUI program plays a very important role. Without 

knowledge of the programming language and experience in Matlab it is difficult to work with 
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such kind of model. The entire program does not look transparent for company management 

and forecast end-users; it looks like a black box with the code. It can also entail mistrust on 

the part of end-users of the forecast.  

Fast speed of calculations makes it convenient to solve different optimization tasks. 

Matlab can optimize (minimize) any function that inputs a vector of parameter variable and 

returns the value of the minimized criterion. Naturally, in the optimization process algorithm 

calls an objective function multiple times; thereby its speed is an important parameter. Matlab 

contains good software tools that can significantly improve an algorithm performance, while 

supporting the readability and maintainability of the code. Boundary limits for correlation 

coefficients and maximum values of seasonal indices were not revalued for about one and a 

half years. Optimization and adjustment of these constant parameters was considered to be 

one possible way to increase the accuracy of the current forecasting model. Solving this 

particular problem, Matlab outperforms an Excel program and offers great opportunities for 

further development this direction. Another very promising accuracy improvement direction 

is development of outlier detection algorithms for the input sales data. There is a lot of 

methods on outlier detection including statistical intensive work, which use properties of data 

distribution, as well as probabilistic and bayesian techniques attempting to find the model of 

the anomalies, however, these approaches are oriented to univariate data or multivariate 

samples with only a few dimensions, processing time is also a problem when a probabilistic 

method is used (Escalante 2005). Matlab is capable to implement the most suitable data 

filtering method that would help to detect unusual spikes in the product sales dynamic, which 

are characterized by irregular nature of sales. 

Thus, perspectives of transferring the current forecasting model into the Matlab 

environment is very promising step on the way to improve the model performance. Matrix 

calculations give a big gain in time. While running different forecast scenarios, it makes it 

possible to carry out a periodic optimization of constant parameters in the model, detect and 

remove irregular outliers from the raw sales data in order to study the behavior of the model.  

On the other hand, in order to start using transferred model, it requires much more effort to 

adapt the Matlab model for the end user, in the context of the interface, ease of sales data 

loading, exporting and forecast figures visualization and access. 
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7 PRACTICAL APPLICATION OF THE RESEARCH RESULTS  

 

 

 Inaccurate sales forecasts are often considered as the source of all the ills of the 

organization. Information Systems operating in the enterprise carry out daily planning of the 

entire production to a greater extent on the basis of the forecast. If erroneous values are 

loaded into the system, there is a threat of inventory levels increase, or their lack, unjustified 

costs, reduction of customer satisfaction. Price of potential damage from taking the wrong 

decisions today repeatedly increases, so production management must ensure selection and 

implementation of optimal solutions only. Creating and development of such a forecasting 

process that would allow the company to have a high-quality sales forecast - today is no 

longer a fad, but an urgent necessity that determines the competitive advantages of many 

enterprises. Studying of the characteristics of the forecasting method, the model is based on 

and model’s adaptation to the specific objectives of the company, is almost always the first 

step in the challenge of inventory optimization for companies of all industries. 

 Already in 1979 Markidakis and Hibbon noticed that the forecasting method 

implemented in the specific model in practice, and the theoretical method described in the 

literature with the help of mathematics, often significantly differ from each other. The method 

must be specifically adapted to the needs of the company, as well as the features and 

requirements of the production and products. Detailed analysis of a particular example of a 

multiplicative model embodiment was carried out in the third chapter of the research, namely 

the group of decomposition methods that use linked individual indexes of seasonality. The 

logic of the model calculations was depicted by a visual schema that is particularly useful in 

order to track the process of the final forecast figures calculation. Detailed image of a logical 

algorithm of the model helps to identify possible sources of forecast deviations from the 

reality. 

 For effective demand forecasting it is necessary to measure the deviation of the 

forecasted figures from the actual sales regularly. Prediction accuracy is inversely 

proportional to a quantitative measure of its falsity. Numerous studies have shown that the 

universal combination of forecast error measures and a unified approach to interpret them 

does not exist, the method is chosen individually, taking into account the specific features of 

an organization dedicated to forecasting activities, (Zotteri 2005). Thus, a systematic analysis 

of the logical algorithm of forecast calculation together in parallel with a comprehensive 

analysis of forecast falsity reveal the main causes of errors and identify main directions of 

model improvement for future work with them.  
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Forecasting is by definition a look into the future, so it will never be completely 

accurate. But every organization is committed to ensure a high-quality and reasonable forecast 

and forecasting model that is flexible enough to respond adequately to certain changes in the 

demand. Usually logistics department complains about the lack of accurate forecasts. Any 

home-made forecasting model has its limits of accuracy, it can provide. Therefore, any 

company that wants to get a competitive advantage in their industry, regardless of the scope 

of their activities, must deal with the constant development and improvement of their 

predictive models. Of course, managers can learn some fresh ideas about the future 

development of a forecasting model from scientific literature on the subject or from published 

«case-studies» about real companies' experiences. One of the most extensive researches on 

the field of forecasting was carried out by Armstrong, Mentzer and Moon. One very important 

thought goes through all their works that structured forecast process is always better then 

unstructured one. At the same time forecasting procedure should be structured from the 

moment of the entire data collection till the direct forecast usage by the end users. 

Mathematical model development is one of the most important stages of the forecast process. 

Armstrong (2001) described 139 general principles of forecasting. This paper formulates 

common problems in forecasting, that companies face when they begin to adapt a particular 

approach to their activities. On the basis of extensive researches of many forecasting practices 

some general reference principles were formulated in order to help companies to develop a 

well-structured procedure for forecasting, which will have a significant positive impact on the 

company performance. However quite common problems and their possible solutions 

described in the literature are based on analysis of the experience of a large number of 

companies in various industries. At the same time, many companies involved in the research, 

probably faced with certain problems in a particular forecasting method implementation. 

Specific proven solutions to the forecasting problems proposed by real companies are 

certainly very valuable information to be studied by other companies that perform forecasting 

activities. 

 Forecasting algorithm of X's current model has been studied in details and described 

in this research, as well as an analysis of the fallacy of its forecasts.  As a result, some of the 

weaknesses of the multiplicative model of seasonal products sales forecasting have been 

identified. Also, specific solutions have been proposed for some of them. The list of possible 

directions of current model development has touched virtually every step of the logical 

algorithm. Practical solutions for the following areas of model development were chosen from 

the entire list for further research:  
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1. Simulation of the forecast error based on the accumulated statistics on the predicted 

values deviations from the real sales. 

2. Using a weighted average index of seasonality of the past two years in the calculation 

of the forecast index. 

3. Development of a method for single spikes detecting for products, which are 

characterized by irregular sales. 

 

Two out of three test versions of the forecasting models showed greater forecast accuracy 

compared to the original model. Systematic error correction and false zero forecasts models 

have been successful. Developed schemes that allow taking into account these types of errors 

are fairly simple and transparent in the context of the calculation and interpretation. One of 

the M3-competition conclusions conducted by Markidakis tells that simple models have an 

advantage in front of more complex and cumbersome models. 

 Nowadays, evaluation of the systematic model error is one of the most urgent 

problems in the constructing an adequate forecasting system. Proposed test model of the error 

correction is one of the few that allows correcting accurately systematic forecast errors for 

seasonal products apart from non-seasonal. Different correction approaches described in the 

literature do not take into account the seasonal factor. Description of specific features of the 

classical multiplicative decomposition models in future demand predicting can be found more 

frequently. However, all described examples of the application of these methods relate to 

forecasting products, which are characterized by a constant (non-zero) demand. Proposed test 

model of false zero forecast correction allows using multiplicative methods for a wide range 

of products, including products that are characterized by irregular demand.  

Recall that in the framework of the practical part of the study, we have implemented 

the current forecast algorithm in Matlab calculation space in the format of matrix 

computations. This provided a substantial gain in the model runtime, made it easy and fast to 

optimize model parameters in this environment. At the same time model transfer into the 

Matlab space caused degradation of user interface performance. Excel is widely used in 

statistical analysis, it is considered to be a very simple and intuitive tool for implementing 

various forecasting methods. However, it has some limitations on the use. Excel is not the 

best choice for instance when a company has to predict the sales for thousands of products or 

the forecasting model has complex structure and logic. Companies of such production scales 

should be paid to other computing environments to implement their forecasting models. This 
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study offers a promising solution of using matrices in Matlab calculation environment. 

Further development of custom applications based on Matlab matrix calculations can 

significantly improve the performance of the model and simplify the task of debugging and 

optimization of model parameters. Similarly, other prediction methods can be implemented by 

matrix approach. 

However, nowadays there are different professional commercial programs available in 

the market that focus on the problem of statistical analysis and forecasting issues. The 

research conducted by Professor of Operations Management Nada R. Sanders showed that 

10.8 % of USA companies that responded to the survey use the commercial software for their 

forecasting purposes. Some of them fully outsource forecasting process to other companies, 

who are responsible for data gathering and storage, running the model, model parameters 

optimization and other issues.  The highest percentage of responding firms - 48.3 percent – 

report using spreadsheets, such as Excel, Lotus 1-2-3, or Quattro Pro, for forecasting. 

Sanders's survey results show that the majority of respondents report being dissatisfied with 

forecasting software, and identify ease of use and easily understandable results as the features 

they consider most important. However, users of commercial software packages are found to 

have the best forecast performance, as measured by mean absolute percentage error (MAPE). 

In fact, those that use commercial software had the best and most consistent performance in 

this study. These findings may demonstrate that there are benefits to be gained in accuracy for 

those that decide to take advantage of the available technology.  Another interesting result 

from this study is that firms that make the financial investment in purchasing software 

technology feel a greater commitment to use it. Correlation coefficient computed between 

type of software and degree of reliance on automated forecasts is significantly high (Sanders 

2003).  

Most forecasting software products have a set of classic built-in methods, mechanism 

of choosing the best fit method and its optimal internal parameters. For seasonal products, 

methods of exponential smoothing with seasonal component are generally used. Forecasting 

model, developed by company X performs quite worthily and focuses especially on product 

sales with marked seasonal behavior. However, the high use of spreadsheets and the 

expressed importance of easily understandable results suggest a need for further software 

simplification and improved results reporting. X's model implementation in the Matlab 

environment and further development of an application based on it could be a first step 

towards the production of own software product and forecasting solution.  
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Since this work has been devoted to improving the accuracy and efficiency of the 

forecasting model for seasonal products that are characterized by marked repeating patterns in 

their time series of data, the results may be useful for companies or other systems that deal 

with seasonal behavior of the forecasting objects. For instance, demand for many products 

like fashion garments, shoes, sportswear, air-conditioners, heaters, certain types of food like 

ice cream and cold drinks, and consumption of goods and services related to the tourism 

industry is highly seasonal, fluctuating, and often hard to predict. Some repeating patterns in 

sales that could be used in order to improve the accuracy of the forecast are quite difficult to 

notice without a help of mathematical model. Less obvious example of products with seasonal 

demand for example is a demand for slippers peaks in the run up to Christmas. Thereby, value 

of all theoretical conclusions and developments, derived from the study of a particular 

forecasting model belonged to company X, have fundamental importance and can be used in 

the forecasting practice of other companies operating in different industrial sectors. 
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8 CONCLUSIONS  
 

 Energy companies are involved into the constant tough competition on the national 

market and on the international arena if they are exporting their products. In order to survive 

in the market successfully, companies need to have certain competitive advantages. Some of 

them rely on the development of innovative technologies and products, while others are 

forced to look for other ways to strengthen their positions. In particular, some companies try 

to reduce the production costs due to the transfer of production to regions with lower labor 

costs. Other companies are forced to find new ways to reduce production costs by reducing all 

kinds of irrational wastes. In this case, the company management is aware of the need to 

develop methods of future demand forecasting. However, creation and subsequent operation 

of a forecasting model does not guarantee to solve this problem. The uncertainty of the 

market, lack of understanding of the mathematical meaning of various forecasting methods, as 

well as the need for its continuous development and improvement are the main reasons for the 

lack of effectiveness of the forecasting methods in practice. 

 International Finnish Company X specializes in the development, manufacturing and 

marketing of electrical systems and supplies for the distribution of electrical power as well as 

electrical applications. X's feature is the use of cleaner technologies to protect the 

environment. Without the ability to attract new customers through lower prices for the 

products, company X focuses its efforts on maintaining long-term trustful relationships with 

their customers through business continuity and minimum delivery times. Such challenge can 

be achieved only when the relevant product is always in stock. The volume of products must 

strictly comply with the current consumer demand, eliminating wasteful expenditures. Over 

the past few years X performs inventory management processes with the help of the demand 

forecasting model. Comparative analysis of actual and forecast data showed that the model is 

not perfect. In opinion of company management, the main defect of the current forecasting 

model is its low accuracy rate. In particular, it refers to a group of products, which are 

characterized by long production cycle and unstable demand. As a consequence of this defect, 

there is the need for manual correction of the final forecast results. 

 Thus, the final objective of the present study was to develop improved versions of the 

current forecasting model with the higher accuracy rates. The ongoing process of demand 

forecasting has been analyzed; the degree of similarity of actual data and forecast data for the 

previous few years has been assessed. In the theoretical part of the study some well-known 

methods of time series forecasting were considered. Based on the findings of the theoretical 
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analysis, logical forecasting flowchart algorithm was created. As a result of logical algorithm 

analysis and the comparison of the model figures and actual sales, some significant 

shortcomings of the current model were identified, that negatively affect the accuracy of the 

forecasts. Ultimately, a single list of possible ways to improve the forecasting model was 

created in order to improve its accuracy rate. The list included the following general points: 

 Review and update the table with values of the maximum permissible limits of 

seasonality indexes, as well as their selection algorithm.  

 Improve the procedures for identifying the seasonal nature of sales. 

 Develop a mechanism taking into account the product lead time of in the model. 

 Adjust the calculation logic the model is based on. 

 Forecast error simulation based on the accumulated statistics on forecast deviations 

from the real sales data. 

 Gain the control over the manual forecast correction by experts, as well as the actions 

of the end-users of the forecast. 

Fourth chapter provides an exhaustive list of the selected direction for further 

development and testing. Three test models were created on the basis of selected refinement 

directions.  Developed mechanism of identification and elimination of false zero 

predictions was included in one of the versions. In the second test model weighted average 

index of the seasonality of past two years has been used in the calculation stage of the final 

forecast index instead of simple average. The third version of the current forecasting model 

was supplemented with a mechanism of systematic error identification and correction for 

specific end products. As a result of tests conducted on past actual sales data the following 

findings have been concluded: 

1. Model with option of system error correction improved the coefficient of 

determination by 10% in average, and the value of the mean absolute percentage error 

by 25% for those products, whose relative deviation from the reality is determined by 

the model as seasonal. 

2. Model with weighted average forecast seasonal indices did not give positive results, 

the accuracy rates of its forecast figures deteriorated. Based on the analysis of the 

possible reasons of this fail new perspective direction of model development was 

formulated: adaptive model that takes into account data on the mistakes of the past 

forecasts. 
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3. Model with option of false zero forecast has reduced the number of such errors by 

40% in the absolute average. 

Required time and ease of use are also considered to be very important requirements that 

affect the performance success of the forecasting model. In order to improve the time records 

alternative computing environments were considered for potential transferring of the current 

model in the sixth chapter of this study. Transfer of all computations to Matlab in matrix 

format helped to reduce significantly the time required to run forecasting algorithm utilized by 

the company X. However, this transfer requires further intensive development of the interface 

and the general procedure of management interaction with the model. 

The results of the study can be attributed to a class of improving innovations; they provide 

a significant increase in the accuracy of the forecasting. Moreover, this class of innovation is 

not based on the use of absolutely new technologies and approaches (Tukkel et al. 2011). Due 

to the fact that X company's turnover is 280 million euros, any improvement in the accuracy 

of demand forecasting and some reduction of unnecessary costs can bring a significant 

increase in profits, as well as to improve the quality of customer service that the company 

considered as a priority value. 

Many researchers face the challenge of forecast accuracy improvement. The novelty of 

this work lies in the fact a novel approach of model analysis was first used and described in 

this study, which reveals its critical poor areas that may affect the accuracy of the final 

forecast. Visual representation of the calculation logic the model is based on together with an 

analysis of the accumulated information about past forecast errors can facilitate and accelerate 

the development of improved test versions. 

Nowadays, evaluation of the systematic error is one of the most pressing problems when 

building an adequate forecasting system.  Proposed test model of error correction is one of 

the few that allow correcting systematic forecast errors sufficiently for seasonal products apart 

from non-seasonal. False zero forecast model allows using multiplicative forecasting methods 

for a wide range of products, including products with irregular demand. Possible transfer of 

the current forecasting model into the Matlab environment is considered to be a quite 

promising step on the way to improve the model performance in context of time required. 

Matrix calculations give a big gain in time of the calculations while running the logical 

algorithm of forecasting. 
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 The future development of this thesis topic will be the practical implementation of the 

other planned model refinement trends. Development of forecasting seasonal model that can 

take into account the time of products delivery, as well as an adaptive model with a weighted 

average indices of seasonality, which are calculated on the basis of past forecast deviations 

from the reality are particularly interesting for further research. While running different 

forecast scenarios in matrix format using the Matlab environment, it makes it possible to carry 

out an optimization of constant parameters in the model, detect and remove irregular outliers 

from raw sales data in order to study the behavior of the model. 

All valuable theoretical findings and developments obtained during the study of a 

particular forecasting model of company X have fundamental importance and can be used in 

forecasting activities of other companies operating in plenty of diverse industries.  
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APPENDIX 1. MATERIAL STEERING – LIFE CYCLE MANAGEMENT 
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APPENDIX 2. ADDITIONAL INFPRMATION ABOUT THE TIME 

SERIES FORECASTING METHODS  
(Lapygin et al. 2009), (Chernysh et al. 2009),  (Bushueva 2004), (Tatarenko 2008)  

 

 

1. Naive methods 

a. Mean average 

𝑌(𝑡) = 𝐶 + 𝜀(𝑡)  

𝐶 =
1

𝑁
∑ 𝑋

𝑁

1

,  

where Y – forecast, X – element of the time series, C – level value, Ɛ – deviation value, N – 

number of elements in the time series 

 

b. Moving average model 

 

С =
1

𝑁
∑ 𝑋

𝑁

𝑁−𝑘
, 

where C – level value, X – element of the time series, N - number of elements in the time 

series, k - the sequence number of the last month, taken into the forecast calculation horizon  

 

c. Weighted average model 

 

𝐶 =  
∑ 𝛼𝑖𝑋𝑖

𝑁
𝑁−𝑘

∑ 𝛼𝑖
𝑁
𝑁−𝑘

 ,  

where C – forecast, X – element in the time series, α – weight, N - number of elements in the 

time series, k - the sequence number of the last month, taken into the forecast calculation 

horizon 

 

2. Exponential smoothing model  

a. Brown's model 

 

𝑌𝑖+1 = 𝛼𝑋𝑖 + (1 − 𝛼)𝑌𝑖 ,  
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where Xi  - element i in the time series, Yi – forecast i, α – smoothing coefficient, constant for 

entire time series 

 

 

b. Holt's model 

 

𝑌𝑡+𝜏 = 𝑎𝑡 + 𝜏𝑏𝑡 

𝑎𝑡 = 𝛼1𝑌𝑡 + (1 − 𝛼1)(𝑎𝑡−1 + 𝑏𝑡−1) 

𝑏𝑡 = 𝛼2(𝑎𝑡 − 𝑎𝑡−1) + (1 − 𝛼2)𝑏𝑡−1, 

 

where Yt+τ  - forecast for τ steps ahead, αt – level coefficient, bt - proportionality factor, α1 and 

α2 – smoothing parameters 

 

In order to get the forecast, calculated according Holt's method, you must first 

calculate the values of a0 and b0 coefficients for the time series. Thereafter, constant 

smoothing parameters have to be chosen based on any additional criteria. In the end, the 

researcher obtains a linear mathematical model which adapts to the current actual data at each 

step of the forecast performance. 

  

c. Holt-Winters model 

 

𝑌𝑡+𝜏 = (𝑎𝑡 + 𝜏𝑏𝑡)с𝑡−𝑠+𝜏 

𝑎𝑡 = 𝛼1

𝑌𝑡

𝑐𝑡−𝑠
+ (1 − 𝛼1)(𝑎𝑡−1 + 𝑏𝑡−1) 

𝑏𝑡 = 𝛼2(𝑎𝑡 − 𝑎𝑡−1) + (1 − 𝛼2)𝑏𝑡−1 

𝑐𝑡 = 𝛼3

𝑌𝑡

𝑎𝑡
+ (1 − 𝛼3)𝑐𝑡−𝑠,   

where Yt+τ  - forecast for τ steps ahead, αt – level coefficient, bt - proportionality factor, ct-s-τ – 

seasonal component delayed by s+τ steps, α1 and α2 – smoothing parameters 

  

 An algorithm for constructing Holt-Winters model tells the following: first you have 

to calculate the coefficients a0 and b0 of the linear trend for the part or the entire time series. 

Further, based on a certain part of the series containing s observations seasonal components ct 

should be calculated by the following formula: 
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𝑐𝑡 =
𝑌𝑡

𝑎0 + 𝑏0𝑡
 

 

d. Theta-model 

 

 Coefficient «Θ» corresponds to the second derivative of the function taken from the 

curve of the time series.  

 

X'new(Θ) = ΘX''data, where X''data  = Xt – 2Xt-1 + Xt-2 at the moment t 

 

 Smoothing the curvature of the line allows capturing the trend component in the time 

series. The smaller the value of the coefficient Θ, the sharper the trend. The greater the value 

of Θ, the more noticeable are jumps in the time series curve. Thus, the initial time-series is 

decomposed into two or more Θ-curves, each of them should be extrapolated individually. 

Ultimately, all the extended lines are summarized with each other. Extrapolation can be 

performed by any known statistical method. 

 

3. ARIMA models of Box and Jenkins  

 

There are three types of parameters in the model: autoregressive parameters (p), parameter 

responsible for setting the time delay (d), and moving average parameters (q). In the notation 

of Box and Jenkins ARIMA model is written as (p, d, q). For example, the model (0, 1, 2) 

contains 0 autoregressive parameters and 2 moving average parameters, which are calculated 

for time series after taking the difference in time with a delay of one time period. Forecasting 

model, where time series levels are defined as a linear function of the previous observations, 

is called autoregressive (AR). If the current value of the series level Xt depends only on a 

single previous value Xt-1, then this model will be a first-order autoregressive model AR (1). 

If Xt depends on the previous two levels, the model is a second order auto-regressive AR (2), 

and so on up to the end of order p. 

𝑋𝑡 = 𝑐 + ∑ 𝑎𝑖𝑋𝑡−𝑖

𝑝

𝑖=1

+ 𝜀𝑡 ,  

where Ɛt – white noise, α1…αp – model parameters, c – model constant 
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 In contrast to the autoregressive models, each element of the model of moving average 

(SS) is a subject to the cumulative effects of a number of previous errors. In general terms, it 

can be written as follows:  

 

𝑋𝑡 = 𝜇 + 𝜀𝑡 − 𝜃1𝜀𝑡−1 − 𝜃2𝜀𝑡−2,  

where µ - model constant, Θ1… Θq – model parameters 
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APPENDIX 3. LIST OF FORECASTING METHODS INCLUDED IN M3-

COMPETITION  
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APPPENDIX 4. EXAMPLE OF SEASONALITY INDICES CALCULATION IN CASE OF FALSE ZERO 

PREDICTION 

 

 

 

Product Id 201109 201110 201111 201112 201201 201202 201203 201204 201205 201206 201207 201208 201209 201210 201211 201212

ST206.3 Sales 50,00 460,00 15,00 7,00 920,00

S.Indexes 9,64 0,04 - - - - - 0,75 0,75 0,75 0,75 0,25
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