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The present Master’s thesis presents theoretical description of the extraodinary behavior of the con-
fined Indium nanoparticles. Superconducting properties of nanoparticles and nanocomposites are
extensively reviewed. Special attention has been paid to phase fluctuation, shell and disordered
effects. The experimental data has been obtained and provided by Dmitry Shamshur from Ioffe
Physical Technical Institute. The investigated material represents a highly ordered system of sili-
cate spheres filled with indium metal, where the In nanoparticles are interconnected between each
other. Bulk indium is a superconductor with crititcal superconducting temperature Tc0 = 3.41 K.
But indium nanoparticles exhibit different behavior, the critical temperature rise by approximately
20% up to 4.15 K. As well as transition of the indium particles to type-II superconductivity with
high critical magnetic fields. Such diversity is explained by finite size effects which originate from
nanosize of the samples.
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CHAPTER I
Introduction
The emergence of size-dependent superconducting critical temperature Tc has been found as one of
the intriguing issue in low temperature superconducting nanoparticles and nanocomposites, because
of opposite behavior of various materials. The theoretical mechanisms of this behavior are also un-
der debates. The investigation of size effects on low temperature superconductivity can be divided
in three categories: superconducting nanoparticles, superconducting thin films, and superconduct-
ing nanocomposites. All these directions of investigations are highlighted below in the literature
overview.
1.1 Superconducting nanoparticles
Quantum size effects (QSE) play crucial role in zero dimensional superconductors (Delft (2001);
Anderson (1959)). The superconductivity can be suppressed by QSE but also result in novel phe-
nomena like shell effects. The shell effects are predicted to greatly enhance the superconducting
energy gap (Kresin and Ovchinnikov (2006); M.Garcia-Garcia et al. (2008); Olofsson et al. (2008)).
The experimental evidence for QSE has been observed in Ref. (Bose et al. (2010)) through mea-
surements on single, isolated Pb and Sn nanoparticles. In both systems superconductivity has been
suppressed at small sizes, where quantum fluctuations of the order parameter are strong. However,
at smaller scale, before the destruction of superconductivity, in Sn nanoparticles giant oscillations
in the superconducting energy gap have been observed. The superconductivity has improved by
60%. On the contrary, the lead nanopartiles have not shown any gap oscillations which could be
understood as a deacrese of shell effects for shorter coherence lengths.
Another important issue of zero dimensional superconductivity are thermal fluctualtions. The au-
thors of Ref. (Brihuega et al. (2011)) observed superconductivity beyond Tc in single, isolated Pb
nanoparticles with sizes h ≤ 13 nm. They showed through quantitative calculations that these devi-
ations from mean-field predictions are caused by thermal fluctualtions. Moreover, at temperatures
much lower than critical (T � Tc) thermal fluctuations are small and at sizes of particles below 20
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nm, energy gap ∆ decreases with reduction of particle size. The high energy resolution scanning
tunneling spectroscopy study on 8-9 monolayer thick Pb islands by Liu et al (Liu et al. (2013)) has
revealed a critical region in superconductivity originating from fluctuations. The superconducting
transition temperatures gradually suppress when the size of the Pb islands decrease. The reduction
in size leads to changes of the density of states (DOS) at the Fermi level EF due to the discretization
of electronic levels resulting in lower critical temperature. This behavior is completely different
from the sudden drop of Tc observed in the system of ensemble of lead particles (Liu et al. (2013)).
The limiting size of a nine-monolayer-thick Pb island with superconductivity above 3.2 K has been
determined to be ∼ 30 nm2, in good agreement with the Anderson criterion (Liu et al. (2011)).
It turns out that the zero-temperature energy gap ∆0 reduces considerably faster than the critical
temperature when the lead island size approaches this limit. However, the decrease of 2∆(0)/kBTc
from 4.5 to 3.3 indicate that superconducting coupling in Pb islands changes from strong to weak
electron–phonon interactions.
From the theoretical point of view, described above systems of superconducting nanoparticles can
be modeled as isolated superconducting nanocubes. Mayoh and Garcia-Garcia (Mayoh and Garcia-
Garcia (2014a)) analytically have studied superconductivity in isolated superconducting nanocubes
and nanosquares of size L in the limit of negligible disorder δ/∆0 � 1 and kFL� 1, where kF is
the Fermi wave vector, δ is the mean level spacing, and ∆0 is the bulk gap. The size scale of L ∼ 10
nm is still appropriate for mean-field theory and semiclassical approaches. It has been found that
the size effects are important and result in deviations of energy gap from the bulk value even at
relatively large size of superconducting grains L ∼ 50 nm.
More evidence, that particle size dependence of superconductivity rise from the changes in the
electronic density of states, has been presented in Ref. (Bose et al. (2005b)). The investigation of
nanostructured Nb films has shown that the superconducting energy gap decreases with a reduction
in the average particle size. Simultaneously, the superconducting critical temperature also reduces
with the size in such a way that the energy gap and critical temperature have a direct correlation
between each other. The Anderson limit of the superconducting size in nanostructured films of Nb
is 8 nm. Below this particle size no superconductivity has emerged.
Additionally, Bose et al (Bose et al. (2006)) have shown that the upper critical field in nanometer-
sized Nb particles is governed by the changes in the effective Ginzburg-Landau coherence length.
As well as the decrease of the density of states at the Fermi level, the decrease in the grain size
leading to the increase of disorder can drastically influence the effective coherence length. As a
result, the upper critical field in nanostructured Nb show nonmonotonic grain size dependences at
relatively large grain size (20-60 nm). On the other hand, the negligible changes of the Tc with
grain size reduction point to the growth of disorder, which diminishes the mean free path and,
consequently, the coherence length. Further size reduction (<20 nm) results in a quantization of the
electronic energy levels and consequent decrease in the density of states at the Fermi level, which
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leads to reduction of the Hc2 and vanishing of superconductivity.
1.2 Superconducting mono-layer films
Modern nanotechnology has given rise to investigations of ultrathin superconducting films of high
crystallinity. At the same time, measurements of such two-dimensional (2D) structures require
ultra-high vacuum and low temperatures. Despite the obstacles, the existence of macroscopic su-
perconductivity has been observed by direct electron transport measurements on a silicon surface
reconstruction with In adatoms [Si(111)-(
√
7 × √3)-In] (Uchihashi et al. (2011)). The supercon-
ducting critical temperature for such system is 2.8 K being 18% less than the bulk Indium transition
temperature.
The voltage-current characteristics show sharp and hysteretic transition between superconducting
and normal states with well-defined critical and retrapping currents (Uchihashi et al. (2011)). The
two-dimensional critical current density J2D,c is estimated to be as high as 1.8 A/m at 1.8 K. The
atomic steps present in the structure act as strongly coupled Josephson junctions. Another study on
Si(111)-(
√
7 ×√3)-In surface by Yamada et al (Yamada et al. (2013)) has reported similar critical
temperature of 2.8 K for rectangular phase, and 2.4 K for the hexagonal phase of In adatoms. The
upper critical field of this structure has been found to be 0.1-1 T from magnetotransport measure-
ments with magnetic field perpendicular to the surface.
The Ginzburg-Landau coherence length calculated from the upper critical field is of the order of
tens of nanometers. The Pippard’s coherence length computed from the band structure parameters
revealed a value of the micrometer order. However, for pure materials Ginzburg-Landau coherence
length should be approximately equal to Pippard’s one. This discrepancy suggests that the coherence
length is limited by the mean free path due to the defects on the silicon surface as well as the
fluctuations of the superconducting energy gap influence.
1.3 Superconducting nanocomposites
There are at least two counteracting effects that change Tc in nanostructured superconductors. One
of them arises from the increase in surface to volume ratio due to the decrease of the particle size.
The increased number of surface phonons, which are softer than bulk phonons, results in an en-
hanced electron-phonon coupling and, consequently, higher critical temperatures. But this enhance-
ment can be lowered or even be negative when the discretization of the electronic energy bands
occurs with particle size reduction. The discretization decreases the effective density of states at the
Fermi level and, therefore, the overall superconductivity.
To distinguish between these two effects, separate investigation of the energy gap and critical tem-
perature is needed. A good experiment has been conducted by the authors of Ref. (Bose et al.
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(2009)) . They explored the influence of the two mechanisms on Tc over a large particle size range
in nanostructured Pb by measuring the temperature dependence of the superconducting energy gap
in planar tunnel junctions of Al/Al2O3/nano-Pb. It has been shown that the superconducting tran-
sition temperature reduces gradually with the Pb particle size and, in contrast, the upper critical
field is greatly enhanced in the same size range. The electron-phonon coupling increases monoton-
ically with decreasing particle size at nanoparticle sizes less than 22 nm. Such increase in Cooper
pair coupling almost exactly compensates for the quantum size effect. But at particle sizes below
7 nm, quantum size effect wins and, in agreement with the Anderson limit, superconductivity is
completely suppressed.
The enhancement of the critical temperature of nanostructured superconductors in comparison to
their bulk Tc can be also attributed to the emergence of surface superconductivity. The experimental
observation of the surface supercondcutivity is hampered by the bulk superconductivity. Thus,
surface superconductivity can be seen only when the bulk superconductivity is greatly suppressed
or absent. This is the case when the surface superconductivity Tc is higher than that of the bulk
superconductivity. Surface superconductivity need only a weak attraction among particles, which
come from the partially filled surface levels, to form correlated pairs. Additionally, the transition of
non-localized surface electrons to superconducting state, and their interaction with surface phonons
can produce additional attraction among electrons located close to the surface area (Panova et al.
(2008)).
Heat capacity measurements of lead embedded in glass nanopores done in Ref. (Panova et al.
(2008)) show two superconducting transitions, one positioned above and another below the critical
temperature of the bulk lead material. The higher temperature is ascribed to the surface supercon-
ductivity and the lower corresponds to the volume superconductivity. The upper critical fields Hc3
for the surface superconductivity and Hc2 for the volume superconductivity exceed the critical field
of the bulk Pb by 140 and 70 times, respectively. Hence, the corresponding raito is Hc3/Hc2 ≈ 2,
which is larger than the theoretical 1.7.
Studies of ac and dc magnetization and heat capacity in a superconducting lead-porous glass nanocom-
posite were carried out in Ref. (Ciou et al. (2012)). Double anomalies were found on their temper-
ature dependences at different magnetic field. The positions of anomalies of heat capacity and ac
and dc magnetization correlated with each other. The additional, low-temperature anomalies shifted
remarkably with increasing magnetic field. The field cooled and field-cooled-warming curves ob-
served upon cooling and warming, respectively, showed thermal hysteresis at the second step. The
peak effect on magnetization loops was seen above 6 K. The low-temperature anomalies in the ac
and dc magnetization were treated as a manifestation of transformation in the vortex system which
is triggered by superconductivity in confined lead islands.
An ac magnetization technique was used to study superconductivity in tin loaded nanoporous sil-
ica matrices, opal matrix and two porous glasses (Ciou et al. (2013)). The behavior of type-II
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superconductors with a sharp transition at zero bias field was observed. Regular increase in the su-
perconducting temperature up to 4.2 K and in a critical field up to Hc2(0) ≈ 54 kOe with decreasing
pore size was found. A crossover from the upturn to the common downturn curvature in the Hc2(T )
line was seen for all nanocomposites; the upturn curvature was more pronounced for the matrix with
the finest pores.
The synthesis of biphasic Pb (46 at.%)-Sn (54 at.%) nanoparticles dispersed in an aluminum ma-
trix has been reported and the nature of the superconducting transition in these particles has been
explored (Bose et al. (2008)). The nanoscaled Pb–Sn alloy particles were dispersed in Al by rapid
solidification and the two-phase nature of these particles was characterized by transmission electron
imaging, diffraction and composition mapping. A weak superconducting transition occurs at 3.1 K
in these alloys, which is much lower than the Tc expected for a Pb (46 at.%)-Sn (54 at.%) alloy or
that due to the proximity effect between Pb and Sn. It has been shown that it is the superconducting
Al matrix with Tc = 1.2 K that plays a major role in determining the effective transition temperature
of the system.
Nanoembedded biphasic alloy particles of In–Sn near eutectic alloy compositions embedded in
an aluminium matrix by rapid solidification processing has been synthesized in Ref. (Bose et al.
(2005a)). Detailed transmission electron microscopy indicates that the two phases present at room
temperature in as-synthesized samples are β and γ phases with tetragonal and hexagonal crystal
structures, respectively. These co-exist with a small amount of single phase In or Sn particles with
sizes less than 10 nm. Low temperature magnetization measurements indicate a superconducting
transition temperature of 5 K, suggesting complete decomposition of the β-phase at small sizes and
at low temperature. The small particles show type-II behavior with a critical field Hc1 ≈ 44 G and
two values for Hc2 of 250 and 1000 G, respectively. These values are considerably lower than those
observed in bulk In–Sn alloys.
Tien et al (Tien et al. (2000)) studied indium and gallium in porous glass by resistance and mag-
netization measurements. For indium in porous glass, a very sharp superconducting transition is
observed at T1 = 4.0 ± 0.05 K. When a 1.5 T magnetic field is applied, there is a second transi-
tion at T2 ∼ 3.5 K. At 3.5 K, the field dependence of resistance R(H) indicates two transitions at
Huc ∼ 1.4 and H lc ∼ 0.4 T separated by a plateau. For indium in porous glass, the origins of two-
step transitions inR(T ) andR(H) might be the same. AtHuc (or T1) the individual grains of indium
in porous glass become superconductors and at H lc (or T2) all grains are coupled. For gallium in
porous glass, two superconducting transitions of R(T ) at T1 = 7.0 and T2 = 6.3 K are observed.
Between 6.35 and 6.30 K, R(T ) increases sharply with decreasing temperature. The quasiparticle
tunneling or the conductor-superconductor-conductor coupling might cause the sharp rise in resis-
tance between 6.35 and 6.30 K. At 6 K, there are two transitions at Huc = 2.1 T and H
l
c = 1.1 T in
the R(H) for gallium in porous glass. The two different transitions of R(H) might be caused by a
filamentary internal structure of gallium crystallites. There is no diamagnetism at T1. The magnetic
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transition temperature has been found to be TM < T2 for TM measured at 3, 4, 5, 6, and 7 T.
The superconducting transition of indium in 56 Å pore Vycor glass has been studied in Ref. (Graf
et al. (1992)) through resistance and magnetic susceptibility measurements. The confined indium
behaves like a dirty type-II superconductor, and the superconducting transition consists of two tran-
sitions, which become well separated in applied magnetic fields. While the lower critical field Hc1
follows de Gennes’s prediction of Hc2(T ), the higher critical field Huc has an unusual dependence
of (1 − T/Tc)1/2. The possible origin of this transition is discussed in terms of the microstructure
of the composite.
Superconductivity and crystalline structure were studied for two nanocomposites consisting of gal-
lium loaded porous glasses with different pore sizes (Charnaya et al. (2009)). The superconducting
transition temperatures were found to differ from those in known bulk gallium modifications. The
transition temperatures 7.1 and 6.7 K were ascribed to two new confined gallium structures, i- and
κ-Ga, observed by synchrotron radiation x-ray powder diffraction. The evolution of superconduc-
tivity on decreasing the pore filling with gallium was also studied. The complex crystalline structure
of gallium under nanoconfinement was revealed by synchrotron radiation x-ray powder diffraction
(Lee et al. (2010)). Nanoconfinement was shown to stabilize δ-Ga which is metastable in bulk.
Two new gallium phases named i- and κ-Ga were found upon cooling below room temperature.
These crystalline modifications were stable and coexisted with known gallium phases. Correlations
between confined gallium particle shapes and emergence of particular crystalline phases were ob-
served. Melting and freezing temperatures for different gallium phases were obtained. Remarkable
supercooling of liquid gallium was seen in 3.5 nm pores.
The material dependent behavior can be reasonably explained by shell effects in nanoparticles
(Kresin and Ovchinnikov (2006); M.Garcia-Garcia et al. (2008); Olofsson et al. (2008); Bose et al.
(2010); Mayoh and Garcia-Garcia (2013)) and nanocomposites (Ghosh and Mandal (2013); Mayoh
and Garcia-Garcia (2014b)). It is shown in this theory (Mayoh and Garcia-Garcia (2014b)) that the
value of the Bardeen-Cooper-Schrieffer (BCS) coupling constant λ plays an important role in Tc.
The larger the λ, the less important size effects are. This follows from the fact that the coherence
length ξ decreases as λ increases thus making the material more bulk-like. This prevents the em-
ployment of BCS theory based approach in the study of cuprates and other strongly coupled super-
conductors. Indeed, the superconductors with lower critical temperature, such as Ga, In, Sn, exhibit
the Tc increasing with decreasing of size while strong coupling superconductors, such as Nb and
Pb, do not show it. Besides the preditictions about the importance of the coupling constant there
are other significant results of the shell effect theory in nanocomposites: nonmonotonous TArrayc
dependences from the normal state array resistance values and strong array geometry dependence.
The highest TArrayc has been found for intermediate resistances and for face-centered cubic (FCC)
array. In Sections 2 and 3 the shell effects in superconducting nanoparticles and nanocomposites
are discussed.
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Another important aspect of physics of nanocomposites is phase fluctuation which appears in dis-
ordered superconductors. It has been a long-standing paradigm in superconductivity that the prop-
erties of the superconducting state are not affected by disorder (Anderson (1959)). Consequently, it
has become a justified practice to expect a fixed critical temperature Tc for superconducting films,
directly related to a standard BCS gap and quasiparticle density of states, irrespective of large dif-
ferences in normal state resistivity. On the other hand, theoretical evidence has been developed that
reveals severe deviations from BCS theory for materials with a resistivity in the range 100 µΩ·cm
and higher. In materials with such a large resistivity, the elastic scattering length l is of the order of
the interatomic distance. Therefore, it can be expected that localization effects become important.
From numerical simulations it has become clear that, even for homogeneous disorder, eventually
an inhomogeneous superconducting state will arise when the disorder is increased (Ghosal et al.
(1998)). A short elastic scattering length enhances both the Coulomb interaction between electrons
(Finkelstein (1987)), and the interference of electrons scattering from impurities. These mesoscopic
fluctuations were shown to grow when approaching the superconductor-to-insulator transition (SIT)
(Skvortsov and Feigel’man (2005)), and unavoidably affect the properties of the superconducting
state (Feigel’man and Skvortsov (2012)). The effects of strong disorder (2.4< kF l <8.6) on su-
perconductivity in thin films of niobium titanium nitride and titanium nitride was investigated in
Ref. (Driessen et al. (2012)) by measuring the microwave electrodynamics in coplanar waveguide
resonators. The gradual evolution of the electromagnetic response with disorder, deviating from
BCS theory, for both materials was observed. Strong suppression of Tc was observed for thin films
with normal state resistivities exceeding µΩ·cm. This result can be understood as due to changes
in the quasiparticle density of states, induced by the short elastic scattering length (Feigel’man and
Skvortsov (2012)). The observations are consistent with a model using an effective pair breaker,
dependent on the level of disorder.
Many different material systems undergo a superconductor-insulator transition in the limit of two
dimensions and zero temperature (T = 0) by the variation of a tuning parameter such as disorder,
an applied magnetic field, or charge density (Goldman and Markovic (1998); Gantmakher and Dol-
gopolov (2010)). Theoretical approaches to explain SITs have to deal with the question of how
superconductivity disappears with increasing disorder. Here the interplay of the attractive and re-
pulsive electron-electron interactions plays a crucial role. In the theory of boson localization (Fisher
(1990)) (also dirty-boson or Bose-glass model), a continuous SIT is predicted at T = 0 as a result of
the competition between quantum phase fluctuations and long-range Coulomb repulsion. The evo-
lution of two-dimensional electronic transport with increasing disorder in epitaxial FeSe thin films
was studied in Ref. (Schneider et al. (2012)), where the disorder had been generated by reduction of
the film thickness. As a result increasing of the resistivity and strong reducing of Tc was observed.
The extreme sensitivity of the films to disorder results in a superconductor-insulator transition. The
finite-size scaling analysis in the critical regime based on the Bose-glass model strongly supports
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the idea of a continuous quantum phase transition. The theory of phase fluctuations in nanogranular
superconductors is discussed in Sections 3 and 4.
Another peculiarity of the superconducting nanocomposites is a transformation of the behavior from
type-I to type-II and vortices are formed in the external magnetic field. The superconductivity of
gallium in porous glasses with various pore sizes and in opals is studied using a superconducting
quantum interference device magnetometer (Charnaya et al. (1998)). The single and double super-
conducting phase transitions are observed for different samples. Magnetization hysteresis loops are
also measured and found to be dependent on pore sizes and geometry. The changes in magnetization
below about 6.4 K are treated within the framework of models for granular superconductors, while
the alterations in magnetization near 7.1 K are treated as a result of the superconducting phase tran-
sition in a coexistent structural modification of confined gallium. X-ray diffraction measurements
are performed to confirm the presence of such an additional gallium modification. The results sug-
gested that studies of magnetization at low temperatures can be used to get information about the
geometry of the pore network and distribution of Josephson links in porous composite materials.
Ac magnetization measurements were carried out for a gallium nanocomposite consisted of a metal
loaded porous glass with 3.5 nm pore size to study dynamics in the vortex system and H − T dia-
grams (Lee et al. (2013)). Variations of ac magnetization with temperature and bias magnetic field
were obtained at different frequencies and amplitudes of ac field. Double peaks in the imaginary
part of ac susceptibility associated with doubly structured real parts with distinct dependences on
the amplitude of ac field were observed. Activation barriers were evaluated from variations with
frequency of the upper-temperature peak in χ′′ at different bias fields. The field dependence of the
activation barrier followed the power law with exponents equal to 0.12 and 1.0 below and above
20 kOe, respectively. A pronounced positive curvature was observed at low magnetic fields for the
Hc2(T ) line with the crossover to a common negative curvature near 20 kOe, also. Both the change
of the exponent in the power law for activation barriers and the crossover to the negative curvature
in the upper critical field line were suggested to occur due to transition in the vortex system from
the geometry restricted to space between gallium particles into more homogeneous distribution with
increasing field.
Chapter 4 presents the description of experimental results and their theoretical explanation. Pe-
culiar features of magnetization curves are discussed from the point of view of thermomagnetic
instabilities and fluxoid transitions. The results are compared with different theoretical models as
well.
CHAPTER II
Shell and inhomogeneous pairing effects
Downscaling a superconductor and enhancing superconductivity has been a major challenge in the
field of nanoscale superconductivity. The advent of new tools of nanotechnology for both synthe-
sis and measurement of single, isolated mesoscopic superconducting structures has opened up the
possibility to explore novel and fascinating phenomena at reduced dimensions (Ralph et al. (1995);
Bezryadin et al. (2000); Shanenko et al. (2006b)). One of them, the parity effects in the super-
conducting energy gap, was demonstrated almost two decades ago in the only experiments which
have been able to access the superconducting properties of an individual nanoparticle (Ralph et al.
(1995)) till date. Another exciting prediction is the occurrence of shell effects in clean, supercon-
ducting nanoparticles (M.Garcia-Garcia et al. (2008)).
The origin of shell effects is primarily due to the discretization of the energy levels in small particles
which leads to substantial deviations of the superconducting energy gap from the bulk limit. For
small particles, the number of discrete energy levels within a small energy window (pairing region)
around the Fermi energy (EF ) fluctuates with very small changes in the system size. Consequently
this leads to fluctuations in the spectral density around EF . Since in weakly coupled superconduc-
tors electronic pairing mainly occurs in a window of sizeED (Debye energy) aroundEF , an increase
(decrease) of the spectral density around EF will make pairing more (less) favorable, thereby in-
creasing (decreasing) the energy gap. As a consequence the gap becomes dependent on the size
and the shape of the particle (see schematic drawing in Fig. 2.1). The strength of fluctuations also
increases with the symmetry of the particle, since symmetry introduces degeneracies in the energy
spectrum. It is easy to see that these degenerate levels will enhance the fluctuations in the spectral
density and also in the gap as the number of levels within±ED ofEF , and consequently the number
of electrons taking part in paring, fluctuates dramatically. These degenerate levels is referred to as
"shells" in analogy with the electronic and nucleonic levels forming shells in atomic, cluster and
nuclear physics (see Ref. (Kresin and Ovchinnikov (2006)) and references therein). For cubic or
spherical particles this might lead to a large modification of ∆. Theoretically, these shell effects are
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Figure 2.1: Schematic of shell effects. Schematic explaining the physical origin of shell effects
in small particles which leads to an oscillation in the gap value with particle size. The hemisphere
in the upper left corner represents a nanoparticle with height hi deposited on a substrate. Below
the nanoparticle its energy band diagram is shown. As the particle is very small, quantum effects
start to exhibit themselves by the discretization of the energy levels. Each degenerate level in a
small particle is referred to as the "shell". Only electrons which are near the Fermi level EF take
part in pairing and superconductivity. Therefore, only the electronic levels around the Fermi
level are relevant for superconductivity. The expansion of this pairing region is shown for three
particles with heights h1, h2 and h3 which are very close to each other. The number of levels in
this pairing window fluctuates depending on the position of the Fermi level in the three particles
which leads to the fluctuation in the gap (shell effects). From Ref. (Bose et al. (2010)).
described quantitatively by introducing finite size corrections to the BCS model (M.Garcia-Garcia
et al. (2008); Olofsson et al. (2008)). In Ref. (Bose et al. (2010)) authors investigated individual
superconducting nanoparticles of Pb and Sn with scanning tunneling spectroscopy. The existence of
shell effects has been observed for the first time and the influence of the superconducting coherence
length on them has been demostrated.
Fig. 2.2a shows the schematic of the experimental measurement where an STM tip is used to
measure the tunneling density of states (DOS) of superconducting nanoparticles of both Pb and
Sn. A typical representative STM topographic image for Sn nanoparticles (for Pb nanoparticle
topographic image, see Ref. (Brihuega et al. (2011)) with varying size on a BN/Rh(111) substrate
is shown in Fig. 2.2b. The height of the nanoparticle has been taken as reference since it can
be measured with a high degree of accuracy with the STM. The quasiparticle excitation spectra
(conductance plots of dI/dV vs V normalized at +5mV) for a selection of Pb and Sn nanoparticles
at a temperature of 1.2-1.4 K are presented in Figs. 2.2c-e. Each spectrum is fitted with the tunneling
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equation, (Tinkham (1996))
G(V ) =
dI
dV
∣∣∣∣
V
= Gnn
d
dV
{∫ ∞
−∞
Ns(E)f(E)− f(E − eV )dE
}
(2.1)
Where Ns(E) is the DOS of the superconductor, f(E) is the Fermi-Dirac distribution function and
Gnn is the conductance of the tunnel junction for V � ∆/e. The density of states Ns(E) is given
by:
Ns(E,Γ, T ) = Re
[
|E|+ iΓ(T )√
(|E|+ iΓ(T ))2 −∆(T )2
]
(2.2)
Where, ∆(T ) is the superconducting energy gap and Γ(T ) is a phenomenological broadening pa-
rameter which incorporates all broadening arising from any non-thermal sources (conventionally it
is associated with the finite lifetime (τ ) of the quasiparticles, Γ ∼ ~/τ ) (Dynes et al. (1978)). There
is an excellent agreement between the experimental data and the theoretical fits, giving unique val-
ues of ∆ and Γ (plotted as a function of particle size in Fig. 2.2f and 2.2g, respectively). One can see
that there is a gradual decrease in the zero bias conductance dip with particle size for Pb nanoparti-
cles (Fig. 2.2c), while for Sn nanoparticles (Figs. 2.2d and 2.2e) there is a non monotonic behavior
which strongly depends on the particle size regime. The large Sn particles (>20 nm) differing in a
size of 1 nm have similar DOS signifying similar gaps, there is a large difference in the DOS and
hence ∆, for the smaller Sn particles (< 15 nm) even if they differ by less than 1 nm in size. The
difference in the two systems is brought out more clearly in Fig. 2.2f where the normalized gap
is plotted (normalized with respect to their bulk values). For Pb, ∆ decreases monotonically with
decrease in particle size while there is a huge variation in the gap values for Sn below a particle size
of 20 nm. For these small sizes, gap values differ even more than 100% for similar sized Sn particles
and enhancements as large as 60% with respect to the bulk Sn gap has been found. In both systems
however, superconductivity is destroyed below a critical particle size which is consistent with the
Anderson criterion (Anderson (1959)), according to which superconductivity should be completely
destroyed for particle sizes where the mean level spacing becomes equal to the bulk superconduct-
ing energy gap (Delft et al. (1996)). It is also worth noting that the average gap for the large Sn
nanoparticles (20-30 nm) shows an increase of 20% from the bulk value.
From the two parameters characterizing the superconducting state of the nanoparticles, ∆ and Γ,
only Γ evolves in a similar way as a function of particle size both for Pb and Sn (Fig. 2.2g). In both
systems, an increase in Γ with reduction in particle size has been observed. Interestingly, it seems
that superconductivity is limited to sizes where Γ < ∆bulk. At smaller sizes superconductivity is
completely suppressed in both systems. This indicates that Γ may have a particular significance. To
understand the behaviour of Γ with particle size Bose et al linked it to quantum fluctuations in small
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particles (Bose et al. (2010)). It is known from both theoretical calculations and experiments that
there should be an increase in the quantum fluctuations in confined geometries (Dynes et al. (1984);
Skocpol and Tinkham (1975); Bennemann and Ketterson (2008)) as observed by Bezryadin et al
in their experiments on nanowires (Bezryadin et al. (2000)). Similarly, since in a zero dimensional
superconductor the number of electrons taking part in superconductivity decreases, an increase in
the uncertainty in the phase of the superconducting order parameter is expected (Tinkham (1996);
Dynes et al. (1978)) (within a single particle, there will be a decrease in the long range phase
coherence). The increased fluctuations in the superconducting order parameter are expected to
increase Γ (as fluctuations act as a pair breaking effect). Therefore, Γ can be associated with the
energy scale related with quantum fluctuations. The results in Ref. (Bose et al. (2010)) indicate that
in zero dimensional systems the presence of quantum fluctuations of the phase (where Γ > ∆bulk) set
the limit to superconductivity and this corresponds to the size consistent with the Anderson criterion
(Bennemann and Ketterson (2008)).
In order to interpret the variation of ∆ with particle size in Sn nanoparticles, and the observed strik-
ing difference with Pb, a theoretical study of finite size corrections in the BCS formalism has been
carried out by Bose et al (Bose et al. (2010)) in line with references (M.Garcia-Garcia et al. (2008);
Olofsson et al. (2008)). They has been focused on the finite size corrections to the BCS gap equation
since the corrections to the BCS mean field approximation leads to a monotonic decrease in the gap
and are not responsible for the observed oscillations in Sn nanoparticles. For the correction to the
BCS gap equation, two types of corrections are identified, smooth and fluctuating (M.Garcia-Garcia
et al. (2008); Olofsson et al. (2008)). The former depends on the surface and volume of the grain and
always enhances the gap with respect to the bulk. Since this contribution decreases monotonically
with the system size it is not relevant in the description of the experimental fluctuations of ∆. The
self-consistent equation for the BCS order parameter in this case is (M.Garcia-Garcia et al. (2008);
Olofsson et al. (2008)),
∆(ε) =
∫ ED
−ED
=
λ∆(ε′)I(ε, ε′)
2
√
ε′2 + ∆(ε′)2
ν(ε)
ν(0)
dε′ (2.3)
where I(ε, ε′) = V
∫ L
0
Ψ2ε(r)Ψ
2
ε′(r), ED is the Debye energy, L is a typical length of the grain,
ν(0) is the spectral density at the Fermi level, λ is the dimensionless coupling constant,ν(ε) =∑
i giδ(ε − ε′) where εi are the eigenvalues, with degeneracy gi, and ψε(r) are the eigenfunctions
with energy ε of a free particle confined inside the grain. For Sn, a weak coupling superconductor a
simple BCS formalism is capable of providing a good quantitative description of superconductivity.
Eq. (2.3) can be further simplified by noting (M.Garcia-Garcia et al. (2008); Olofsson et al. (2008))
that for kFL � 1 gap oscillations are controlled only by ν(ε) . For L between 2-60 nm the limit
is always satisfied as the Fermi wave vector kF = 16.4 nm−1 in Sn. As mentioned earlier, the gap
oscillations arise from the discreteness of the level spectrum (see Fig. 2) which is reflected in the
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Figure 2.2: Experimental setup and low temperature superconducting properties of single,
isolated Pb and Sn nanoparticles. (a) 3D representation of the experimental setup. Pb or Sn
nanoparticles with height in the range 1-35 nm are deposited on a boron nitride BN/rhodium Rh
(111) substrate. The investigation is done by STM measurements. (b) 125 X 90 nm2 3D STM
image showing the Sn nanoparticles of varying sizes deposited on the BN/Rh (111) substrate.
(c)-(e) Normalized conductance spectra (dI/dV vs V , normalized at a bias voltage of 5 mV).
The circles are the raw experimental data and the solid lines are the theoretical fits using Eqns.
(2.1) and (2.2). (c) Normalized conductance spectra of Pb nanoparticles of various heights at T =
1.2 K. (d) Normalized conductance spectra of two large Sn nanoparticles with heights 29.5 and
29.0 nm at T = 1.4 K. (e) Normalized conductance spectra of two small Sn nanoparticles with
heights 10.5 and 10.0 nm at T = 1.4 K. (f) and (g) Comparison of the variation of superconducting
energy gap and broadening parameter (Γ) at low temperature (T = 1.2 K-1.4 K) for different Pb
and Sn nanoparticles respectively as a function of particle height. The gap is normalized with
respect to the bulk gaps. The enhancement/decline of the superconducting energy gap is the
manifestation of shell effects in Sn nanoparticles. From Ref. (Bose et al. (2010)).
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expression of the spectral density ν(ε) and hence Eq. (2.3) leads to an oscillatory variation of gap
with particle size. It can also be seen from the expression of ν(ε) that the presence of degenracies (gi
> 1) will enhance the gap fluctuations. Large gi is typical of grains with symmetry axes in which the
energy levels are degenerate in a quantum number. A typical example is the sphere with three axes
of symmetry. In this case each level in the energy spectrum with an angular momentum quantum
number l is 2l + 1 times degenerate.
An important parameter in Eq. (2.3) is λ which implies an effective coupling constant (electron-
phonon coupling minus the coulomb repulsion) providing strictly within the BCS formalism a quan-
titative description of the superconductor. A natural choice is λ = 0.25 (for Sn) as this leads to the
bulk gap and the coherence length consistent with the experimental values of these observables.
The magnitude of the fluctuations will strongly depend on the shape of the grain as expected from
the theory of shell effects (M.Garcia-Garcia et al. (2008)). In numerical calculations (Bose et al.
(2010)) the shape of the nanoparticles has been taken as a spherical cap with h/R > 0.85. In the
hemispherical case, h/R = 1, the eigenvalues are simply the roots of a Bessel function. For other
ratios, the authors used a method based on a perturbative expansion around the hemispherical geom-
etry which is only valid for 1−h/R� 1 (similar to the treatment in Ref. (Rodriguez et al. (2001)).
The parameters used to describe the Sn nanoparticles are the height, h, measured by the STM, kF
= 16.4 nm−1, EF = 10.2 eV, ED = 9.5 meV and the coupling constant λ = 0.25. The calculated
normalized gap calculated from Eq. (2.3) is presented in Fig. 2.3a as a function of h with the super-
imposed experimental results of Sn nanoparticles from Fig. 2.1f (shown by solid symbols in Fig.
2.3a). Here the data is normalized with respect to the average gap value obtained experimentally.
For h/R ranging between 0.9 to 0.95 a reasonably good quantitative matching with the theoretical
results can be seen, indicating that finite size corrections can satisfactorily explain the results of Sn
nanoparticles.
The natural question which follows is why such oscillations in ∆ are not observed for Pb nanoparti-
cles (solid triangles in Fig. 2.1f) (Note that oscillations in the gap have been observed in 2D Pb thin
films below a critical thickness of 2 nm (thickness < Fermi wavelength) as a function of the number
of layers in the film (Ref. (Guo et al. (2004); Zhang et al. (2005); Shanenko et al. (2006a)). This
phenomenon originates from the quantum confinement in the z direction leading to an oscillatory
behavior of the density of states at Fermi level (with infinite degeneracy of the levels along the other
two directions) and is independent of the superconducting coherence length). The fluctuations in
0D systems have its origin in the discreteness of the spectrum and any mechanism that induces level
broadening will suppress these oscillations. The superconducting coherence length (ξ) of Pb (∼80
nm) (Kittel (2004)) being much shorter than that of Sn (∼240 nm) (Kittel (2004)) will introduce a
level broadening (broadening ∝ vF/ξ). Moreover, since interactions are much stronger in Pb, the
lifetime of the quasiparticles is shorter and an additional level broadening is expected. Fig. 2.3b
presents the average oscillations obtained from both experiments and theory as a function of particle
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Figure 2.3: Comparison of experimental results with theoretical calculations obtained from
finite size corrections to the BCS model. a, Variation of normalized gap with particle height.
The solid symbols are obtained from the experimental data and the solid line is obtained from
the theoretical calculations. The oscillations in the gap are explained on the basis of shell effects
obtained from finite size corrections to the BCS model. b, Variation in the average oscillations
in the gap for Pb and Sn with particle height. The solid symbols are experimental data while the
dashed lines are obtained from the theoretical calculations. From Ref. (Bose et al. (2010)).
height for Pb and Sn nanoparticles (Bose et al. (2010)). These average oscillations are the standard
deviation of the gap from the average value. A good matching between theory and experiments is
observed. In order to compute the oscillations in the gap and to check the suppression of the shell
effects, BCS gives a reasonably good description for the strong coupling Pb (Fig. 2.3b).
The work (Bose et al. (2010)) showed that for any classical BCS superconductor with large quantum
coherence lengths it is possible to enhance the superconducting energy gap by large factors (∼ 60%)
by tuning only the particle size. This may prove to be very useful in case of fullerides or hexaborides
which are known to show a relatively high-Tc in the bulk.
For larger clean grains, but still within the nanoscale region, numerical solutions of the the BCS gap
equation (Bardeen et al. (1957)) and Boguliubov-de Gennes equations (Parmenter (1968); Gladilin
et al. (2002); Heiselberg (2003)) showed that the critical temperature and other superconducting
properties were highly nonmonotonic as a function of the system size with peaks well above the
bulk limit. Explicit results were obtained for a variety of shapes and confining potentials: cubes
(Parmenter (1968); Gladilin et al. (2002)), spheres (Boyaci et al. (2001); Gladilin et al. (2006)),
cylinders (Shanenko et al. (2006b)) and harmonic confining potentials (Heiselberg (2003)). The
magnitude of the peaks, namely, the enhancement of superconductivity, was larger in spherical and
cubic grains than in chaotic grains (M.Garcia-Garcia et al. (2008); Olofsson et al. (2008)) with no
symmetry. Moreover, for a fixed size, deviations from the bulk limit are more pronounced as the
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superconducting coherence length of the material increases. Analytical results (M.Garcia-Garcia
et al. (2008); Olofsson et al. (2008)) based on the periodic orbit theory (Brack and Bhaduri (1997))
indicate that the reason for these non-monotonic deviations from the bulk limit was associated to
shell effects, namely, level degeneracy in the proximities of the Fermi energy due to the geometrical
symmetries of the grain. A larger spectral density induces an effective stronger binding of Cooper
pairs that boost superconductivity. However, a substantial (≈ 20%) monotonic enhancement of the
superconducting gap up to the largest grains ≈ 30 nm studied in (Bose et al. (2010); Garcia-Garcia
et al. (2011)) cannot be explained by shell effects or surface phonons. The work realized in Ref.
(Mayoh and Garcia-Garcia (2013)) provide evidence that this monotonic enhancement is caused
by spatial fluctuations in the density of probability of Cooper pairs in a confined geometry. The
authors numerically investigated the order parameter in a hemispherical grain for sizes up to 30
nm within a mean-field framework. Using parameter free model they found a fair agreement with
experimental results (Bose et al. (2010); Garcia-Garcia et al. (2011)). This additional enhancement
stems from the fact that, in finite size grains, the interactions that bind the electron into a Cooper pair
depend on the quantum numbers of the one-body problem eigenstates. The dimensionless electron-
phonon coupling constant λ becomes inhomogeneous as it depends on these quantum numbers,
λ → λV In,m where V is the grain volume, In,m =
∫
drdΨ2n(r)Ψ
2
m(r) and Ψn(r) is the eigenstate
of the one-body problem and n the set of quantum numbers that labels the state. For the case of
grains with no symmetry, the leading finite size correction due to this effect in Ref. (Farine et al.
(2001)) is positive I = 1 +A/kFL with A ≥ 0 that depends on boundary conditions. For a chaotic
grain the semiclassical analytical analysis of Ref. (M.Garcia-Garcia et al. (2008)) showed that this
the leading correction for sizes L ≥ 10 nm.
The superconducting grain is described by the BCS Hamiltonian (Bardeen et al. (1957)),
H =
∑
nσ
�nc
†
nσcnσ −
λ
ν(0)
∑
n,n′
In,n′c
†
n↑c
†
n↓cn′↑cn′↓ (2.4)
where c†nσ creates an electron of spin σ in a state with quantum numbers n and energy �n, λ is the
dimensionless BCS coupling constant for the material, ν(0) is the density of states at the Fermi
energy. The electron-electron interaction matrix elements resulting from a contact interaction is
given by,
In,n′ = V
∫
ψ2n(r)ψ
2
n′(r)dV (2.5)
where V is the volume of the grain and ψn(r) is single-electron eigenfunction in state n. The
superconducting gap is calculated from the self-consistency equation,
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Figure 2.4: (a) The mean superconducting gap as a function of the hemispherical grain size
for λ = 0.166 Al (dotted line), λ = 0.243 Sn (dashed line), λ = 0.382 Pb (solid line). (b) Com-
parison between the experimental results (solid line) of Ref. (Bose et al. (2010); Garcia-Garcia
et al. (2011)) for Sn hemispherical nanograins and the theoretical prediction (dashed line) Eq.(5)
that includes the effect of inhomogeneous pairing. The fluctuations are averaged in order to
single out the contribution not related to shell effects in the spectral density. The horizontal line
corresponds to the bulk behavior. From Ref. (Mayoh and Garcia-Garcia (2013)).
∆n =
λ
2
∑
n′
∆n′In,n′√
�2n′ + ∆
2
n′
1
ν(0)
(2.6)
where the sum is now taken over all states {n′ | |�n′ | < �D}, and �D is the Debye energy. It should
be noted that this approach leads to results similar to those obtained from the technically more
involved Bogoliubov-de Gennes equations (Croitoru et al. (2011)). In the bulk limit eigenfunctions
are plane waves and the matrix elements are simply In,n′ = 1. However, in small grains eigenstates
of the one-body problem are not plane waves so the deviations are expected in In,n′ from the bulk
limit. The BCS mean field approach is valid for grains such that δ/∆0 � 1. In order to make direct
comparison with experimental results authors calculated numerically In,n′ for hemispherical grains
of radius R (Mayoh and Garcia-Garcia (2013)). Because the experimental grains are not exactly
hemispherical but closer to a spherical cap of height h ∼ 0.9R (Bose et al. (2010); Garcia-Garcia
et al. (2011)). The eigenfunctions entering in the matrix element above are those of a single electron
in a spherical grain of radius R,
ψn,l,m(r, θ, φ) = Njl
(
uln
r
R
)
Ylm(θ, φ) (2.7)
where N = 2/(ja+1(uam)R3/2) is the normalisation constant, jl(r) are the spherical Bessel func-
tions of the first kind, uln is the nth zero of the lth spherical Bessel function and Ylm(θ, φ) are the
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spherical harmonics. The energy associated with these eigenstates is, El,n = ~2u2ln/2mR2. Dirich-
let boundary conditions on the hemispherical surface (Rodriguez et al. (2001)) restricts |m − l| to
be odd. The final expression for the matrix elements is simplified by using Clebsch-Gordan coeffi-
cients,
In,n′ =
4(2l + 1)(2l′ + 1)
3ja+1(uam)2ja′+1(ua′m′)2
∑
Λ
〈ll′,mm′|ll′,ΛM〉2〈ll′, 00|ll′,Λ0〉2
2Λ + 1
(2.8)
×
∫ 1
0
jl(ulnρ)
2jl′(ul′n′ρ)
2ρ2dρ (2.9)
where M = m+m′ and Λ is summed over all possible values in the range, l + l′ ≥ Λ, |l − l′| ≤ Λ
and m ≤ |Λ|. The superconducting gap can then be written as,
∆ = 2�De
− 1
λeff (2.10)
where λeff = λI¯ and I¯ is the average of In,n′ over all states in the interacting region 2�D where
n′ is the level closest to the Fermi-energy. This should be a good approximation for sufficiently
large grains for which the matrix elements do not depend strongly on the quantum numbers. This is
also consistent with the observation that in scanning tunnelling microscope experiments (Bose et al.
(2010); Garcia-Garcia et al. (2011)) the value of the gap did not depend much on the exact position
of the tip. Moreover it was found in Ref. (M.Garcia-Garcia et al. (2008)) that a similar simplified
expression for the gap describes shell effects related to fluctuations of the spectral density. In that
case the resulting spectral density after solving the gap equation is expressed as a finite sum over
classical periodic orbits of length less than the superconducting coherence length. Calculations
with λ = 0.243 is consistent with the Sn bulk gap ∆bulk = 0.57 meV and a Debye energy �D =
17.2 meV. The numerical results in Fig. 2.4 (Mayoh and Garcia-Garcia (2013)) show substantial
deviations from the bulk even at large grain sizes. The theoretical prediction is strikingly similar to
the experimental observation. Fig. 2.4 shows similar results for other materials. From Eq. (2.10) it
is clear that finite size effects are stronger the smaller is the coupling constant λ. In more physical
terms, finite size effects are stronger in materials with a long superconducting coherence length
ξ ∝ 1/∆ ∝ e1/λ. The deviations for smaller sizes < 18 nm are likely due to the difference between
the spherical cap shape of the experimental grains and the exact hemispherical shape employed in
the theoretical calculation.
CHAPTER III
Enhancement of superconductivity by engineered nanogranularity
Experimental reports, starting in the sixties (Abeles et al. (1966); Giaever and Zeller (1968)), of
substantial enhancement of superconductivity in thin granular films of different materials have been
a continuous stimulus to study superconductivity in low dimensions. However, the dramatic increase
of the critical temperature observed in materials like Al or Sn (Abeles et al. (1966); Giaever and
Zeller (1968)) resisted a conclusive theoretical explanation. The cause of the enhancement was
related to surface phonons, fluctuations of the spectral density around the Fermi energy or shape
resonances (Blatt and Thompson (1963); Thompson and Blatt (1963); Perali et al. (1996)). The first
two proposals could not be reconciled with the fact that the enhancement was observed on some
materials but not in others. The latter mechanism, put forward by Blatt and Thompson (Blatt and
Thompson (1963); Thompson and Blatt (1963)), is only effective for clean thin films with only a
few monolayers thick. However, the samples were granular and disordered. Indeed, more refined
experimental studies (Haviland et al. (1989); Guo et al. (2004)) where thin films were smoother and
granularity was attenuated showed no substantial enhancement of superconductivity.
Investigation in Ref. (Mayoh and Garcia-Garcia (2014b)) showed that size effects can also enhance
the critical temperature of a bulk granular material composed of such nanograins. They has studied
a three dimensional array as global phase-coherence is easier to achieve in higher dimensionalities
and a mean-field approach is more accurate. The grain size in a realistic array (Bose et al. (2010);
Eley et al. (2012)) varies substantially so a random distribution of sizes is a good description of
the experimental situation. This implies only some grains have a Tc higher than that of the bulk
material, Tc0. The number of grains with Tc > Tc0 increases as the array resistance decreases due to
the suppression of shell effects. At the same time the maximum Tc in a single grain increases as the
resistance increases. Percolation theory is a useful tool in the search for the optimal compromise
between these two competing effects. The mean-field Bardeen-Cooper-Schrieffer formalism and
semi-classical techniques are only applicable when kFR � 1 and Tc0 � δ so that thermal and
quantum fluctuations are negligible, where kF is the Fermi-wave vector and R is the radius of the
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grain. Typically this limit corresponds to R ≥ 5 nm though the exact value depends on the material.
The model considered in Ref. (Mayoh and Garcia-Garcia (2014b)) employed the coupling of a
single grain to the rest of the array using semiclassical techniques and a mean- field formalism. The
overall effect of the coupling is a smoothing of the density of states that suppresses finite size effects.
Superconductivity in each grain is described by the BCS (Bardeen et al. (1957)) Hamiltonian,
H =
∑
nσ
�nc
†
nσcnσ −
λ
νTF (0)
∑
n,n′
In,n′c
†
n↑c
†
n↓cn′↑cn′↓ (3.1)
where c†nσ creates an electron of spin σ in state n with energy �n, λ is the dimensionless BCS
coupling constant, νTF (0) is the bulk density of states at the Fermi energy, �F , and In,n′ are the short
range electron-electron interaction matrix elements. The second sum is taken over all of the states
within the Debye energy, �D, window around �F . The superconducting gap ∆(R, T ) is given by,
1 =
λ
2
∫ �D
−�D
1√
�′2 + ∆2
ν(�′)
νTF (0)
tanh
(
β
√
�′2 + ∆2
2
)
d�′ (3.2)
where β = 1/kBT and ν(�) =
∑
n δ(�− �n) is the exact single particle density of states. Here ν(�)
is dependent on the size of the grain and is the parameter responsible for including size effects in
the model. The most important difference between an isolated grain and one coupled to an array is
that in the latter quasiparticles can escape by tunneling. The grain is therefore open and its density
of states is smoothed. This smoothing is modeled by expressing the density of states analytically as
a sum over classical periodic orbits with a cut-off that depends on the probability of intergrain tun-
neling (Mayoh and Garcia-Garcia (2014b)). The intergrain tunneling is a function of the tunneling
resistance of the junction RN and the number of nearest neighbor. Explicit expressions for Tc(R)
and ∆(R, T = 0) as a function of the grain radius R are then obtained from Eq. (3.2) by a power
expansion in the small parameter (kFR)−1/2 (Garcia-Garcia et al. (2011)). The superconducting
gap close to Tc is given by,
∆(R, T ) ≈ 1.74∆(R, 0)
√
1− T
Tc(R)
. (3.3)
In order to mimic realistic experimental conditions (Bose et al. (2010); Deutscher et al. (1973);
Shapira and Deutscher (1982)) the authors considered a Gaussian distribution of grain sizes, P (R),
with mean R¯ and standard deviation σ (Mayoh and Garcia-Garcia (2014b)). As a consequence Tc
and the gap ∆ are different in each grain. The fraction of grains in the normal metal phase increases
as temperature increases. For a three dimensional array a Kosterlitz-Thouless transition (Kosterlitz
and Thouless (1973)) is not favorable since, even close to the percolation threshold, the dimen-
3. Enhancement of superconductivity by engineered nanogranularity 23
Figure 3.1: The critical temperature of the array in units of the bulk critical temperature of
the material against RN for a cubic array with �F = 10.2 eV, �D = 9.5 meV, R¯ = 5 nm, σ =
1.0 nm and λ = 0.3. The blue line shows the critical temperature due to percolation given by
finding the temperature at which p = pc. The red line shows the critical temperature due to
phase-fluctuations. Close to 2.5 kΩ these two lines cross meaning the transition that breaks
global-phase coherence goes from being percolation to phase-fluctuation driven. The shaded
region shows the range of parameters for which the array will be globally superconducting. This
cross-over corresponds to the sharp tail seen at large resistance in the following figures. From
Ref. (Mayoh and Garcia-Garcia (2014b)).
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sionality of the percolating cluster is Df ∼ 2.52 > 2 (Ballesteros et al. (1999)). The grains that
belong to the superconducting cluster are those that verify Tc(R) ≥ TArrayc , they have a distribution
Psc(R) = Θ(Tc(T ) − T )P (R). There are two distinct ways to destroy global phase-coherence in
the array. First, the array may reach its percolation threshold p = pc where p is the fraction of grains
in the superconducting phase, p =
∫∞
0
Psc(R)dR, and pc is the percolation threshold of the array.
Beyond the percolation threshold there may exist globally phase-coherent clusters but these do not
permeate the whole array. Second, global phase-coherence may be destroyed by phase fluctuations.
In the former the critical temperature is defined as the temperature for which the number of grains
still superconducting, computed using the expressions obtained previously, form the critical perco-
lating cluster. The calculation of the latter requires a more elaborate treatment. For this type of
array (Chakravarty et al. (1987)) the action includes charging effects, quasiparticle tunneling and
the Josephson coupling, which is highly inhomogeneous as the value of the superconducting gap is
different in each grain.
The position dependence of the Josephson coupling term can be removed by expressing it in terms
of the mean gap ∆¯ij = (∆i + ∆j)/2 and the difference in the gaps ∆′ij = (∆i − ∆j)/2 across
the junction and expand in powers of ∆′ij . The superconducting cluster can be expressed by a ho-
mogeneous array with ∆¯ij replaced by the mean value for the cluster, ∆¯ = 1/p2
∫∞
0
∫∞
0
(∆(R) +
∆(R′))/2Psc(R)Psc(R′)dRdR′. A similar procedure is applied to ∆′ij . This is a good approxi-
mation as close to TArrayc the distribution of ∆¯ij and ∆
′
ij in the cluster will be narrow and sharply
peaked around this value. The mean number of superconducting neighbor grains in the percolating
cluster, z¯ = zp, slightly underestimates the coordination number of the infinite cluster as this is the
mean coordination number for the whole array including both finite clusters and the infinite cluster,
however this discrepancy is small.
The resulting homogeneous action (Panyukov and Zaikin (1987)) can be tackled by standard mean-
field techniques. The critical temperature of the array, due to phase-fluctuations, is obtained by
finding the solution to,
1 =
E˜Q
z¯J
+ e−βE˜Q/2 (3.4)
where E˜Q = (1/EQ + η/E∗Q)
−1, E∗Q = 124e
2∆¯RN/3pi~, J = ∆¯RQ/2RN tanh(β∆¯/2) − Λ. The
critical temperature of the array, TArrayc can be defined to be the lower of the two critical temperatures.
The theoretical treatment assumes (Mayoh and Garcia-Garcia (2014b)) that intergrain coupling is
constant however the distance between grains in realistic arrays is rather random but with a well
defined average and small variance. The random coupling only affects the percolation transition
through the weakening of size effects in single grains which is a small correction. The random
couplings will lower the critical temperature of the array with regard to phase-fluctuation. However,
this should not affect the maximum of the critical temperature which occur far from the quantum
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Figure 3.2: TArrayc in units of the bulk material critical temperature, against RN for a cubic
array with �F = 10.2 eV, �D = 9.5 meV, λ = 0.25. Top: Gaussian distribution of sizes with mean
R¯ = 5 nm, and variance σ = 0.1 nm (blue, solid), 0.6 nm (red), 1.0 nm (yellow) and 1.4 nm
(green). Results are weakly dependent on σ (for σ > 1 Å) as the typical scale for which shell
effects in the size distribution are not randomized is much smaller. Bottom: σ = 1.0 nm and
R¯ = 5 nm (blue), 7 nm(red), 11 nm (yellow), 17 nm(green). TArrayc becomes independent of
RN , due to the decreasing importance of quasiparticle tunnelling, and then gradually decreases
for increasing R¯ due to the weakening of shell effects. From Ref. [(Mayoh and Garcia-Garcia
(2014b)].
3. Enhancement of superconductivity by engineered nanogranularity 26
resistance where phase-fluctuations are important.
The computation of TArrayc in Ref. (Mayoh and Garcia-Garcia (2014b)) had an assumption that the
grain size distribution is a Gaussian, P (R) = 1/(
√
2piσ)e−(R−R¯)
2/(2σ2). This choice with σ ∼ 1 nm
and R¯ ∼ 5 nm is a good approximation to the experimental distribution (Deutscher et al. (1973);
Shapira and Deutscher (1982)), with C = 4pi�0R ∼ 0.5aF . However, this capacitance is typically
strongly renormalized by the quasiparticle tunneling so its value does not influence the results. Fig.
3.1 depicts both critical temperatures for typical values of the grain size and tunneling resistance. A
percolation driven transition is observed for RN . RQ. For larger RN phase fluctuations, induced
by E˜Q, break long range order at temperatures below the percolation transition.
For experimentally realistic values the results depend very weakly on σ, see Fig. 3.2. This is
expected as oscillations in the order parameter due to shell effects take place on a much smaller
length scale ∼ 1 Å. Indeed, when σ is tuned to this range substantial deviations appear depending
on whether shell effects enhance or suppress Tc(R) for R = R¯.
In Fig. 3.2 the TArrayc has a peak at ∼ 500 Ω indicating there is an optimal coupling strength for the
array. In general, an increase in TArrayc is expected as RN increases due to the decreasing strength
of intergrain coupling. This makes the shell effects within each grain larger meaning some grains
now have a significantly enhanced Tc. However, for sufficiently large RN . RQ there is very little
smoothing of the spectral density in single grains. This results in a lower TArrayc as the fraction of
grains with an enhanced Tc is not sufficient to form a percolating cluster. This is the reason for the
peak observed at intermediate RN .
For large mean grain size, R¯, results should be less dependent on RN as in this case the width
of the peaks in the density of states is not controlled by RN but rather by the coherence length
ξ = ~vF/∆0. Finite size effects diminish as R¯ increases which results in a smaller enhancement
of TArrayc as the Tc of the single grains is not increased as much, as can be seen in Fig. 3.2. The
restriction to R¯ > 5 nm reduces influence of thermal and quantum fluctuations, that break the mean-
field theory approach, making them unimportant. For a broad range of R¯, TArrayc is well above that
of a non-granular bulk material. This is a quite general result that only requires a three dimensional
array is inhomogeneous with a distribution of Tc(R) around the bulk value Tc0. The value of the
BCS coupling constant, λ, also plays an important role in TArrayc . The larger λ, the less important
size effects are. This follows from the fact that the coherence length ξ decreases as λ increases
thus making the material more bulk like. This prevents the employment of the BCS theory based
approach in the study of cuprates and other strongly coupled superconductors. The results presented
in Fig. 3.3 fully confirm this picture. Strikingly the array geometry, the way spheres are packed in
the array, has a substantial effect on TArrayc .
Settings which decrease the percolation threshold allow the array to remain globally phase-coherent
with fewer superconducting grains. This results in a much higher TArrayc , observable in Fig. 3.3.
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Figure 3.3: TArrayc in units of the bulk material critical temperature against RN with �F = 10.2
eV, �D = 9.5 meV, R¯ = 5nm, σ = 1.0 nm. Top: A cubic array with λ = 0.2 (blue), 0.25 (red), 0.3
(yellow), 0.35 (green), 0.40 (black). Increasing λ suppress size effects resulting in a behavior
which is closer to the bulk. Bottom: λ = 0.25 for a cubic (blue), BCC (red) and FCC (yellow)
array. A smaller pc substantially enhances T
Array
c by allowing the removal of more grains from
the superconducting cluster so that the remaining ones have a higher Tc. From Ref. [(Mayoh
and Garcia-Garcia (2014b)].
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The peaks for intermediate RN also moves to larger values of the resistance since the coupling
between grains becomes stronger with increasing z. The outcome of this detailed analysis is that
the maximum increase of TArrayc , with respect to the bulk limit, is found in arrays of weakly coupled
superconductor, λ� 1 with a mean grain size∼ 5 nm, for intermediate resistances and for packings
with a minimal percolation threshold.
CHAPTER IV
Phase fluctuations and shell effects in Indium nanocomposites
For many years the role of disorder in superconductivity was believed to be well understood. Ac-
cording to the Anderson theorem (Anderson (1959)), weak non-magnetic impurity scattering does
not influence the critical temperature of a conventional weakly-coupled superconductor. These re-
sults are based on the assumption that the local density of states in the material is unaffected by
weak disorder (Kim and Overhauser (1993)). However with the development of the Bogoliubov-de
Gennes theory of superconductivity (de Gennes (1964)) it became clear that the order parameter
becomes increasingly inhomogeneous with increasing disorder. Over the past few decades, it has
been realized that the ground state in conventional superconductors is affected by disorder, resulting
in unusual metallic and insulating states (Goldman and Markovic (1998)). However, recent exper-
iments indicate that even after the global superconductivity is destroyed, the material continues to
manifest some of the superconducting fundamental properties. For example, the observation of mag-
netic flux quantization in disordered insulating Bi films (Stewart et al. (2007)), finite high-frequency
superfluid stiffness above Tc in amorphous InOx films (Crane et al. (2007)), and the formation of
a pseudogap above Tc (Sacepe et al. (2008)). Theoretical investigations also indicate that strong
superconducting correlation can persist even after global superconductivity is destroyed (Feigelm´an
et al. (2007)).
The superconducting state is characterized by a complex order parameter of the form Ψ = |∆|eiφ.
There are three kinds of excitations that can destroy the superconducting state. First of all, it is
quasiparticle excitations which influencing the amplitude ∆. Second, quantum phase fluctuations
connected to the number-phase uncertainty relation. And the third one is the classical phase fluc-
tuations produced by thermal excitations. The BCS and Eliashberg mean-field theories (Tinkham
(1996)) are well suited for description of the clean conventional superconductors where quasiparticle
excitations are of great importance (Emery and Kivelson (1995)). In the case of strongly disordered
superconductors, the screening of the Coulomb interactions is poor (Anderson et al. (1983)) and the
superfluid density (ns) is small due to disorder scattering (Tinkham (1996)). These considerations
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make the disordered systems sensitive to phase fluctuations. Strong phase fluctuations can com-
pletely suppress the superconductivity Numerical calculations also show that the superconducting
state can get destroyed by strong phase fluctuations between domains that emerge in the presence of
strong disorder (Dubi et al. (2007)). At the same time, experimental evidence that phase fluctuations
play a central role in the formation of a pseudogap state in a disordered s-wave superconductor has
been observed by Mondal at al (Mondal et al. (2011)). Close to critical disorder, a finite gap in the
electronic spectrum even at temperatures well above Tc has been observed . The superfluid density
is strongly suppressed at low temperatures and aims to a linear temperature dependence at higher
temperatures (Mondal et al. (2011)).
Numerical investigations of strongly disordered superconductors by Bogoliubov-de Gennes ap-
proach shows compelling evidence for the shell-like effect (Ghosh and Mandal (2013)). The occur-
rence of the effects can emerge from the inhomogeneity of the nanosize granular structures inside
strongly disordered superconductors. As is explained in Chapter 3, superconductivity in the array
of nanogralulars is enhanced by the shell effects of the single grains and overall critical temperature
is determined by tunnelling resistance.
Superconducting nanocomposites are interesting objects for investigations because of the intercon-
nection between phase fluctuations and shell effects. By changing the size of the bridges between
the granules one can create disorder in the system which leads to phase fluctuations and increase
of resistance. At the same time the local critical temperature of the granule is also dependent on
tunnelling resistance due to shell effects. Depending on the structure, disorder can be introduced in
both correlated and uncorrelated ways for opal and porous glass systems, respectively.
4.1 Sample characterization
In this Chapter the results for superconducting Indium-opal and porous glass samples are presented
and discussed.
Opal is a densely packed, face-centered cubic array of identical silicate spheres (Bogomolov et al.
(1987)) with voids between contacting spheres. The FCC packing of spheres of diameter D has two
types of voids. The O voids are octahedral with a characteristic size dO = 0.41D. The T voids are
tetrahedral with characteristic diameter dT = 0.23D. TheO and T voids interconnected by channels
of varying cross section with the smallest size db = 0.15D. Voids in the opal form a regular lattice.
In the present work, opals with spheres of different size are discussed. Their physical dimensions
and characteristics are presented in Table 4.1, The scatter in diameter is less than 5% for each
sample. The void dimensions has been altered by the method of molecular layer-by-layer deposition
of oxides on the inner surface of the silica gel (Romanov et al. (1993); D. V. Shamshur and Romanov
(2000)). Hence, the diameter of the indium granules has been changed within the thickness of one
molecular layer of the deposited oxide. One operational cycle including several chemical reactions
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applies one monatomic TiO2 layer. The opals discussed in the work have different numbers of
titanium oxide monolayers (up to 60). Another route of changing the indium volume in opal is the
deposition of a thick SiO2 layer from a polysilicate solution on the inner opal surface. This method
has been incorporated in samples 1.3 and 1.4, see Table 4.1 for details. In those cases, the free
volume fraction of opal voids f has been reduced considerably, from 26% in an ideal fcc lattice to
13%. In order to prepare an indium–opal nanocomposite, molten In metal has been injected into
the voids of the opal samples by pressure (Bogomolov et al. (1982)). The geometry of the studied
samples is about 5× 2× 0.4 mm.
Table 4.1: Geometric characteristics and superconducting transition parameters of the In-opal
nanocomposites studied. The explanation of the designation is given in the text.
Sample fIn NT iO2 δ, nm D, nm dO, nm dT , nm db, nm Tc, K Hc2(0), Oe
1.1 0.26 0 0 230 95 52 36 3.57 2200
1.2 0.17 54 7.2 230 81 37 21 3.66 3850
1.3 0.08 34 13 230 69 26 10 3.72 - 4.17 18900 - 22200
1.4 0.13 0 8.2 230 79 35 19 4.15 15000
2.1 0.26 0 0 290 120 66 45 3.49 940
2.2 0.22 20 2.7 290 115 60 40 3.495 1250
2.3 0.19 40 5.3 290 109 55 34 3.51 1750
2.4 0.16 60 8.0 290 104 49 29 3 - 5 2200 - 5000
The electron-microscope picture of one of the indium-opal samples is presented in Fig. 4.1. As
follows from the SEM image, indium metal forms a regular continuous three-dimensional network
between the dielectric spheres. If one looks at the cross section of the material, it is seen that indium
network is a regular array of closed contours interconnected by bridges with smaller size. The metal
fills the entire opal free space (Tretyakov et al. (1998); Balakirev et al. (1993)), and, therefore, the
metal network is a spatial replica of the sphere array.
To eliminate the presence of surface conductivity, indium has been removed from the surface region
of the opal by etching it in a 20% solution of nitric acid for 20 min. After the etching process the
absence of surface conductivity of the sample has been confirmed. And only then contact pads less
than 0.3 mm wide have been prepared by grinding. Thereafter these pads have been filled with a
current-conducting glue-based silver paste.
Experimental data is presented for indium–opal samples of two lots. The difference between the
two groups is in the diameter of the silicate spheres which constitute the opal matrix. The charac-
teristic geometric dimensions of the opal voids and the superconducting transition parameters of the
nanocomposite samples studied are listed in Table 4.1. Also the number of TiO2 layer deposition
cycles, the oxide thickness δ, and the indium volume fraction fIn are provided in Table 4.1.
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Figure 4.1: SEM image of In-opal surface.
Figure 4.2: Temperature dependences of resistivity of In-opal samples 1.3, 2.4, and In-porous
glass.
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Table 4.2: Electrical resistivity of the In network.
Sample ρs(300 K), mΩ·cm ρs(4.2 K), mΩ·cm ρs(300 K)ρs(4.2 K)
1.1 0.066 0.009 7.41
1.2 0.101 0.035 2.9
1.3 >0.102 0.138 0.74
1.4 0.455 0.257 1.77
2.1 0.058 0.004 14.32
2.2 0.057 0.008 7.11
2.3 0.065 0.012 5.54
2.4 >0.08 0.042 1.91
In order to define the geometric dimensions of indium nanoparticles, the shape of each grain has
been approximated by a sphere with diameter equal to the opal void diameter reduced by 2δ to
account for the thickness of the TiO2 layers.
dO = D(
√
2− 1)− 2δ, dT = D
(√
3
2
− 1
)
− 2δ, db = D
(
2√
3
− 1
)
− 2δ. (4.1)
The indium bridges interconnecting the grains are elongated by the TiO2 overgrowing procedure.
Hence, it is natural to approximate these by the cylinders. The cylinder axis length is
L = D
(
1−
√
2
2
)
+ 2δ. (4.2)
The dimensions of indium nanoparticles dO, dT , and db have been determined by two different
methods, which depends on the approach employed to calculate the total TiO2 layer thickness.
In one method, the relation δ = NT iO2δ1 has been used, where δ ≈ 0.13 nm is the monolayer
thickness derived with due account of the anatase structure. The other method is based on optical
measurements providing the fraction of empty space in the opal volume. Optical measurements
yielded the position of the maximum of the reflectance band produced by diffraction from the (111)
planes of the fcc lattice of an unloaded opal. As follows from the Bragg law, λ = 2neffd in the case
of normal incidence of light on the sample surface. The effective refractive index has been found
as n2eff = n
2
SiO2
fSiO2 + n
2
T iO2
fT iO2 + fair, where nSiO2 , nT iO2 , and fSiO2 , fT iO2 are the refractive
indices and volume fractions of silica and anatase, respectively. The replacement of air in the opal
voids by optical oil with a known refractive index produces a red shift of the diffraction maximum.
Knowing the refractive indices of silica and anatase (1.43 and 2.3, respectively) and assuming that
the lattice constant remains unchanged and that the volume fraction of silica is equal to 0.74, one
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Figure 4.3: Temperature dependences of resistivity of In-opal samples 1.1, 1.2, 2.1, 2.2, and
2.3.
can readily solve the two equations for the volume fraction of anatase and air in the opal matrix.
Next, the TiO2 layer thickness was derived from the expression
δ = cD
(
1− fovergrown
forigin
)
, (4.3)
where fovergrown is the free volume fraction of the overgrown opal, forigin is the free volume fraction
of the original opal without the oxide layers, and c = 1/(pi
√
2) − 1/6 ≈ 0.0584. Equation (4.3) is
valid in the case of spheres contacting at one point and can be derived from the relation
fovergrown
forigin
=
Vorigin − Sinnerδ
Vorigin
, (4.4)
where Vorigin is the volume of the original opal and Sinner is the total inner opal surface area.
The total layer thicknesses δ calculated by the above methods varies by less than ∆δ = 2 nm for
all samples except for sample 1.3. In sample 1.3 the variation is about 4 nm. Such difference is
attributed to the fact that the void size has been modified by combination of the both methods, SiO2
deposition and subsequent TiO2 layer-by-layer overgrowth.
As for the indium-porous glass (In-PG) samples, the porous matrix has been prepared from sodium
4. Phase fluctuations and shell effects in Indium nanocomposites 35
borosilicate glass. The average pore size determined by the mercury-intrusion porosimetry method
is 70 Åin diameter. The pores in the glass are connected by narrow bridges. Therefore, nanoparticles
of indium form a random interconnected network in a glass. During the manufacturing process the
porous glass has been cleaned by hydrogen peroxide H2O2. In order to remove the H2O2 from
the pores, the glass has been heated to 130 ◦C in the air environment. The embedding process
requires indium to be melted. Therefore, indium has been embedded into the porous glass under
high pressure up to 9 Kbar at 165 ◦C. Electrical resistance has been measured by standard a four-
probe method.
4.2 Superconducting transitions
All the presented samples of the indium–opal nanocomposite reveal a superconducting transition. It
is evident from Figs. 4.4, 4.5, 4.6 and Table 4.1 that the critical temperatures and critical magnetic
fields of the superconducting transition noticeably exceed those of the bulk indium. The corre-
sponding critical values of bulk indium are T bulkc = 3.41 K and H
bulk
c (0) = 280 Oe. As can be
seen from Fig. 4.7, magnetic field destroys superconductivity and restores the sample resistivity to
its normal-state value, ρ = ρN . Data in Table 4.1 shows a correlation of critical parameters Tc and
Hc2 with the indium grain size within the same group of samples. The correlation is inverse. The
samples with larger number of TiO2 layers exhibit higher Tc and Hc2. Meaning that the smaller the
size of the indium particles the higher the degeneracy of indium grains in comparison with the bulk
indium which results in higher values of transition temperature and critical magnetic field. At the
same time, the reduction of the indium grain size is accompanied by an increase in the electrical
resistivity of a sample ρs = (Ss/ls)R in the normal state directly before the SC transition. Also the
slope of the resistivity temperature dependence R(T ) becomes smoother, as depicted in Figs. 4.2
and 4.3. The resistivity measurements show metallic behavior, see Figs. 4.2 and 4.3. However,
ρS(T ) dependence of the sample with the most narrow bridges db ≈ 10 nm exhibit a nonmetallic
character: ρS(300K)/ρS(4.2K) ≈ 0.7, see Figs. 4.2 and 4.3.
The most intriguing feature of Figs. 4.4 and 4.5 is enhancement of critical temperatures with in-
creasing disorder and resistivity. The samples 1.3 and 2.4 show wide superconducting transition
wherein the onset temperature of superconductivity is anomalously large. This is in contrast with
usual behavior. Indeed, experimentally it is well established that the critical temperature decreases
monotonically as disorder increases (Tashiro et al. (2008)). Theoretical studies has shown that
this reduction of the critical temperature can be explained by the interplay between weak disorder
and Coulomb interactions (Maekawa et al. (1984)). For stronger disorder near the superconductor-
insulator transition it has been shown numerically (Bouadim et al. (2011)) that, even in the absence
of Coulomb interactions, phase fluctuations are enhanced (Mondal et al. (2011)) and the supercon-
ducting order parameter becomes highly inhomogeneous (Sherman et al. (2014)). This is consistent
with experimental observations of a universal scaling of the order parameter amplitude distribution
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Figure 4.4: Superconducting transition in In-opal nanocomposite samples 1.3, 1.4, 2.4, and
In-porous glass.
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Figure 4.5: Superconducting transition in In-opal nanocomposite samples 1.1, 1.2, 2.1, 2.2, and
2.3.
function (Lemarie et al. (2013)), emergent granularity (Brun et al. (2014)) and reports of glassy
features (Ioffe and Mezard (2010)), with a supercurrent flow pattern reminiscent of a percolative
cluster (Seibold et al. (2012)), a pseudo-gap phase (Bouadim et al. (2011)) and preformed Cooper
pairs (Sacepe et al. (2011)) for sufficiently strong disorder (Mayoh and Garcia-Garcia (2014c)).
Strong disorder produces inhomogeneity in the order parameter with strong phase fluctuations. As a
result the superconductivity is suppressed in comparison to the clean limit. The Anderson theorem
does not really apply in this region as self-averaging, one of its assumptions, is not expected to hold
for suficiently strong disorder (Suslov (2013)). However, recent theoretical studies have suggested
that enhancement might indeed occur in the presence of strong disorder. The density matrix renor-
malization group analysis of Ref. (Tezuka and Garcia-Garcia (2010)) showed that phase coherence
in a one dimensional disordered Hubbard model with attractive interactions at zero temperature is
enhanced for weak coupling and disorder close to but below the superconductor-insulator thresh-
old. In Refs. (Feigelm´an et al. (2007)) it was reported that superconductivity was strongly enhanced
around the Anderson metal-insulator transition. The origin of this enhancement is directly related to
the multifractality of eigenstates of the one-body problem in the critical regime (Falk´o and Efetov
(1995)). The strong spatial correlations of multifractal eigenstates (Fyodorov and Mirlin (1997))
around the Fermi energy lead to a more robust superconducting state (Mayoh and Garcia-Garcia
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Figure 4.6: Temperature dependence of magnetization of In-opal and magnetic monent of In-
porous glass at superconducting transition. (Left) In-opal samples 1.3, 2.2, 2.3 in magnetic field
H = 200 Oe, and 2.1 in field H = 40 Oe. (Right) In-porous glass sample in magnetic fields
H = 200, 500, 1000 Oe.
(2014c)). The problem for disordered systems around an Anderson transition characterized by mul-
tifractal one-body eigenstates has been addressed in Ref. (Mayoh and Garcia-Garcia (2014c)). In
the limit of weak multifractality and for weakly coupled superconductors the superconducting order
parameter has been computed analytically, including its energy dependence and statistical distri-
bution in space. Computations using percolation techniques in the absence of phase fluctuations
show that the critical temperature is greater than that of the clean limit only for very weakly cou-
pled superconductors. Such predictions have been experimentally observed only in aluminum thin
films which is a very weakly coupled metallic superconductor. Consistent with the computations no
enhancements have been discovered in strongly coupled materials.
From the theoretical point of view the problem of global superconductivity in disordered supercon-
ductors is still under debate. This is emphasized by the title of the Ref. (Mayoh and Garcia-Garcia
(2014c)) "Can disorder really enhance superconductivity?". There are some arguments about pos-
sibility for large increase of critical temperature by disorder (Suslov (2013, 2015)) and scepticism
about that (Mayoh and Garcia-Garcia (2014c)).
The MG model described in Chapter 3 (Mayoh and Garcia-Garcia (2014b)) gives reasonable ex-
planation to experimental results. As can be seen from Figs. 4.4-4.6 two groups of samples can
be discerned. In first group, superconducting transition is narrow, i. e. TArrayc ≈ T onc and increases
monotonously with decreasing of the granular size and growing of the resistance. The highest
TArrayc = 4.15 K is found which considerably exceeds bulk Tc0 = 3.41 K. In second group, the tran-
sition is wide TArrayc is significantly less than T
on
c . In these samples the resistivity has been found
to be approximately two orders of magnitude higher than that of the other In-opal samples. T onc
can reach 5 K. In disordered In-porous glass samples relatively wide superconducting transition is
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Figure 4.7: (Left) Magnetic field dependences of resistivity of In-opal samples 1.1, 1.2, 1.3 at
2 K and sample 1.4 at 2.48 K. (Right) Temperature evolution of magnetic field dependences of
resistivity of In-opal sample 1.3.
observed. In this case T onc = 3.95 − 3.97 and TArrayc = 3.7 − 3.9 are found which are consistent
with results obtained previously by other authors. The resistivity values of In-porous glass samples
are between those of the first and the second groups of In-opals. The obtained results can be qual-
itatively explained by mentioned above theory, where two regimes of phase transition have been
predicted depending on resistivity. The transition that breaks global-phase coherence goes from
being percolation at low resistivity to phase-fluctuation driven at high resistivity. This corresponds
to the crossover from first to second group in ordered In-opal system assuming existence of a max-
imum for TArrayc between them. Disordered systems have not been considered in that theory but
one can suggest that in indium-porous glass the phase-fluctuations are important. Because of the
similarity of the results for In-porous glass obtained by different groups TArrayc is weakly dependent
on resistivity in this case and considerably less than maximum value for In-opals. In MG theory all
resistivity is connected with intergranular tunneling, i. e. the increasing of resistivity means their
disordering. For In-opal systems this corresponds to the second group of studied samples. But for
the first group it is only an approximation. One can suggest that this approximation is quite good
for the maximum of TArrayc .
Figure 4.7 shows the magnetic field dependences of resistivity of In-opal samples 1.1, 1.2, 1.3 at 2
K and sample 1.4 at 2.48 K (left panel) and of In-opal sample 1.3 at different temperatures (right
panel). The superconducting transition widths in temperature, ∆Tc, and in magnetic field, ∆Hc,
have been determined from the resistivity decline as the difference in temperature (or magnetic
field) between the 0.9ρN and 0.1ρN levels. Whereas, the critical temperature Tc and upper critical
field Hc2 have been derived at the ρ = 0.5ρN level. Samples with a comparatively high volume
fraction of indium (fIn = 0.17-0.26) display a narrow superconducting transition, ∆Tc < 0.1 K and
∆Hc < 100 Oe (Fig. 4.7). While the superconducting transition in samples 1.3 and 2.4 characterized
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Figure 4.8: (Left) Magnetic field dependences of magnetization of In-opal sample number 1.3
at 1.9 K. (Right) Magnetic field dependences of magnetization of In-opal samples 2.1, 2.2, 2.3
at 1.72 K.
by a relatively small volume fraction of the conducting part fIn < 17% is broad both in temperature
and in magnetic field. Therefore, Table 4.1 presents two values of Tc and Hc(0) for these samples.
The values listed in Table 4.1 are the boundaries of the interval within which the parameters vary
between the 0.9ρN and 0.1ρN levels. Sample 1.4 occupies an intermediate position. One can observe
a sharp superconducting transition which splits into two transitions with critical temperatures that
are close in magnitude. Also, the critical magnetic field in sample 1.3 extrapolated to T = 0 exceeds
Hbulkc (0) by about 70 times (D. V. Shamshur and Romanov (2000)).
4.3 Thermomagnetic instabilities in magnetization
Magnetic instabilities in type-II superconductors have been known for more than 40 years (Mints
and Rakhmanov (1981); Altshuler and Johansen (2004)). It is generally assumed that the occur-
rence of magnetic instabilities is caused by abrupt redistribution of Abrikosov vortices triggered
by temperature fluctuations. This physical phenomenon is also called thermomagnetic instabili-
ties. Magnetic field higher than Hc1 starts to penetrate into a type-II superconductor in a form of
Abrikosov vortices. The vortices hold magnetic flux quanta enclosed by circulating superconduct-
ing currents Jc. Defects in a material produce pinning center which capture Abrikosov vortices,
resulting in inhomogeneous flux distribution over the sample volume. Hence, there is a spatial vari-
ation of magnetic field with critical supercurrents Jc flowing around vortices in the sample. The
system relaxes to equilibrium which is called critical state. If a small perturbation occurs, such as
local temperature fluctuation, vortices start to move in order to adjust a new critical current corre-
sponding to the altered temperature. The energy dissipation produced by moving flux lines leads to
a local increase in temperature. If the latter is smaller than the initial fluctuation, the critical state
remains stable. Otherwise, the temperature increase results in new adjustment of the critical current,
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then again and again. This leads to vortex avalanches and pronounced flux jumps.
The most studied bulk superconductors with thermomagnetic instabilities are the conventional low-
temperature superconductor Nb and its alloys (Mints and Rakhmanov (1981); Kim et al. (1963)), as
well as YBaCuO and some others high-Tc superconductors (Muller and Andrikidis (1994); Gerber
et al. (1993)), and MgB2 (Romero-Salazar et al. (2007); Chabanenko et al. (2003)), which have
low heat capacity and possibility to transport high enough Jc. For YBaCuO (Muller and Andrikidis
(1994)), Nb-plate (Chabanenko et al. (2000)) and MgB (Chabanenko et al. (2003); Romero-Salazar
et al. (2007)) numerical calculations showed the validity of the adiabatic limit for treating the mag-
netization jumps within a large range of the field sweep rate. More general numerical approach
which involves the kinetics of heat exchange with the environment was suggested in Ref. (Zhou
and Yang (2006)). The magnetization jumps in superconducting thin films have been observed
to have forms different from the homogeneous Bean magnetic profiles, for instance, dendrite and
branched fingerlike patterns as well as feather-shaped flux fronts (Altshuler and Johansen (2004);
Prozorov et al. (2006); Yurchenko et al. (2007)). The later was referred to the enhanced pinning
in thin superconducting films (Silhanek et al. (2004)). As for the superconducting nanocomposites,
such magnetic instabilities have been revealed only in a Vycor glass with indium inclusions(Watson
(1970)). The butterfly-like hysteresis (also called fishtail) has been found in many high-Tc super-
conductors (Kodama et al. (1997); Yang et al. (1997); Wang et al. (1997)). This effect can be treated
in different ways. Particularly, a Josephson junction model of fishtail was discussed in Ref. (Osof-
sky et al. (1992)). This model agrees well with the model of strongly and weakly coupled metallic
crystallites in porous matrices.
Zero-field cooled (ZFC) and field-cooled (FC) magnetizations presented in Fig. 4.6 reveal behavior
typical for type-II superconductors with the critical temperature close to that in bulk indium. The
magnetization versus magnetic field hysteresis loops reveal magnetic instabilities. Figure 4.8 shows
magnetic field dependences of magnetization of In-opal sample 1.3 at 1.9 K (left panel) and samples
2.1, 2.2, 2.3 at 1.72 K (right panel). Sharp phase transitions in the mixed state are clearly visible
from these plots manifesting themselves as magnetization jumps. Similar peculiarities in magneti-
zation curves were observed in Pb-opal nanocomposites (Aliev et al. (2007)). In the mixed state at
relatively low temperatures, T < 5.5 K the Pb inverse opal revealed a series of magnetization jumps
showing the magnetization response of transitions in the fluxoid states. This was achievable only
for red opal with a particle size comparable to or bigger than the coherence length, r ≥ ξ. The num-
ber of fluxoid transitions increases at lower temperatures (ξ is decreased). The transition between
fluxoid states is reversible without measurable hysteresis. The results for sample 1.3 are of special
interest because of they demonstrate both the strong pinning due to high resistivity and preserved
effects of structural ordering which are characterised by sharp jumps to zero value of magnetization.
Such behavior proves the correlating nature of the disorder and pinning. It should be noted here that
in normal state this sample shows non-metallic behavior with preformed Cooper pairs near boson
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Figure 4.9: Magnetic field dependences of magnetization of In-PG at T = 2, 3, and 6 K.
localization transition. Also similar magnetization jumps were observed in numerical simulation of
Josephson junctions in the external magnetic field (Luca et al. (1998)). Figure 4.9 shows magnetic
field dependences of magnetization of In-PG sample at temperatures T = 2, 3, and 6 K. Because
of small size of granules and their irregular positions the Josephson effect is averaged and the ef-
fective critical state Bean model can be applied. The form of the obtained curves is similar that of
Ga-porous glass data (Charnaya et al. (1998)).
The flux jumps in type-II superconductors are often experimentally observed by measuring the
magnetization at sweeping external magnetic field He (Hebert et al. (2003); Gerber et al. (1993);
Romero-Salazar et al. (2007)). The flux jumps manifest themselves on hysteresis loops M(He) as
abrupt reduction in magnetization followed by gradual recovering. The change in external magnetic
field He leads to an increase of the local temperature in the material. Depending on the final tem-
perature established as a result of a flux jump, the corresponding magnetization jumps can be small
or giant, as is observed in Figs. 4.8 and 4.9. Various physical parameters influence the occurence
and form of the jumps such as the temperature, critical current, thermal conductivity, specific heat,
demagnetization factor, etc. Hence, the variety of the parameters complicates the understanding of
the role of each of them in magnetization jumps. Two main approximations have been suggested to
establish the behavior of the vorteces to the local overheating (Kim et al. (1963); Hancox (1965)).
The dynamic approximation corresponds to the case when the diffusivity of magnetic flux is smaller
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than the thermal diffusion coefficient leading to spreading heat through frozen vortex and current
system. The opposite case is that of adiabatic heating when the thermal diffusivity is smaller than
the magnetic one.
As can be seen from Figs. 4.8 and 4.9, the magnetic properties of the samples in the superconducting
state are rather different. Nevertheless, diamagnetic shielding is strong enough at low temperatures
for all specimens. The superconducting screening currents circulate over indium nanoparticles in
at least several neighboring pores and that the external magnetic field is pushed out from the most
volume of the samples makes it possible to analize the system with a model of porous glasses filled
with metals developed in Refs. (Charnaya et al. (1995, 1996)).
Thus, following the treatment in Ref. (Charnaya et al. (1996)) the indium in porous glass can be
modeled as a disordered three-dimensional network of grains formed by strongly coupled metallic
crystallites, where the grains are connected by weak Josephson links. The superconducting prop-
erties of the grains are described by the theory of type-II superconductors. It is known that three-
dimensional arrays of Josephson junctions can undergo a well resolved double superconducting
phase transition depending on intergranular resistance at temperatures when links responsible for
intergranular phenomena are in the normal state (Deutscher et al. (1974); Ebner and Stroud (1983)).
At high temperatures (close to the critical temperature) single grains become superconducting. As
the temperature gets lower, the more grains undergo the superconducting transition and the total
number of the superconducting grains in the system increases. At some point the order parameter of
the individual grains become coherent. The suppression of the phase ordering transition temperature
Tj is regulated by the following relation (Ebner and Stroud (1983); Jardim et al. (1994)):
Tj
Tc
=
1
1 + βR/R0
, (4.5)
where Tc is the temperature of the superconducting transition in grains, β is the numerical coefficient
of the order of 0.1, R is the normal-state intergrain resistance, and R0 = ~/e2 is a characteristic
resistance. The relationship Eq. (4.5) has been obtained with the following assumptions, super-
conducting grains are equal in size and the distribution of barrier resistance is neglected. Percola-
tive disordering also leads to reducing the temperature of the transition to global superconductivity
(Ebner and Stroud (1983); Harris et al. (1991)). Therefore, the percolative disorder and increase of
tunneling resistivity widen the temperature range of the superconducting transition. The double re-
sistive transitions were observed experimentally for some electron-doped granular superconductors
(Jardim et al. (1994); Diaz et al. (1997); Jardim et al. (1997a)). It then follows from Eq. (4.5) that
when R � R0 the shift of Tj is negligibly small and the superconducting phase transition is sharp.
This is the case of the indium-porous glass system and indium-opal samples N1.5, N2.2, N2.3, and
N3.4. A roughly linear temperature dependence of the upper critical field agrees with such a con-
clusion (see Table 4.1). The broad superconducting transitions in other samples can be attributed to
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smaller sizes of effective grains (Halperin (1986)). In fact, the greater distance between pores leads
to a weakening of the coupling between indium nanoparticles. Indium confined in ordered silica
spheres can be viewed as indum grains interconnected with narrow bridges. These bridges serve as
weak Josephson links with high resistance in normal state. The reversible behavior of magnetiza-
tion (Figs. 4.9) within a temperature range where most of intergranular links are still in normal state
then signifies that the number of pins within the grains is very small. This agrees with regular local
packing of silica spheres in opals seen by electron microscopy, see Fig. 4.1.
CHAPTER V
Conclusion
Recently, strong enhancement of superconducting critical temperature, TArrayc , in nanogranular com-
posites by shell effects has been predicted (Mayoh and Garcia-Garcia (2014b)). The highest TArrayc
has been found for intermediate resistances and for face-centered cubic array. The present work
describes and discusses the enhancement of superconductivity in indium-opal and indium-porous
glass nanocomposites in comparison to the bulk indium from the point of view of finite size effects.
It is suggested that shell and inhomogeneous pairing effects as well as phase fluctuations can drasti-
cally influence superconducting critical temperature in both ways, increasing or decreasing it. The
superconductivity is analyzed based on transport and magnetization measurements of In-opal and
In-porous glass nanocomposites. Opals with different nanosizes are investigated. The size lowering
leads to an increase of resistivity of the samples. The indium-opal samples are split into two cate-
gories upon the present disorder in them. The disorder is evaluated by the number of TiO2 layers
deposited inside the opal spheres prior to the indium injection. As well as by resistance.
In disordered indium-porous glass samples relatively wide superconducting transition is observed,
in particular T onc = 3.95 − 3.97 and TArrayc = 3.7 − 3.9. The resistivity values of In-porous glass
samples are between those of the first and the second groups of In-opals. The obtained results can
be qualitatively explained by mentioned above theory, where two regimes of phase transition have
been predicted depending on resistivity. The transition that breaks global-phase coherence goes
from being percolation at low resistivity to phase-fluctuation driven at high resistivity. This corre-
sponds to the crossover from first to second group in ordered In-opal system assuming existence
of a maximum for TArrayc between them. For In-porous glass T
Array
c weakly correlates with resis-
tivity and is considerably less than the maximum value of the critical temperature for In-opals. In
Mayoh-Garcia theory all resistivity is connected with intergranular tunneling, i. e. the increasing
of resistivity means their disordering. For In-opal systems this corresponds to the second group
of studied samples. But for the first group it is only an approximation. One can suggest that this
approximation is quite good for the maximum of TArrayc .
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Taking into account that theoretically predicted TArrayc /Tc0 = 3.5 can be achived, investigation of
superconducting nanocomposites based on opal and porous glass sytems can serve as a platform for
studying of shell superconducting effects in engineered nanocomposites.
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