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This dissertation describes an approach for developing a real-time simulation for working 
mobile vehicles based on multibody modeling. The use of multibody modeling allows 
comprehensive description of the constrained motion of the mechanical systems involved 
and permits real-time solving of the equations of motion. By carefully selecting the 
multibody formulation method to be used, it is possible to increase the accuracy of the 
multibody model while at the same time solving equations of motion in real-time.  

In this study, a multibody procedure based on semi-recursive and augmented Lagrangian 
methods for real-time dynamic simulation application is studied in detail. In the semi-
recursive approach, a velocity transformation matrix is introduced to describe the 
dependent coordinates into relative (joint) coordinates, which reduces the size of the 
generalized coordinates. The augmented Lagrangian method is based on usage of global 
coordinates and, in that method, constraints are accounted using an iterative process.     

A multibody system can be modelled as either rigid or flexible bodies. When using 
flexible bodies, the system can be described using a floating frame of reference 
formulation. In this method, the deformation mode needed can be obtained from the finite 
element model. As the finite element model typically involves large number of degrees 
of freedom, reduced number of deformation modes can be obtained by employing model 
order reduction method such as Guyan reduction, Craig-Bampton method and Krylov 
subspace as shown in this study   

The constrained motion of the working mobile vehicles is actuated by the force from the 
hydraulic actuator. In this study, the hydraulic system is modeled using lumped fluid 
theory, in which the hydraulic circuit is divided into volumes. In this approach, the 
pressure wave propagation in the hoses and pipes is neglected. The contact modeling is 
divided into two stages: contact detection and contact response. Contact detection 
determines when and where the contact occurs, and contact response provides the force 



acting at the collision point. The friction between tire and ground is modelled using the 
LuGre friction model, which describes the frictional force between two surfaces. 

Typically, the equations of motion are solved in the full matrices format, where the 
sparsity of the matrices is not considered. Increasing the number of bodies and constraint 
equations leads to the system matrices becoming large and sparse in structure. To increase 
the computational efficiency, a technique for solution of sparse matrices is proposed in 
this dissertation and its implementation demonstrated. To assess the computing 
efficiency, augmented Lagrangian and semi-recursive methods are implemented 
employing a sparse matrix technique. From the numerical example, the results show that 
the proposed approach is applicable and produced appropriate results within the real-time 
period. 

 

 
Keywords: multibody system dynamics, real-time simulation, sparse matrix technique, 
semi-recursive method, augmented Lagrangian method 
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Nomenclature 

 Latin alphabet 

 Ai Rotation matrix at body i 
 Aj-1,j  Relative rotation matrix between body j to body j-1 
 A Surface area inside the hydraulic cylinder 
 Ab Area behind cylinder piston 
 Ap Area of cylinder piston 
 At Cross section area of valve 
 Bc Constant force vector 
 Bei Effective bulk modulus at volume i 
 b General vectors at right hand side 
 C Cholesky factor 
 C Damping coefficient 
 Cd Flow coefficient 
 Dj-1,j Relative displacement vectors between point j to point j-1 
 dp Distance between two points  
 dp Normal magnitude of contact 
 Fn Normal contact force 
 Fj External force on body j 
 FA Applied force to the tire hub 
 Fs Force produced by hydraulic cylinder 
 Fµ Friction force between piston and hydraulic cylinder wall 
 Fn Normal force 

( )f x   Velocity dependent coefficient of hydraulic cylinder 
iG   Local velocity transformation matrix between angular velocities and first 

derivative of Euler parameter of body i 
iG  First time derivative of local velocity transformation matrix between angular 

velocities and first derivative of Euler parameter of body i 
fg   Static coefficient of friction 

 I Identity matrix 
 J Inertia tensor 
 K Stiffness matrix 
 KII Stiffness matrix of internal degrees of freedom 
 KIB Stiffness matrix of internal-boundary degrees of freedom 
 K Stiffness coefficient 
 k Iteration number 
 l Maximum stroke of hydraulic cylinder 
 M Mass matrix 
 mi Mass of body i 



Nomenclature 12

 mo Size of original dimension matrix in Krylov subspace 
 mr Size of reduction dimension matrix in Krylov subspace 
 n Normal vector of the contact 
 nc Number of constraint equations 
 nd Number of generalized coordinates 
 nf Number of degress of freedom 
 ng Number of generalized coordinates 
 nh Number of pipes and hoses 
 nm Number of modes 
 np  Number of points used to describe a flexible body 
 P Point on the rigid body 
 p Vectors of modal coordinates 

1p   Pressure behind piston side in the hydraulic cylinder chamber 
2p  Pressure on piston rod side in the hydraulic cylinder chamber 
inp  Hydraulic input pressure 
outp  Hydraulic output pressure 
Tp  Pressure at tank 
Pp  Pressure at pump 
ip  Differential pressure at volume i 

 Qc Vector of velocity dependent terms due to differentiation of constraint 
equations 

 Qe Vector of generalized forces 
 Qv Vector of quadratic velocity in inertia terms 
 Qin,i Incoming flowrate to volume i 
 Qout,i Outgoing flowrate from volume i 
 Qt Flowrate in the restrictor valve 
q  Vectors of generalized coordinates  

iq  Vectors of generalized coordinates of body i 
q  Vectors of generalized velocities 
q  Vectors of generalized accelerations 

iR  Position of body reference coordinate system  
iR  Velocity of body reference coordinate system  
iR  Acceleration of body reference coordinate system 
cmR  Position of body reference coordinate system at the center of mass 

RiX Vector of component-X defining the body reference coordinate of body i 
RiY Vector of component-Y defining the body reference coordinate of body i 
RiZ Vector of component-Z defining the body reference coordinate of body i 

iPr  Vectors of position of point P at body i in global system 
iPr  Vectors of velocity of point P at body i in global system 
iPr  Vectors of acceleration of point P at body i in global system 

 rw Radius of tire 



Nomenclature 13

 T Vector of torsional forces 
 t Time 

du  Direction vector pointing to the direction of joint 
iPu  Vectors of position of point P with at body i respect to body reference 

coordinate 
iPu  Skew symmetric matrix of position vector of point P 

1ju  Vector of position within body reference coordinate system of body j-1 

fu  Displacement vectors of deformation 

ou  Displacement vectors of undeformed position 
V  Velocity transformation matrix 
V  First time derivative of velocity transformation matrix 

iV  Total volume i 
iV  Change of volume i with respect to time 

 vn Relative normal velocity of contact 
 vr Relative velocity between two sliding surfaces 
 vs Stribeck relative velocity 
 vv Vehicle velocity 
 Winer Work of inertia forces 
 Wext Work of external forces 
 W Square matrix 
 x General vectors at left hand side 
x  Displacement of hydraulic piston 
x  Velocity of hydraulic piston 
 y General vectors 
z  Vectors of relative position coordinates of joint 
z  Vectors of relative velocities of joint 
z  Vectors of relative accelerations of joint 
 z Bristle displacement in Lugre friction model 

Greek alphabet 
iEθ  Rotational Euler parameters 

iEθ  First time derivative of rotational Euler parameters 
0 1 2 3, , ,     Euler parameters 

iω   local angular velocity of body i 
iω  Skew-symmetric matrix of local angular velocity of body i 
iω  Local angular acceleration of body i 
nω  Natural frequencies 
w  Tire angular velocity 

Φ  Kinematic constraint equations 
Φ  First time derivative of kinematic constraint equations 
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Φ  Second time derivative of kinematic constraint equations 
cbΦ  Craig-Bampton transformation 
BΦ  Static modes 
dΦ  Deformation modes 
gΦ  Reduction transformation matrix of Guyan reduction method 

IΦ  Fixed boundary mode 
kΦ  Reduction transformation matrix of Krylov subspace method 
qΦ  Jacobian of kinematic constraint equations 

qΦ  First time derivative of Jacobian of kinematic constraint equations 

zΦ  Jacobian of constraint with respect to variable z 
 λ Lagrange multiplier 
 α Penalty term 
 ξ Damping ratio coefficient 
  Tolerance 
 Ω Eigenvectors 
  Density of fluids 
 η Hydraulic cylinder efficiency 
 µc Normalize Coulomb friction 
 µs Normalize static fricition 
 σ0 Rubber longitudinal lumped stiffness 
 σ1 Longitudinal lumped damping coeffcient 
 σ2 Viscous relative damping 

 Abbreviations 

 AABB Axis-Aligned Bounding Box 
 ARPACK Arnoldi Package 
 BLAS Basic Linear Algebra Subprograms 
 CG Conjugate Gradient 
 CSC Compressed Sparse Column format 
 DAE Differential Algebraic Equation 
 GPL General Public Licenses 
 HB Harwell Boeing sparse format 
 LAPACK Linear Algebra Package 
 NCSS Normet Concrete Spray System 
 OBB Oriented Bounding Box 
 ODE Ordinary Differential Equation  
 SuperLU Sparse Linear Equation Solver
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1 Introduction 
 

Computer simulation has proved to be a very effective tool when designing machines. 
Compared to previous methods, which were often based on analytic solutions or empirical 
testing, computer simulation offers remarkable improvements in prediction of machine 
performance. A key advantage of computer simulation of machines is that it enables fast 
and effective study of the effects of design variables on the dynamic behavior. As a 
consequence, computer simulation is currently implemented as an integral part of many 
industrial design processes. The use of computer simulation reduces the need to build 
physical prototypes, thus accelerating the product development cycle. When considering 
the dynamic performance of machines, it is important to note that the experience level of 
operators plays a critical role. However, most of the simulation research has been focused 
on the development of modeling methods of machine components while studies that 
account the influence of the operator have been with little attention. Generally, this is due 
to the fact that there is no mathematical expression that describes the behavior of 
operators. Operators can be taken into account by employing real-time simulation as 
depicted Figure 1.1.  

 

 

Figure 1.1: Transformation from on-site training to real-time simulator (adapted with 
permission from Mevea Ltd.)  

In real-time simulations, the operator is actively engaged in the dynamic performance of 
the machine under simulation. Using real-time simulation, operators can take an active 
part in early phases of the machine design process, and operators can experience the 
performance of the machine long before the first prototype is built. This is an important 
issue since the dynamic performance of a machine is often a matter of feeling rather than 
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explicit mathematical expression. Interaction between the operator and simulation model 
also provides an opportunity to utilize simulations in user training. 

Simulation based user training provides a number of advantages compared to traditional 
training, for example, the possibility of giving training and knowledge of the machine to 
be operated and the operation environment without the requirement for a real machine. 
When using a real-time simulator, existing machine capacity is not tied to training 
activities and can be used in productive work. Furthermore, using a simulator means that 
accidents resulting from inexperience, which might cause damage to operators, the 
machine or the environment, can be avoided. Additionally, simulators enable operators 
to be trained for accident scenarios. A further advantage is that all operators can receive 
training in a variety of different environmental conditions, such as different lighting 
conditions, fog and wind. 

In order to assess the performance of a machine using computational methods, the system 
dynamics must be solved. A number of studies on how to solve the system dynamics of 
machines can be found in the literature [1] [2] [3]. In this study, a multibody system 
dynamics is used to model dynamic systems.  

1.1 Real-time simulation models 

In this study, the complete real-time simulation model are considered as interaction of 
several subsystems as depicted in Figure 1.2. 

 

Figure 1.2: Subsystem and communication in real-time simulation model 

In Figure 1.2, each subsystem interact with other subsystem in order to provide complete 
simulation process. The main role of the user is to provide reference signal to the control 
system via a control console (pedal, joystick etc.), which can be translated as input signals 
for the control system. Control system is where most of the input/output data is processed 
and synchronized with the other subsystems. The actuators subsystem is functional to 
compute the force need to be provided to the mechanic subsystem after receiving data 
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signal from the control system. For example, the actuators, which are assumed to be 
hydraulic actuators in this work, produce forces on the mechanical system, which are 
transformed into the constrained motion. The constrained motion is computed in the 
mechanics subsystem where the selected multibody formulations are used.  

In this study, description of mechanical subsystem is based on the use of multibody 
system dynamics and it includes modeling of mechanical bodies, contacts, and tires. In 
multibody approach, the set of position coordinates can be defined using generalized 
global coordinates or relative coordinates [4] [5]. The set of coordinates is also used to 
define the velocity and acceleration of bodies in the system. In the global formulation, the 
generalized global coordinates represent the position and orientation of all bodies in the 
system. The kinematics of the joint is derived based on the constraint equations [6]. The 
relative coordinates are used in the topology method, where the kinematics of the body is 
obtained recursively through the open loop system. This approach often leads to a small 
number of generalized coordinates. However, a closed loop system must be opened and 
the kinematic constraints at the removed joint must be accounted for in the dynamic 
solution [7]. To express the equations of motion, the dynamic equilibrium of the system 
must be defined. This equilibrium can be obtained by employing an approach such as the 
principle of Virtual Work [8]. A multibody system is a constraint system and thus the 
constraints need to be considered when defining the equations of motion. Selection of the 
formulation that accounts the constraints is crucial. Several formulations are available 
such as velocity transformation, penalty method, and augmented Lagrangian method as 
will be explained in this study [9].  

In the case of flexible bodies, a floating frame of reference formulation can be used [10]. 
In this method, the configuration of the flexible bodies is defined using transformation 
and rotation of the reference coordinate system as well as body deformation relative to 
the reference coordinate system [5] [11]. The body deformation can be described using a 
deformation modes, which can be obtained using finite element methods. Finite element 
methods will normally offer a large number of nodal coordinates, which can lead to high 
number of deformation modes and, consequently, high computational costs if used in 
multibody applications. This drawback can be addressed by the use of model order 
reduction methods [12] [13]. Several methods can be implemented, such as Guyan 
reduction, the Craig-Bampton method and the Krylov subspace as will be explained in 
this work.  

The equations of motion can be integrated using the explicit Runge-Kutta method with a 
fixed time step. The most widely used in this method is the fourth order (RK4) method 
and in general, it is used to solve a first-order system of ordinary differential equation. 
This method require four functions evaluations per time step which make it easy to be 
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implemented [14]. This method is claimed so accurate and favourite solution for 
differential equation [15].     

Contact modeling can be divided into two stages: collision detection and collision 
response modeling [16]. The collision detection model determines when and where the 
collision will occur. The collision response model prevents penetration between two 
bodies and provides the reacting contact force at the contact point.  

In this work, dynamic tire friction is modelled using a lumped LuGre friction model, 
proposed by Canudas de Wit, to model the friction between the two surfaces involved 
(the ground and tires). The contact point between two surfaces is represents as bristle at 
the microscopic level. The friction model is based on elastic deformation of the bristle, 
which is called the Stribeck effect [17]. When a tangential force is applied to the bristle, 
it deflects like a spring and the amount of deflection displacement can be described in 
terms of the friction force. Using this friction model, many important aspects of friction 
can be accounted for, including stiction, the Stribeck effect, stick slip, zero slip 
displacement and hysteresis.  

The hydraulic system model describes the actuators subsystem. It can be modelled using 
lumped fluid theory, where the hydraulic circuit is divided into discrete volumes with an 
assumption that the pressure is distributed equally [18]. The hydraulic system normally 
has a high nominal frequency, so the time step must be smaller to obtain a reliable result 
and hydraulic stability.  

1.2 Real-time simulation environment 

Real-time simulation environment is an application that can be seen as a combination of 
the virtual and the real world as an example, the training simulator. Real-time simulation 
requires knowledge of computational dynamics to transform the physical machine into a 
computer model that can imitate actual behavior of a dynamical system [19]. Real-time 
simulation environments often consist of a number of distinct features such as the 
visualization system, monitoring system, motion system and cockpit, as depicted in 
Figure 1.3.  
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Figure 1.3: Real-time simulation environment 

A realistic real-time simulator must feel like usage of a real machine, which is only 
achievable if the real-time simulation model is physics based and accurate, and if it 
combines realistically the different engineering areas involved. When using a real-time 
simulator the operator sees a virtual world moving on the visualization system. The 
surrounding sounds provide the aural environment, giving the simulator further realism.  

In addition to the clearly essential visual and audio feedback, feedback from the motion 
platform is important aspect of operator training. If the operator does not feel the 
accelerations of the machine system caused by control maneuvers, it is possible that the 
training will be suboptimal and result in too fast and harsh operating behavior, since such 
maneuvers seem not cause any physical feedback. If, however, motion platform feedback 
is added, the operating behavior becomes smoother because hasty maneuvers cause 
unpleasant accelerations and operators thus correct undesirable behavior. Real-time 
simulation environments couple sophisticated mathematical models, visualization, sound 
and a motion platform to one complex system. 

1.3 Outline of the dissertation 

The objective of this dissertation is to study available multibody methods in a real-time 
simulation application. The main goal of this thesis is to show how the multibody model 
interacts with the selected method in different applications in terms of performance and 
efficiency. Comparison between the multibody formulations used in the simulation 
process enables identification of the suitability of the multibody model with the selected 
method.  
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This thesis is divided into five chapters. Following the introduction to the work in chapter 
one, chapter two discusses the real-time multibody methods used in the simulation 
process. These methods include the Lagrange multiplier method, penalty formulation 
method, augmented Lagrangian method, recursive method and description of flexible 
bodies. The description of the flexible bodies forms the basis for the kinematics analysis 
and the deformation mode to describe the translation of deformation coordinates is 
discussed with the model order reduction methods possibilities. Chapter three discusses 
sparsity in the system matrices in the multibody system model and explores possibilities 
to increase the efficiency of the numerical algorithm when a sparse technique is 
implemented. Chapter four describes the programming approach and presents some 
numerical examples to identify the performance and efficiency of the model. The 
conclusions of the study are summarized in Chapter five, where suggestions for future 
work are also given.   

1.4 Scientific contribution 

This dissertation discusses multibody, hydraulic, contact, and tire modeling methods that 
can be used in real-time simulation. The approaches introduced are applied for several 
mobile vehicles such as a gantry crane, tree harvester tractor, mining loader, and mining 
concrete spray vehicle. The results of these studies can be extended to other working 
mobile vehicles for product development or training purposes. The scientific 
contributions can be summarized in three categories as follows. 

First, this study applies two multibody formulations to simulate the dynamic behaviors of 
a working mobile vehicle. The first is based on an augmented Lagrangian method, and 
the second is a semi-recursive formulation. Both are applied separately to solve the 
system as a dynamic system of rigid bodies in a real-time simulation. The computational 
efficiencies of both methods are compared. In certain cases, the semi-recursive method 
provides a significant computational efficiency advantage over the Lagrangian method. 
Comparing these two simulation approaches to solve this type of problem has not been 
previously described, and the results presented here represent new scientific information. 

Second, a flexible body description is formulated based on a floating frame of reference 
formulation. In this formulation, the deformation modes, which can be obtained from the 
finite element method, are calculated by employing model order reduction methods. 
Three methods are used: the Guyan reduction method, the Craig-Bampton method, and 
Krylov subspace method. The reduction of the deformation modes helped to increase 
computational efficiency while producing acceptable real-time simulation results. To 
author knowledge, this approach to the selection of reduction methods specifically for 
real-time application has not been described previously in the literature. Therefore, this 
represents new scientific information for the real-time simulation community. 
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Third, increasing the number of bodies in a multibody system expands the dimensions of 
the matrices in the equations of motion. However, each matrix contains fewer non-zero 
elements, and the matrix becomes sparse. To address this sparsity, a sparse matrix 
approach is introduced as an option to solve the equations of motion used in real-time 
simulation applications. This approach is taken to better comprehend the effect of 
computing efficiency in the real-time simulation. The sparse technique is implemented 
with the augmented Lagrangian and semi-recursive methods to identify possible 
computational efficiency improvement. The results obtained from the simulation for both 
methods have not been described previously, so the results represent new scientific 
information. 

Fourth, a multibody model is coupled with sub-models, e.g., a hydraulic model, a contact 
model, and a tire friction model to produce a realistic working mobile vehicle simulation. 
The hydraulic model is developed based on lumped-fluid theory. Contacts are modeled 
using a penalty method where spring-damper elements are added at the contact point to 
describe contact force. A lumped LuGre friction model is used to determine the friction 
force between the tire and the ground. Even though some of the sub-models are modeled 
using simple physics relations, the results are acceptable and realistic and determined 
within the real-time period. To author knowledge, combining these sub-models for a real-
time simulation application has not been described in the literature, and this represents 
new scientific information.
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2 Real-time simulation methods for multibody system 
dynamics 

 

Multibody system dynamics offers a straightforward computer-based approach to 
generating and solving equations of motion for complex mechanical systems. It can be 
traced back to 1960’s when the computer simulation of satellites was employed. 
Multibody system can be seen as a system of bodies, which are kinematically constrained 
with a different types of joints [5]. The kinematics and dynamics of a multibody system 
can be solved using a number of approaches. All the approaches have their own 
advantages and drawbacks, depending on their suitability to the type of model to be 
implemented. In real-time simulation, the selected method must produce accurate results 
robustly and efficiently. Therefore, selection of the method to be used to solve the 
kinematics and dynamics is crucial to ensure the results can be produced within the real 
time period.   

As a multibody system is a constrained system, the equations of motion are discussed 
based on several methods, namely, the Lagrange multiplier method, penalty method, 
augmented Lagrangian method and semi-recursive method. The flexible bodies can be 
described using a floating frame of reference formulation with model order reduction 
methods, which are also discussed in this section.  

In a mobile working vehicle modeling, besides of multibody system dynamics, also 
involves description of hydraulic, contact and tire subsystems, as shown in Figure 2.1.  

 

Figure 2.1: Modeling tasks involved in the real-time simulation (adapted with 
permission from Mevea Ltd.) 
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The hydraulic system provides actuating forces to the multibody system. The contact 
model, in turn, is needed to characterize the collision between two bodies, such as 
between the gripper and log, or tire and ground. In the case of a working mobile vehicle, 
the friction between the tire and ground also need to be modeled in order to describe 
friction between tire and terrain.    

2.1 Multibody system formulations 

The equations of motion can be solved using numerical time integration methods once 
the differential equations have been developed. However, before the equations of motion 
can be developed, the kinematics of the multibody system needs to be determined. The 
dynamic equilibrium of the multibody system can be determined using the concept of 
virtual work by including constraint equations. 

In this study, the kinematics system is described using global formulation and a 
topological method. In the global formulation, the coordinates of the bodies are described 
with respect to the global frame of reference. In the topological method, in turn, the 
position of the body is based on the preceding body reference frame, as will be explained 
in the description of the semi-recursive method.  

2.1.1 Kinematics 

In the global formulation, the global position iPr  of point P on a rigid body i, as shown in 
Figure 2.2, can be described using a body reference coordinate system as follows: 

 iP i i iP r R A u   (2.1) 

where the vector iR  defines the position of the body reference coordinate system with 
respect to the global coordinate system XYZ; matrix Ai is the rotation matrix defining the 
orientation of the body reference coordinate system with respect to the global coordinate 
system; and vector iPu  defines the position of point P with respect to the body reference 
coordinate system xyz.  
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Figure 2.2: Description of position in the body reference coordinate system xyz and 
global coordinate system XYZ 

 

In the three dimensional systems, the origin of the body reference coordinate can be 
defined by  TX Y Zi i i iR R RR  and its orientation by a vector of rotational coordinates 
θiE. Therefore, the vector of the generalized coordinates qi of a rigid body i can be written 
as 

 
TT T

i i iE   q R θ   (2.2) 

The rotational coordinates iEθ  can be described using Euler parameters as: 

  T0 1 2 3iE    θ  (2.3) 

where θ0, θ1, θ2, and θ3  are called Euler parameters as described in [5]. Using Euler 
parameters, the rotation matrix Ai can be expressed as: 
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A   (2.4) 

When applying Euler parameters, the following mathematical constraint must be fulfilled:  

 1 0T
iE iE  θ θ   (2.5) 

The velocity of point P on a rigid body i, iPr  can be obtained by differentiating equation 
(2.1) with respect to time as 
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 iP i i iP

i i iP i

 

 

r R A u

R A u ω


 

  (2.6) 

where iR  is the first time derivative of position vector of the origin of the body reference 
coordinate, iA  is the first time derivative of its rotation matrix, iPu  is the skew-symmetric 
matrix of vector iPu  and iω is the vector of local angular velocities. The angular velocity 
vector iω can be obtained using the time derivative of the Euler parameters as: 

 i i iEω G θ   (2.7) 

where iEθ is the first time derivative of vector of Euler parameters and iG  is the local 
transformation matrix dealing with local and global component of body i which can be 
expressed in Euler parameters as:  
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G   (2.8) 

Therefore, the velocity vector iPr can be written in terms of generalized velocities 
T

i i iE   q R θ   as:  

 i
iP i iP i

iE

 
     

 

R
r I A u G

θ


    (2.9) 

where 3 3I   is the identity matrix. The acceleration vector iPr  can be obtained from 
the derivative of equation (2.9) with respect to time as:  

 i i
iP i iP i i i iP i i iP i

iE iE

                 

R R
r I A u G 0 A ω u G A u G

θ θ

        (2.10) 

where generalized accelerations i i iE   q R θ , iR  is the second time derivative of of 

position vector of the origin of the body reference coordinate, iEθ is the second time 
derivative of vector of Euler parameters, iω  is the skew-symmetric matrix of angular 

velocity and iG  is the first time derivative of the local transformation matrix.  
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2.1.2 Equations of motion 

Equations of motion can be developed using the principle of least action and the concept 
of virtual work. The dynamic equilibrium for an unconstrained system can be obtained 
by equalizing the virtual work done by external forces with the virtual work done by 
inertial forces as: 

 iner extW W    (2.11) 

where inerW  is the virtual work of the inertia forces and extW is the virtual work of the 
externally applied forces. The virtual work of the inertia and externally applied forces can 
be, respectively, written as [4], 

 iner ( )vW   q Mq Q   (2.12) 

 ext eW  q Q   (2.13) 

where M is the mass matrix, q  is the generalized accelerations, vQ is the vector of 
quadratic velocity vector and eQ  is the vector of generalized forces of the multibody 
system. Using equations (2.12) and (2.13), the equation can be written as  

 ( )v e    q Mq Q Q 0   (2.14) 

However, in a multibody system the term ( )v e Mq Q Q  cannot be set as equal to zero 
because the constraints of system are not taken into consideration. Therefore, the dynamic 
equilibrium in multibody applications can be obtained by introducing constraints into the 
equations of motion, as will be discussed in the next section.    

2.1.3 Lagrange multiplier method 

In multibody system, the constraint equations need to be coupled into the equations of 
motion. The constraints can be represented using a vector of constraints Φ. The vector of 
constraints consists of the number of constraint equations, nc which should be less or 
equal to the number of generalized coordinates, ng. To satisfy the constraint equations 
related to the generalized coordinates, the following equation must be fulfilled: 

 ( , )t Φ q 0   (2.15) 

where t is time. The idea of the Lagrange multiplier method is to introduce constraints 
into the equations of motion by means of a set of multipliers, λ. The vector of the 
Lagrange multipliers is related to the reaction forces due to the constraints. The vector of 
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Lagrange multipliers can be selected such that the following equation can be set as equal 
to zero as follows: 

 T
e v   qMq Q Q Φ λ 0   (2.16) 

where Φq is the Jacobian matrix of the constraints. By taking into account equation (2.15) 
and (2.16), the equations of motion can be written as  

 
T

( , )
e v

t
    



qMq Q Q Φ λ 0

Φ q 0


  (2.17) 

Equation (2.17) is a differential algebraic equation (DAE), which can be solved by 
converting it to an ordinary differential equation (ODE). This can be carried out by 
differentiating the vector of constraints (2.15) twice with respect to time as follows: 

 ( ) 2 t tt   q q q qΦ q Φ q q Φ q Φ      (2.18) 

where ( ) 2 t tt  q q qΦ q q Φ q Φ    can be represents as Qc, tqΦ is the first time derivative of 
Jacobian matrix of constraints, and ttΦ  second time derivative of the vector of 
constraints.  In the case of the sceleronomic system, the time dependent constraints can 
be eliminated from the equation (2.18). Considering equations (2.17) and (2.18), the 
equations of motion can be formed into a matrix format as: 
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q

q

Q QM Φ q
QΦ 0 λ


  (2.19) 

In this equation, the acceleration vectors q  and Lagrange multipliers λ  are unknowns. It 
should be noted that equation (2.19) only represents the constraints in terms of 
acceleration. When differentiating the constraint equations twice with respect to time, the 
constant components in the constraint equations disappear. This value must be identified 
in order to keep the constraint equations fulfilled at any given time according to equation 
(2.15). This drawback can be alleviated by introducing a constraint stabilization method 
such as the Baumgarte stabilization method [20], a penalty formulation or an augmented 
Lagrangian method among others. In following sections, the penalty formulation and 
augmented Lagrangian method will be described. 

2.1.4 Penalty formulation 

The penalty method introduces penalty terms into the equations of motion, as suggested 
in [21] 
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 T 2( 2 )e v n n    qMq Q Q αΦ Φ ξω Φ ω Φ    (2.20) 

where α, ωn and ξ are diagonal matrices contain the values of penalty factor, natural 
frequencies and damping ratios, respectively, at each constraint condition. When penalty 
value α  is set to large, it will ensure the constraints within tight tolerances but might lead 
to the numerical problems. The value selection for ξ  and nω  can be varied as no general 
procedures are available to determine their values. Therefore, this approach may produce 
inconsequential results in certain cases [22].      

2.1.5 Augmented Lagrangian method 

The augmented Lagrangian method was developed to overcome the drawbacks of the 
penalty method and the Lagrange multiplier method. As mentioned earlier, large penalty 
values will converge the constraints within a tight tolerance while it may lead to numerical 
illness and round-off error [4]. In the augmented Lagrangian method, an iterative 
procedure is introduced to account the constraints in the equations of motion.  

In this method, equation (2.20) can be augmented by adding the Lagrange multipliers. 
The equations of motion can then be written as 

 T T 2( 2 )e v n n     q qMq Φ λ Q Q αΦ Φ ξω Φ ω Φ    (2.21) 

where λ is the Lagrange multipliers governing the new stable equation. As the Lagrange 
multipliers are steady enough to impose the constraints in the equations, the numerical 
value of the penalty coefficient does not need to be large [22].  In this method, Lagrange 
multipliers are not assumed as unknowns but computed through an iterative process as: 
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λ λ α Φ ξω Φ ω Φ 
  (2.22) 

where subscript k is iteration number, and initial 0 0λ . As the iterative solution solves 
the Lagrange multipliers, the augmented Lagrangian formulation leads to a system of 
ordinary differential equations without additional unknowns. The system of equations of 
motion, including the iterative scheme, can be written in the form of index-1 as follows: 

 T T
1

2( ) ( 2 )k k t tt n n     q q q qM αΦ Φ q Mq Φ α Φ q Φ ξω Φ ω Φ     (2.23) 

where for initial iteration, 0k e v  Mq Q Q . The iterative process is repeated until the 
setting tolerance   meets the form: 

 1i i   q q    (2.24) 
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As this procedure involves an iteration loop, it may lead to extra computing time. The 
procedure is normally implemented by employing Newton-Raphson iteration method 
[23]. A major advantage of using this approach is that the penalty factor values are no 
longer critical because they are treated by the Lagrange multipliers.   

2.1.6 The semi-recursive method 

In this method, the kinematic properties such as position, velocity and acceleration are 
derived based on the relative coordinates between contiguous bodies connected by a joint. 
The dynamics equation in this method is written in terms of the system’s degrees of 
freedom and, typically, is written with a lower dimensionality than those in an augmented 
formulation. In this method, any closed loop systems will be treated as an open loop 
system as shown in Figure 2.3(a) and (b) then imposed with the constraint equations. 
After opening the closed loop, the open loop system is mapped using topology structure 
where the joint is numbered before it referred body as showed in Figure 2.3(c). This 
procedure is important when developing the recursive algorithm. 

 

Figure 2.3: Cut joint approach for transforming a closed loop into an open loop system 
 

From figure 2.3, B0 is the ground body, while B1, B2, B3 and B4 are the number of bodies. 
The kinematics of the system is developed based on a recursive method in which the 
reference body is viewed as being located and oriented relatively to the preceding body. 
An example of the kinematics with the recursive method for a multibody system of two 
bodies interconnected by a joint is illustrated in Figure 2.4.  
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Figure 2.4: Recursive body position description of multibody system 
 

From figure 2.4, Bj and Bj-1 represents the contiguous bodies which connect with a joint. 
The position of jr  can be defined in the global coordinate system as follows 

 1 1 1 1,
cm

j j j j j j     r R A u d   (2.25) 

where 1
cm
jR is the position vector of the center of mass of body Bj-1, Aj-1 is the rotation 

matrix of the body Bj-1, 1ju  is the position vector within body reference coordinate 
system and joint of body Bj-1, and 1,j jd  is the relative displacement vector between 
bodies. The velocity vector of joint, jr  can be obtained by differentiating equation (2.25) 
with respect to time as  

 1 1 1 1,
cm

j j j j j j     r R ω u d     (2.26) 

where 1
cm
jR  is the velocity of center of the mass of body Bj-1, 1jω  is the skew-symmetric 

matrix of body Bj-1 of the angular velocity, 1,j jd  is the relative velocity between bodies 
and 1 1 1j j j  u A u . The rotation matrix Aj and skew symmetric matrix jω of the angular 
velocity of body Bj can be written as: 

 1 1,j j j j A A A   (2.27) 

 1 1,j j j j  ω ω ω     (2.28) 

where Aj-1,j is the relative rotation matrix between two bodies and 1,j jω  is the skew 
symmetric matrix of the relative angular velocity between two bodies. The acceleration 
vector of joint jr  and relative angular velocity jω  can be derived as:  
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 1 1 1 1 1 1 1,
cm

j j j j j j j j j         r R ω u ω ω u d       (2.29) 

 1 1,j j j j  ω ω ω     (2.30) 

where cm
jR  is the acceleration of center of the mass, 1,j jd  is the relative angular 

acceleration between two bodies, 1jω  is the first time derivative of  the skew symmetric 

matrix of the relative angular velocity and jω  is the angular acceleration of body Bj. From 
here, the derivation of the equations of motion can be formed using the Newton-Euler 
equations. By defining the acceleration of center of the mass and angular acceleration, 
the equations of motion can be written as:  
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  (2.31) 

where Mj is the mass matrix, Jj is the inertia tensor, Fj is the external forces and Tj is the 
torsional forces of body Bj. Equations of motion for a multibody system using full set of 
generalized coordinates and constraint equations can lead to high computational costs if 
the system consists of a large number of connected bodies. In order to reduce the 
computational costs, the equations of motion for the system are presented with relative 
(joint) coordinates. This method uses a minimal set of generalized coordinates describing 
the equations of motion for the open loop system by implementing velocity 
transformation matrix. Therefore, the number of differential equations is reduced which 
can lead to increased computational efficiency [7] [24].  

The constraints in the equations of motion can be taken into account using the velocity 
transformation matrix V and relative joint velocity z . The generalized velocity vector q  
which contains the translational and angular velocities, can be projected with the 
minimum set of relative joint velocity z  using velocity transformation as 

 q Vz    (2.32) 

where matrix d fn nV   is a velocity transformation matrix in which nd is the number of 
generalized coordinates and nf  number of degrees of freedom. From equation (2.32), it 
can be seen that the matrix V play a major role in the formulation. To represents the 
generalized acceleration vector, equation (2.32) can be differentiated with respect to time 
as: 

  q Vz Vz     (2.33) 
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where z  is the relative joint accelerations and V  is the first time derivative of velocity 
transformation matrix. Adding equation (2.33) into the generalized equations of motion 
lead to 

 ( ) v e  M Vz Vz Q Q    (2.34) 

To find the invertible form of the mass matrix, equation (2.34) has to be once again 
multiplied by the velocity transformation matrix VT, which can be written with terms of 
the projected mass matrix M* and force vector Q* as follows: 

 * *M z Q   (2.35) 

where * TM V MV  and * T ( )e v  Q V Q MVz Q  . From the literature [4], the matrix 
V  does not need to be calculated explicitly. In fact, it is not computationally efficient to 
define it explicitly. Therefore, the coordinates z  in equation (2.33) should be set to zero, 
which results in the relationship Vz q  . With this semi-recursive method, matrix M* 
and Q* can be computed in parallel, which improves computational efficiency. For the 
closed loop equations of motion, the penalty method suggested in equation (2.20) can be 
implemented as 

 * T * T 2( ) ( 2 )t tt n n     z z z zM αΦ Φ z Q αΦ Φ z Φ ξω Φ ω Φ    (2.36) 

where zΦ  is the Jacobian matrix of constraint with respect to the relative coordinates z 
and tzΦ  is the first time derivative of Jacobian matrix of constraint.  In the case of 
sceleronomic system, the time dependent of constraints can be eliminated from the 
equations. To reduce numerical problems due to the high penalty terms, the augmented 
Lagrangian method can be used. 

Velocity transformation matrix 

From equation (2.32), it is known the vector of relative joint velocity z  is equal to the 
number degrees of freedom of the system. This is reflect to the type of joint used in the 
system. Different type of joint may consist of single degree of freedom or more. As an 
example, two types of joints in the multibody system are illustrated in Figure 2.5. 
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Figure 2.5: Expression of relative joint velocities, iz  for revolute joint and jz  for 
cylindrical joint 

From Figure 2.5, revolute joint permit one degree of freedom where matrix 6
rev V  . 

From the literature [25], by defining vector udi such that it is pointing the direction of the 
revolute joint, the velocity transformation matrix for revolute joint i can be written as: 
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where cm
n iR r  is the vector from revolute joint i to the center of mass of considered body 

n. In the case of cylindrical joint, which has two degrees of freedom, the velocity 
transformation matrix for cylindrical joint j can be written as:  
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where the matrix 6 2n
j

V   and udj is the vector pointing the direction of the cylindrical 
joint. Further detail explanations about the derivation of each type of joint can be found 
in [25]. 

In the open loop system, velocity transformation matrix Vi of each type of joint can be 
arrange easily based on it topology structure. This is explained graphically in Figure 2.6 
with an assumption all joints are revolute joint.  
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Figure 2.6: Description of an open loop system with revolute joint using velocity 
transformation matrix 

 

To get the full transformation velocity matrix V for the assembled system in Figure 2.6, 
all dedicated matrices n

iV  need to be arranged into the level system matrix that represents 
all joints as: 
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From equation (2.39), it can be concluded that the nth row represents the effect of the nth 
body through the other bodies to the base body in terms of relative velocities. For 
example, velocity transformation matrix which relate to body 3 can be written as 

 3 3 3 3
1 2 3     V V V V   (2.40) 

where the subscript represents the corresponding joints related to considered body n. The 
transformation velocity matrix approach can provide computing efficiency as some of the 
matrices can be partially computed in parallel as proposed in [7]. The pattern of the 
matrices are also sparse, which can be beneficial if the sparse technique is implemented.  

2.1.7 The flexible body description 

A flexible body can be described using a floating frame of reference formulation. An 
example of a flexible body is given in Figure 2.7.  
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Figure 2.7: Coordinate system of flexible body deformed (blue line) and undeformed 
state (grey line) 

 

As shown in Figure 2.7, the deformed position of point P with respect to the reference 
coordinate system is described using vector iPu . As can be seen from figure, vector iPu   
consists of two components as follows:  

 iP oP fP u u u   (2.41) 

where vector oPu  describes undeformed location of the point and vector fPu  describes 

deformation of the point. Both vectors oPu  and fPu  are described with respect to reference 
coordinate system. The global position of point P of the flexible body i can be written as: 

 ( )iP i i oP fP  r R A u u   (2.42) 

To account for a number of discrete points within the flexible body i, vector fu  need to 
be defined as follows: 

 
T

T T T
1 2, ,...,

pf f f fn
   u u u u   (2.43) 
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where np is the number of points used to describe a flexible body. In practical modeling, 
vector fu  can be defined using assumed deformation modes obtained from a finite 
element model as: 

 f du Φ p   (2.44) 

where p is the vector of modal coordinates and dΦ  is the matrix of assumed deformation 
modes which can be written as: 

 1 2, ,...,
md n   Φ Ω Ω Ω   (2.45) 

where iΩ  is an assumed deformation mode defining translational coordinates of discrete 
point and nm is the number of modes. The matrix of assumed deformation modes dΦ  can 
contain the same number modes as the degrees of freedom in the original finite element 
model. Accounting for all deformation modes, computational cost maybe overly high. In 
practical modeling, the number of deformation modes can often be considerably smaller 
than the number of degrees of freedom in the original finite element model without 
significant loss of accuracy. Accordingly, a model order reduction method can be used to 
reduce the size of matrix dΦ . 

In this dissertation work, the Guyan reduction method (leading to matrix Φg), the Craig-
Bampton method (leading to matrix cbΦ ), and the Krylov subspace methods (leading to 
matrix kΦ ) are all implemented to obtain the matrix of assumed deformation modes dΦ
. These methods make it possible to reduce the set of equations of motion with respect to 
the flexible bodies, and therefore, they lead to decreased numerical solution time. This 
makes the finite element model suitable for the multibody application. The development 
of the equations of motion for flexible bodies can be based on the same procedures 
described previously, but the deformation modes must be considered when deriving the 
equations of motion as described in [26].    

Model order reduction 

Guyan reduction method partitions the stiffness matrix K of the original finite element 
model into submatrices (boundary, B and internal, I) and makes the approximation that 
there is no external load applied on the internal degrees of freedom [27]. The technique 
reduces the finite element model by condensing the internal degrees of freedom [28]. 
Using this method, assumed deformation modes can be described with help of the static 
reduction projection matrix Φg as follows: 
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The eigenvalues obtained from the reduced system have a tendency of being higher 
compared to the original system, which means that the degrees of freedom selection 
process is critical to the success of Guyan reduction.  

The Craig Bampton method is motivated by the need to model the subcomponents of 
large structures separately. To reduce the dynamic model of each subcomponent, the 
degrees of freedom at the boundaries which join the subcomponents must be retained 
[29]. The internal dynamic of each subcomponent can be represented by an eigenmode 
with fixed boundaries. In Craig-Bampton method, two types of modes need to be 
considered which are fixed boundary modes, IΦ  and static modes, BΦ  [30]. These two 
set of modes can be combined as follows: 

 cb
B I

 
  
 Φ Φ

I 0
Φ   (2.47) 

Craig-Bampton modes cbΦ  can be modified with help of orthonormalization procedure 
in which equation (2.47) used to reduce the size of original mass and stiffness matrices. 
The eigenvalue analysis is then performed to reduced matrices to obtain orthogonal 
deformation modes. 

During last years, Krylov subspace methods have become favourable for finding reduced 
model. Krylov subspace methods are iterative methods which provide an approximation 
solution of large-scale linear systems and eigenvalue problems [31]. Krylov subspace 
methods can make a reduction from dimension mo to dimension mr where mr << mo based 
on the spaces spanned by successive groups of sequence mr column vectors as:  

  12
, span , , , , r

r

m
k m

 Φ b W b W b W b   (2.48) 

For the case of the second order undamped system [32], 1W K M  and 1
c

b K B   
where Bc is the constant force vectors and the selected span is called the Krylov projection 
matrix, , r

o r
k m

m mΦ  . The original equation is reduced by multiplication with the 
Krylov projection matrix which reduces the dimensions of the system matrices of mass 
and stiffness [33] [34].  

There are two popular iteration methods that are commonly used in the Krylov subspace 
algorithm: Arnoldi and Lanczos iterations [35]. The Lanczos and Arnoldi methods are 
functional for transforming a Hermitian matrix to tridiagonal form and a non-Hermitian 
matrix to Hessenberg form. In the literature [36], it is pointed out that Krylov subspace 
based methods are robust and computationally efficient for large matrices with small 
reduction. 
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2.2 Hydraulic systems modeling 

Hydraulic systems can be modeled using lumped volume theory [18]. When this theory 
is applied, there is an assumption that the effect of the acoustic wave is neglected. In the 
lumped volume theory approach, the hydraulic circuit is divided into volumes within 
which the pressure is assumed to be equally distributed. Differential equations are formed 
for the volumes to obtain the pressure of the system. Different volumes into which the 
fluid can flow are separated by throttles. The flow rate can be determined based on 
pressure difference. Hydraulic systems normally have high nominal frequencies. 
Therefore, in order to obtain good results the time step must be short. A simple hydraulic 
system consisting of a directional valve, restrictor valve and cylinder with implementation 
of lumped fluid theory is shown in Figure 2.8. 

 

Figure 2.8: Simple hydraulic system and its lumped fluid theory representation 
 

In Figure 2.8, pi is the pressure, Bei is the effective bulk modulus, Vi is the volume size at 
volume i and pp and pT are the pressure at the pump and tank, respectively. The differential 
equation for hydraulic pressure at each volume i can be defined as: 

  , ,
ei

i in i out i i
i

Bp Q Q V
V

      (2.49) 

where Qin,i and Qout,i is the incoming and outgoing flow rates at volume i, and iV  is the 
change of volume Vi with respect to time, respectively. In equation (2.49), Bei is the 
effective bulk modulus at volume i. The effective bulk modulus accounts the bulk 
modulus of the fluid, the flexibility of container, and dissolved air [37].  
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The volume flow tQ  in a restrictor valve can be written as: 

  2 in out
t d t

p p
Q C A




   (2.50) 

where dC is the discharge coefficient, tA  is the cross-section area of the valve,  is the 
density of the fluid, pin is the input pressure and pout is the output pressure. In this study, 
the volume flow is described using semi-empirical methods in which the parameters of 
the valve are obtained from a manufacturer’s catalogue.  

A hydraulic cylinder can be modeled based on its dimensions and the input pressure, 
which can be obtained from equation (2.49). The model of cylinder can be formed based 
on a free body diagram as shown in Figure 2.9. 

 

Figure 2.9: Forces acting on a hydraulic cylinder  
 

The hydraulic cylinder volume is solved with the function of the cylinder stroke as: 
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where Ab and Ap are the area behind the piston side and the area of the cylinder piston rod 
side, respectively, x is piston displacement and l is the maximum stroke length. The flow 
rate Q produced base on the piston motion can be written as:  
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where x  is the piston displacement velocity. The force sF  produced by the cylinder can 
be written as:  

 1 1 2 2sF p A p A F     (2.53) 
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where 1 2F F F     is the total friction force, and 1p and 2p are the pressure in the 
cylinder chambers. The friction force can be calculated as a function of cylinder 
efficiency   and velocity as: 

 1 1 2 2( )(1 ) ( )F p A p A f x       (2.54) 

where ( )f x is the velocity dependent coefficient, which can be obtained based on the 
speed of the average measurement from different cylinders [38].  

2.3 Collision and contact modeling 

Contact modeling is an important modeling element when analyzing real multibody 
systems. It is functional to determine the collision point and provide the response of the 
collision. In the working mobile vehicle simulation, contact model is needed to determine 
the contact force between two bodies.  

There are two main steps in modeling a contact: collision detection and collision response. 
The collision detection model determines the location and time of the collision while 
collision response is to provide the contact force between the two bodies. As the 
procedures need to be done within the real time period, proper contact algorithm need to 
be used to determine when and where contact occurs, and to calculate the response of the 
contact. 

A collision detection between bodies with different geometry can be defined using 
bounding volume (BV). This method is effective for approximating whether objects are 
overlapping. BV uses spheres or boxes, which condense the complex geometrical object 
into a simple shape. Using these simple shapes, the collision detection process can be 
accelerated. A number of different bounding methods can be used for collision detection, 
such as Axis-Aligned Bounding Box (AABB), and Oriented Bounding Box (OBB) which 
described in [39] [40]. 

Several methods can be used in in collision response, such as the penalty methods, 
analytical methods and impulse methods [41] [42] [43]. In contact modeling, penalty 
methods are the procedure which allow small penetrations between two bodies at the 
contact point which this method can be called as soft contact. The penetration distance is 
added with the spring-damper elements. The contact force is computed and applied as an 
external force into the equations of motion. In the analytical methods, the constraints are 
taken into consideration to solve the contact. However, this method will increase the 
dimension of the equations of motion and solving all contacts simultaneously may lead 
to computational cost. In the impulse methods, the collision between two bodies occur 
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without solving the contact force. This method will compute the velocities at the contact 
point and applied the new velocities directly to the bodies.  

When a collision occurs, the current simulation stopped and a new initial condition will 
be used in the next time step of simulation. It should be noted that in order to obtain 
correct results, correct time-step value selection is crucial, especially when dealing with 
bodies moving at high velocity. Small time step may increase the computing time and 
large time step may allow the overly large penetration between two bodies. However, it 
is often difficult to avoid penetration between the objects, despite the use of smaller time-
steps in the collision detection algorithm.  

In this study, the bounding box is applied for the collision detection and the penalty 
method for the collision response. Figure 2.10 shows the general algorithm for contact 
between two bodies using penalty method. 

 

Figure 2.10: General algorithm for contact between two bodies 
 

The penetration can give inaccurate simulation and produce errors in the simulation 
system. In general, the kinematic of the contact point can be described as in Figure 2.11. 

 

Figure 2.11: Contact between two bodies using bounding box approach 
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From figure 2.11, the position of the two points can be derived using multibody 
formulations. The distance, dp between two points i and j can be derived as: 

 p j i d r r   (2.55) 

The normal vector n of the contact can be determined as: 
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  (2.56) 

The normal magnitude between two points dp can be obtained as: 

 T
p pd n d   (2.57) 

The relative normal velocity vn between two points can be obtain by differentiating 
equation (2.55) with respect to time as:  

 T ( )n j iv  n r r    (2.58) 

In the case of collision, where dp becomes as penetration distance at contact point, a 
spring-damper is added at the contact point to describe the contact forces. The normal 
contact force, nF at the contact point can be formulated as: 

 ( )n p nKd Cv  F n   (2.59) 

where K and C are the coefficients of stiffness and the damping factor. The values for the 
two coefficients K and C is vital and may result in a range of desired collision response 
types. The penalty method can nearly fulfill the exact contact conditions, although its 
accuracy depends strongly on the penalty parameters and the specific case. 

2.4 Friction modeling – The tire model 

The tire transmits forces between the road and the rim, and thus friction description 
between the tire and the ground is critical when a tire is modelled. A realistic model can 
be obtained by considering the contact patch interaction between the tires and ground 
using finite element methods. The detailed finite element models needed in the contact 
patch description are, however, associated with high computing cost, which creates 
difficulties when results should be obtained in real time. Therefore, simplified tire models 
must be used. In this study, the lumped LuGre model has been chosen [17]. 

The LuGre tire model used in this work is derived based on description of an elastic bristle 
at the microscopic level. At the contact point, the tangential force causes the bristles to 
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deflect similarly to springs, and creates the friction force. When a large tangential force 
is imposed, the bristles first deflect and then start to slip. An overview of the concept 
underlying the LuGre model can be seen from Figure 2.12(a) and (b).  

 

Figure 2.12: LuGre’s tire friction model 
 

The LuGre friction model is an enhancement of the Dahl model in which the Stribeck 
effect taken into account [44]. The enhancements bring many benefits because the LuGre 
friction model is able to take account of many friction effects such as stiction, the Stribeck 
effect, stick slip, zero slip displacement and hysteresis. The bristle deflects with respect 
to time when the tire rotates and the deflection of the bristle, represented by z, can be 
written as: 

 0 r
r

f

vdz v z
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
    (2.60) 

where fg  is friction, 0  is the rubber longitudinal lumped stiffness and rv  is the relative 
velocity between two sliding surfaces defined as:  

 r w w vv r v    (2.61) 

where rw is the tire radius, w  is the tire angular velocity, vv  is the vehicle velocity, and 
friction fg can be represented as: 
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where c is normalized Coulomb friction, s  normalized static friction, and sv  is the 
Stribeck relative velocity. Friction, fg  must always be positive, and it depends on the 
material properties, temperature, and other factors. Friction force based on the bristle 
deformation can be expressed as follows: 
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 0 1 2( )s r n
dzF z v F
dt

       (2.63) 

where 1  is the longitudinal lumped damping coefficient, 2  is viscous relative damping, 
and nF  is the normal force. 

To obtain a computationally efficient and accurate tire model, a tire can be presumed to 
be a series of discs, as shown in Figure 2.11(c), based on the width of the tire. In this 
approach, the disks are assumed to be simple rigid bodies, and the profile of the ground 
can be constructed based on the required environment (off-road profile). In the LuGre tire 
implementation, all forces are applied to the hub of the tire, denoted as FA. 
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3 Sparsity in multibody methods 
 

This section will discuss sparsity in equations of motion for multibody systems. When 
dealing with the numerical programming, computational efficiency is always the main 
goal and need to give attention. The multibody formulations use the matrices to solve the 
systems of equation. It has been found that several matrices playing a major role in the 
equations of motion are large and sparse. Therefore, to solve system of matrices 
efficiently, the sparse matrix technique need to be employed. Firstly, this technique will 
only account the nonzero entries to be saved in the computer memory [45]. As only the 
nonzero entries is considered, huge amount of computer memory can be saved and may 
increase the computational efficiency. Secondly, the sparse linear systems can be solved 
using direct method or iterative method. The most common direct method are Cholesky 
factorization and LU decomposition while for iterative method is Conjugate Gradient [46] 
[47].  

3.1 Sparsity in the equations of motion 

For any case, solving the linear equations of motion involves constructing three main 
vector-matrix matrices: matrix W, vector x and vector b. For example, an equations of 
motion with Lagrange multipliers in matrix form is constructed as:  
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When solving q  and λ in real-time simulation, the sparsity of the matrix W needs to be 
considered to efficiently solve the equation. In this equation, there are two matrices that 
potentially have sparse properties: the mass matrix, M, and the Jacobian matrix of 
constraints, Φq. The dimension of matrix M becomes more radical for a spatial model as 
it will increase in dimension compared to a planar model. In the spatial model, the mass 
matrix is arranged diagonally, and the total mass matrix with n number of bodies can be 
written as: 
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From equation (3.2), the sparsity of the mass matrix can be described as shown in Figure 
3.1. The number of zero entry increases exponentially with respect to the number of 
bodies.  
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Figure 3.1: Sparsity description for the mass matrix, M 

From Figure 3.1, it can be seen that the number of non-zero elements in mass matrix M 
increases dramatically with the number of bodies. In the case under consideration, the 
matrix is symmetric and positive definite. Another matrix that can have sparsity is the 
Jacobian matrix of constraints, Φq

c gn n  , where nc is the number of constraint 
equations, and ng is the number of generalized coordinates. For example, if the multibody 
system have a multiple joints in the spatial system, constraint equations of all joints need 
to be derived. The constraint equation of joint is formulated based on the two bodies 
connected at the joint. If the joint is a revolute joint, five constraint equations need to be 
added into the vector of constraint Φ. If the system has nr number of revolute joints, the 
number of constraint equations increases to 5nr. Therefore, it can be said the Jacobian 
matrix Φq in a large scale constrained system will become sparse and not symmetric. 
When the mass matrix M is coupled with the Jacobian matrix Φq and its transposition is 
arranged into matrix form as in equation (3.1), the augmented matrix W becomes very 
sparse and symmetric.   

In the case of the velocity transformation matrix, the sparsity of the velocity 
transformation matrix V depends on the type of joint, number of joints and the 
arrangement of the bodies. If the topology structure is a tree structure, the sparsity 
increases with the number of branches. Due to the assemble matrix V is based on the 
topology structure, the matrix V can be lower or upper triangular.         

Therefore, it can be concluded that the dimension and sparsity in the system matrices of 
the equations of motion increase rapidly with the number of bodies, even at small numbers 
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of degrees of freedom. The mass matrix M and the Jacobian matrix Φq play a significant 
role in the equation and the sparsity of these matrices has a considerable effect on the 
computing performance [48].  

3.2 Sparse solution methods 

To increase the computational efficiency of solving the system of linear equations Wx=b, 
a sparse technique approach with suitable methods needs to be implemented. Based on 
knowledge of the type of matrix, appropriate selection of the method used to solve the 
linear equation can shorten the computing time such that it becomes to real time or near 
to it. In most cases of real-time multibody simulation, the matrix W is symmetric and 
positive definite, and thus TW W  and T 0x Wx  where nx  . In such cases, memory 
requirements can be reduced , which reduces CPU time, as only elements at the upper or 
lower triangle need to be stored in the memory. There are two approaches to solving a 
sparse system for a linear equation: a direct method or an iterative method [49]. The most 
common solver used in the direct method is Cholesky decomposition, and for the iterative 
approach the Conjugate Gradient method. 

In Cholesky factorization decomposition, a symmetric and positive-definite matrix can 
be factorized into the product of a lower triangular matrix and its transpose, where 

TW CC  and n nC   is called the Cholesky factor. An example is given in Figure 3.2 
where the matrix is a lower triangular with positive diagonal entries. Therefore, the 
triangular system can be used to solve Cy b  for y and then T C x y  for x.    

 

Figure 3.2: Transformation of matrix W to Cholesky’s factor C matrix 

The linear equation also can be solved using an iterative approach such as the Conjugate 
Gradient (CG) method. CG is an algorithm to obtain a good approximation of the solution 
x*. CG starts with an initial guess solution as x0 and then searches for  the solution at each 
iteration until the solution is close to x*. The CG algorithm starts by generating vector 
sequences of iterates, residuals corresponding to the iterates, and search directions used 
in updating the iterates and residuals. Even though the length of this sequence possibly 
becomes large, only a small number of vectors have to be kept in the memory. An 
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advantage of this method is the simplicity of the algorithm to determine the new direction 
vector. Thus, the CG method is suitable for a large system for which direct method may 
take longer time to solve [50]. This operation can be done very efficiently by a properly 
stored sparse matrix. 
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4 Programming libraries and numerical examples 
 

Different sub-models need to be executed in real-time working mobile vehicle simulation. 
These models include multibody modeling, hydraulic modeling, and contact and friction 
modeling. All of the modeling must be done simultaneously within the real-time period. 
In this section, the multibody modeling methods will be concentrated to show the 
difference of computational efficiency.  

The multibody system is solved using an augmented Lagrangian method and a semi-
recursive method using velocity transformation matrix. The explicit Runge-Kutta with 
fixed time step is used to solve the equations. Full and sparse matrix techniques are 
implemented in the development code. The solver for the real-time simulation is coded 
in ANSI C in order to fully utilize the portability and flexibility with different operating 
systems and computer architecture.  

The results is obtained from MeVEA dynamic solver module where it is responsible for 
the mechanics and hydraulic simulation [51]. In order to ensure the results is accurate, 
reliable and robust, sparse libraries are in used. There are several reliable and well known 
free licences (GPL) solver available in the market which easily to be integrated with the 
C code can be used for solving the linear equations for dense and sparse format such as 
LAPACK and UMFPACK.  

4.1 Programming libraries 

When the matrix is sparse, the efficiency of the arithmetic operation can be increased by 
manipulating the matrix structure (factorization etc.) and handling only the nonzero 
elements. This approach can save memory allocation during the computational period and 
can considerably increase computational efficiency.  

There are several ways to efficiently store a sparse matrix. Each technique has its own 
advantages in terms of the storage scheme, but the suitability of the techniques depends 
on the processor architecture and libraries solver. The most common sparse formats are 
the coordinate format (COO), compressed sparse row format (CSR), compressed sparse 
column format (CSC) and Harwell Boeing sparse format (HB) [52]. The compressed 
sparse column format and Harwell Boeing sparse format have been chosen for use in this 
study as it is the format use by the commercial software such as Ansys and easy to 
integrate with the available numerical solvers.     
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Figure 4.1: Compressed sparse column format 
 

Figure 4.1 shows the transformation from full matrix format into CSC format. CSC 
provide three items of information: row index (Row_Ind), to store row indices of non 
zero elements; column pointer (Col_Ptr), to store the index of the starting element in the 
column of the matrix; and Element is the list of non-zero elements.  

The Harwell-Boeing (HB) format provides useful information about the properties of the 
sparse matrix, such as matrix type, number or row and column, number of data lines, 
number of non-zero elements, and matrix character, such as unsymmetrical, Hermitian 
and many others. HB uses the CSC format to represent the location of the nonzero 
elements and it values. This format is the format of the finite element software used in 
this study to obtain the stiffness and mass matrices in order to run the model order 
reduction procedures.  

Several numerical libraries are freely available that can be used to solve the linear 
equation in either full or sparse matrix format. Figure 4.2 shows libraries that have been 
used and tested for verification in the development code. 

 

Figure 4.2: Free solvers available for use in simulation 
 

All of these solvers are free software under the terms of the GNU general public license. 
Most powerful numerical software, such as GNU Octave, SciPy and Matlab, uses these 
libraries as the backbone of their linear equation solver. All of these libraries (except 
CSparse) are developed based on Fortran language, which is a powerful language for 
scientific programming. LAPACK is a solver for simultaneous linear equations, 
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eigenvalue problems, least-squares solution and the singular value problem [53]. It was 
specifically developed to handle both dense and banded matrix formats. UMFPACK is 
functional for solving linear equations in which the matrix W is sparse and not required 
to be symmetric. The matrix can be rectangular or square and it can also be singular. The 
UMFPACK solver factorizes the matrix into the product LU, which are the lower and 
upper triangular of the matrix W, before solving the equation [54]. CSparse is a 
simplification routine in UMFPACK specifically developed in C to solve sparse linear 
equations when matrix W is symmetric or not [49]. ARPACK is a solver for really large 
scale eigenvalues problems. It is developed based on the implicitly restarted Arnoldi 
iteration method [55]. This solver can be used to solve symmetric or unsymmetrical 
problems to obtain a few eigenvalues and eigenvectors, either the largest or the smallest. 
It is also offers some routines for solving banded matrices. It is claimed that this solver is 
portable, robust and efficient for solving eigenvalue and eigenvectors with large matrices. 
The solver uses a reverse communication approach in which the matrix can be stored in 
many ways and a direct matrix-vector product is not required. ARPACK is used when 
dealing with the flexible multibody procedure in which the mode shape is required to 
measure the body deformation.  

In order to perform efficiently, LAPACK, UMFPACK and ARPACK need to be 
associated with support solvers, which are BLAS and SuperLU routines. BLAS is a basic 
linear algebra subprogram that provides efficient and portable basic arithmetic solutions 
for vector and matrix operations [56]. SuperLU is used to solve large and sparse matrices 
with nonsymmetric linear equations using a direct solution [57]. All the libraries 
mentioned use the same sparse format, CSC, for synchronization.   

4.2 Numerical examples 

To determine the computing performance of the different methods, two mobile working 
vehicles, a Logset H8 tree harvester and Normet concrete spray (NCSS), shown in Figure 
4.3, were modeled using the augmented Lagrangian method and the semi-recursive 
method. The mobile working vehicles have a different number of degrees of freedom, 27 
for Logset H8 and 10 for NCSS, respectively. 
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Figure 4.3: Working mobile vehicles for which the models were implemented (adapted 
with permission from Mevea Ltd.) 

 

With the semi-recursive method, the topology of the machines needs to be developed, as 
shown in Figure 4.4 for the Logset H8 tree harvester, in order to derive the equations of 
motion. To map the topology structure, the closed loop needs to be opened via a cutting 
joints procedure, and the system can then to be treated as an open loop system. The 
opened joints are then imposed with a penalty formulation to obtain the dynamic 
equilibrium.  

 

Figure 4.4: Detailed topology of the Logset H8 tree harvester 
 



4.2 Numerical examples 55

The velocity transformation matrix V is constructed from the topology structure. From 
the equations of motion for the semi-recursive method, in order to solve q , mass matrix 
M must be multiplied with the velocity transformation matrix V.  As illustrated in Figure 
4.5, the actual matrix V and mass matrix M are highly sparse, and the sparse matrix 
technique can thus be implemented. 

 

Figure 4.5: Sparsity in matrix V and M for the Logset H8 tree harvester 
 

From Figure 4.5, by using sparse approach the matrix of VTMV can be implemented with 
the Cholesky factorization to solve the linear equation system as in equation (2.36). As a 
comparison, the sparsity of the matrices in the equations of motion for both models was 
recorded and is given, together with the number of degrees of freedom and other related 
information, in Table 4.1. 

Table 4.1: Sparsity description data 

Description 
Normet concrete spray H8 Tree Harvester 

Lagrangian Recursive Lagrangian Recursive 
Number of bodies 11 11 30 30 
Generalized coordinates 66 66 180 180 
Joint coordinates - 12 - 35 
Constraint equations 56 2 153 8 
Number of DOFs 10 10 27 27 
Number of entries of Φq, nΦq  3696 132 27540 1440 
Number of non-zero entries, nnzΦq  432 24 1128 78 
nnzΦq / nΦq  (%) 11.69_% 18.18_% 4.1_% 5.42_% 
Number of entries of M, nM 4356 4356 32400 32400 
Number of non-zero entries, nnzM 330 330 900 900 
nnzM/nM (%) 7.58_% 7.58_% 2.78_% 2.78_% 
Number of entries of V, nV - 792 - 6300 
Number of non-zero entries, nnzV - 66 - 450 
nnzR/nR (%) - 8.33% - 7.14_% 
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It is clear from Table 4.1 that sparsity occurs in the system of matrices. The computational 
efficiency for the augmented Lagrangian and semi-recursive methods with and without 
the sparse matrix technique are described in Figure 4.6 for the NCSS and Logset H8 
models, respectively. The computation loop duration was recorded for every solution for 
20 seconds and synchronized with the real clock time in order to show the performance 
of each method. The loop duration was then compared with the fixed time step of the 
fourth order Runge-Kutta method (0.8ms for NCSS and 1.6ms for Logset H8).  

For the Logset H8 tree harvester, the augmented Lagrangian method required more time 
to solve the linear system at each loop, and when the sparse technique was employed, the 
computational time did not show any significant improvement. However, when the semi-
recursive method is employed, the time to solve the linear system decrease almost two 
times than the augmented Lagrangian method. Same as in the augmented Lagrangian 
method, when the matrices are executed with the sparse technique, the computational 
time at each loop slightly increases, although it is still less than the reference time step. 

For the NCSS solution, the computational time at each loop reduced significantly when 
the semi-recursive method was applied compared with the augmented Lagrangian 
method. The sparse technique slightly increase the computing time with both the 
augmented Lagrangian and semi-recursive methods. From the results, the semi-recursive 
method with the full matrices approach is computationally more efficient than the 
augmented Lagrangian method. This is due to the small number of degrees of freedom, 
which leads to a small size of the matrices.  

 

 

Figure 4.6: Comparison of numerical simulation results between Lagrangian and semi-
recursive methods for Logset H8 and NCSS during 20 seconds simulation 
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Figure 4.7: Average equation of motion - solver loop duration for the NCSS and the 
Logset H8 models versus time step 

 

Figure 4.7 shows the average loop duration for the two methods, both with and without 
the sparse technique, and compares them against the fixed time step. For the NCSS model, 
the usage of the sparse implementation technique increases the computational time for 
both the augmented Lagrangian method and the semi-recursive method, and it reduces 
the computing efficiency to 42.52% and 9.16%, correspondingly, when compared with 
full matrix implementation. For the Logset H8 model, the sparse implementation 
technique in the augmented Lagrangian method helps to reduce the computing time by 
5.75% when compared with full matrix implementation. In the case of the semi-recursive 
method, the sparse implementation technique increases the computing time by 4.55% 
compared with full matrix implementation. 

From observation of the simulation performance for both methods, augmented 
Lagrangian and semi-recursive methods worked as expected for both working mobile 
vehicles models. Implementation of the semi-recursive method significantly improved 
the computational efficiency compared with the augmented Lagrangian method. 
However, when the sparse technique is implemented into both methods, only augmented 
Lagrangian method for Logset H8 tree harvester shows slightly improvement in term of 
computational efficiency.  

It can be concluded from the results that sparse matrix technique can offer a 
computational efficiency improvement for the augmented Lagrangian method if the 
system of matrices in the equations of motion are large. This is because in this method, 
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the dimension of the matrices are based on the number of generalized coordinates. 
Compare to the semi-recursive method, the dimension of the matrices are reduced by the 
velocity transformation matrix into the minimal set of relative joint coordinates. When 
the system of matrices is too small, the sparse technique is not practically to be 
implemented as several steps need to be added when solving the linear systems.  

An example of the actual hydraulic circuit used in the hydraulic model is shown in Figure 
4.8. The valve is modeled using a semi-empirical model in which the parameters of the 
valve are obtained from the manufacturer’s catalogue. A short time-step is used in order 
to avoid numerical instability of the hydraulic simulation.   

 

Figure 4.8: An example of working hydraulic simulation modeling 

The working hydraulic circuit consists of the hydraulic cylinder, valves, pressure relief 
valves and pump, as shown in Figure 4.8(a). The flowrate is controlled by the control 
valve spool, as shown in Figure 4.8(b), which from the simulation perspective varies 
between -10 and 10. The movement of valve spool will affected the pressure to be directed 
either to OuterBoomA or OuterBoomB. Figure 4.8(c)-(e) show the pressure rate for outer 
boom behavior as a reaction from the spool valve movement. 
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5 Conclusions 
 

The objective of this dissertation is to introduce approaches to implement multibody 
methods in real-time simulation of working mobile vehicles. Multibody systems can be 
modeled based on rigid and flexible bodies. In this dissertation, two methods are 
considered in detail: an augmented Lagrangian method and a semi-recursive method 
based on a velocity transformation matrix. Both methods are able to produce good results 
within the real time periods. Additionally, the multibody model is coupled with a number 
of other sub-models, which are a hydraulic model, and a contact model and tire model. 
All of this sub-models are solved simultaneously within the required time step.  

Lumped fluid theory is used to model the hydraulic circuit. This method divides the 
hydraulic circuit into volumes with an assumption the pressure are equally distributed. 
The time step use in the hydraulic modeling need to be short as the hydraulic circuit 
normally has high nominal frequencies. The valve is modeled using semi-empirical 
approach where the parameters can be obtained from the manufacture catalogues.   

In contact model, the model is divided into two stages which are collision detection and 
collision response. Collision detection is functional to determine the time and location of 
the contact while collision response is to provide the forces at the contact point. Spring-
damper element is added as the penalty parameters at the contact point. The friction 
between the tire and ground is modeled using lumped LuGre friction model. This method 
is employed with an assumption the friction occur at the single contact point. At the 
microscopic level, the contact point consist of the elastic bristles. The tangential force 
will deflect the bristle like a springs. The amount of the bristle deflection can be computed 
and represents in term of friction force.   

For flexible bodies, an approach based on a floating frame of reference formulation is 
introduced. The deformation mode needed in the formulation can be obtained using a 
finite element method. Often a structural model based on the finite element method 
consists of large number of degrees of freedom. For this reason, model order reduction 
methods such as Guyan reduction, Craig-Bampton method or Krylov subspace are 
required to make the finite element model suitable for use with multibody system 
dynamics. Due to the large number of degrees of freedom that need to be processed, 
reduction methods can be implemented in the sparse technique using sparse solvers to 
determine eigenvalues and eigenvectors. 

After implementing the introduced methods for mobile working vehicle models, good 
real-time simulation results were obtained. The semi-recursive method based on topology 
structure approach in particular was found to be an efficient way of modeling working 
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mobile vehicles. In this approach, the equations of motion is based on implementation of 
a velocity transformation matrix with a minimal set of relative joints. The velocity 
transformation matrix and mass matrix can be computed in parallel, which saves 
computing time. For closed-loop systems, the system needs to be transformed into an 
open-loop system with a penalty formulation imposed at the opened joint. 

Knowing the matrix structure, computational efficiency can be improved by the 
implementation of the sparse matrix technique. From the results, it is found this approach 
is suitable if the working mobile vehicle model has a large number of body, degrees of 
freedom and constraint equations. Therefore, it should be noted that the computational 
efficiency when using the sparse technique is strongly case dependent. 

5.1 Future work 

In flexible bodies, a practical way to determine possible deformation modes of the 
structure is from the finite element model. In practice, the original finite element model 
need to be subjected to a modal reduction procedure to make it computationally suitable 
for multibody applications. From this study, Krylov subspace was found to be suitable 
method to conduct modal reduction. However, in this study only general Arnoldi and 
Lanczos algorithms has been used to determine the eigenvalues and eigenvectors. There 
are more techniques in this method which can be explored such as Generalized Minimum 
Residual (GMRES) and Biconjugate Gradient Stabilized (BiCGSTAB) whereas each 
technique is purposely to solve specific system such as nonsymmetric linear system.    

In this study for semi-recursive method, the opened closed-loop joint is imposed with the 
penalty method in order to avoid constraint violation. The other method which can be 
explored is by implementing second transformation of velocities as proposed in [4]. It is 
claimed to be faster and free from constraint problem. 
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Chapter 13

Crane Operators Training Based

on the Real-Time Multibody Simulation

Mohamad Ezral Baharudin, Pasi Korkealaakso, Asko Rouvinen,

and Aki Mikkola

Abstract This paper introduces a real-time multibody simulation approach. Two

main sections have been described in depth and include a description of flexible

bodies and modeling of a hydraulic system. In flexible bodies, the bodies are

modelled using the floating frame of reference formulation. The equation of motion

for the body is developed using the principle of virtual work. Penalty method is

used when there are constraints in the mechanical system. The hydraulic system is

modelled using lumped fluid theory. Two types of components, valves and hydrau-

lic cylinders, are introduced for modelling. A numerical example is developed

using two Craig-Bampton modes deformation modes modelled as flexible bodies.

13.1 Introduction

Products of mechanical industry, such as mobile machines and cranes, contain

several different technology areas such as mechanics, actuators and control

systems. These subsystems are in close interaction with each other as is shown in

Fig. 13.1. In case of cranes, the actuators are often handled, in principle, as

hydraulics. The hydraulic actuators are assembled on the mechanism to produce

forces acting on the mechanism. The mechanism is typically a system of bodies,

which converts the forces ofthe actuators into constrained motion. Electronics,

together with the control algorithm that defines the way the structure behaves, can
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be used in both open and closed loop control systems and are integrated into machine

systems in order to increase productivity and ergonomics.

In most cases, solution time of the traditional simulation methods used in

the product development processes are not synchronized to real-time. Accordingly,

a simulation of a few seconds is allowed to take several hours of real time

computation. In these systems, the control signals of the simulated system must

be pre-defined and, for this reason, user interaction is described more or less

experimentally based on measured data. When the simulation is executed, synchro-

nous to real-time, the operator can produce a control signal during simulation.

However, real-time solution requirements often force a simplification to be made in

the simulation model. In practice, the real-time model can be considered as a trade-

off between efficiency and accuracy.

The objective of this paper is to introduce a general simulation approach that can

be applied for the real-time simulation of hydraulically driven cranes. The

introduced approach is based on the use of the floating frame of reference formula-

tion and is coupled with the lumped fluid theory, which allows for the description of

hydraulic circuits. The floating frame of reference formulation can be used together

with modal reduction methods. This feature allows for the optimization of the

computational efficiency, such that solution time can be synchronized with real-

time. In the section of numerical examples, the introduced simulation approach is

applied to create real-time simulation models for two cranes.

13.2 Description of Flexible Bodies

In this section, the description of flexible bodies is shortly explained. In this study,

the flexible bodies are modeled using the floating frame of reference formulation.

The formulation can be applied to bodies that experience large rigid body

translations and rotations; as well as elastic deformations. The method is based

on describing deformations of a flexible body with respect to a frame of reference.

The frame of reference, in turn, is employed to describe large translations and

rotations. The deformations of a flexible body with respect to its frame of reference

can be described with a number of methods, whereas in this study, deformation is

described using linear deformation modes of the body. Deformation modes can be

Fig. 13.1 Real-time

simulation model
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defined using a finite element model of the body [1, 2]. Figure 13.2 illustrates the

position of particle Pi in a deformed body i.
The position of particle Pi of the flexible body i can be described in a global

coordinate system using the vector rP
i

as follows:

rP
i ¼ Ri þ Ai �uP

i ¼ Ri þ Aið�uPi

0 þ �uP
i

f Þ (13.1)

where Ri is the position vector of the frame of reference, Ai is the rotation matrix of

body i, �uP
i

is the position vector of particle Pi within the frame of reference, �uP
i

0 is

the undeformed position vector of the particle within the frame of reference, and

�uP
i

f is the displacement of particle Pi within the frame of reference due to the

deformation of body i. In this study, the rotation matrix Ai is expressed using Euler

parameters yE
iT ¼ ½ yEi

0 yE
i

1 yE
i

2 yE
i

3
�T in order to avoid singular conditions

which are problematic when three rotational parameters are used, such as in the

case of Euler and/or Bryant angles [3]. The rotation matrix can be written using

Euler parameters as follows:

Ai ¼ 2

1
2
� yE

i

2

� �2

� yE
i

3

� �2

yE
i

1 y
Ei

2 � yE
i

0 y
Ei

3 yE
i

1 y
Ei

3 þ yE
i

0 y
Ei

2

yE
i

1 y
Ei

2 þ yE
i

0 y
Ei

3
1
2
� yE

i

1

� �2

� yE
i

3

� �2

yE
i

2 y
Ei

3 � yE
i

0 y
Ei

1

yE
i

1 y
Ei

3 � yE
i

0 y
Ei

2 yE
i

2 y
Ei

3 þ yE
i

0 y
Ei

1
1
2
� yE

i

1

� �2

� yE
i

2

� �2

2
66664

3
77775

(13.2)

The following mathematical constraint must be taken into consideration when

Euler parameters are applied:

yE
i

0

� �2

þ yE
i

1

� �2

þ yE
i

2

� �2

þ yE
i

3

� �2

¼ 1 (13.3)

Fig. 13.2 The position of the

particle Pi in global

coordinate system
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The deformation vector �uP
i

f can be described using a linear combination of the

deformation modes

�uP
i

f ¼ CPi

R q
i
f (13.4)

Where CPi

R is the modal matrix whose columns describe the translation of

particle Pi within the assumed deformation modes of the flexible body i [4], and

qif is the vector of elastic coordinates. Consequently, the generalized coordinates

that uniquely define the position of point Pi can be represented with vector pi as

follows:

pi
T ¼ RiT yE

iT
qif

T
h iT

(13.5)

The velocity of particle Pi can be obtained by differentiating the position

description (13.1) with respect to time

_rP
i ¼ _R

i �Ai ~�u
Pi

0 þ ~C
Pi

R q
i
f

� �
�oi þAiCPi

R _qif (13.6)

Where �oi is the vector of local angular velocities. In (13.6), the generalized

velocity vector can be defined

_qi
T ¼ _R

iT
�oiT _qif

T
h iT

(13.7)

By differentiating (13.6) with respect to time, the following formulation for the

acceleration of particle Pi can be obtained:

€rP
i ¼ €R

i þAi ~�oi ~�oi
�uP

iþAi ~_�o
i
�uP

i þ 2Ai ~�oi _�u
PiþAi €�u

Pi

(13.8)

where ~�oi
is a skew-symmetric representation of the angular velocity of the body in

the frame of reference, €R
i
is the vector that defines the translational acceleration

of the frame of reference, Ai ~�oi ~�oi
�uP

i

is the normal component of acceleration,

Ai ~_�o
i
�uP

i

is the tangential component of acceleration, 2Ai ~�oi _�u
Pi

is the Coriolis

component of acceleration and Ai €�u
Pi

is the acceleration of particle Pi due to the

deformation of body i.
When deformation modes are used with the floating frame of reference, rotations

due to body deformation are usually ignored. However, in order to compose all of

the basic constraints, rotation due to body deformation must be accounted for. The

vector �vif due to deformation at the location of particle Pi within the frame of

reference can be expressed

�vif ¼ APi

f �vi (13.9)
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Where �vi is defined in the undeformed state at the location of particle Pi, andAPi

f

is a rotation matrix that describes the orientation due to deformation at the location

of particle Pi with respect to the reference frame. Note that all components in (13.9)

are expressed in the reference frame. The rotation matrix APi

f can be expressed

as follows:

APi

f ¼ Iþ ~eP
i

(13.10)

In (13.10), I is a (3 � 3) identity matrix and ~eP
i

is a skew symmetric form of

the rotation change caused by deformation. Rotation changes due to deformation

can be represented as the following:

eP
i ¼ CPi

y q
i
f (13.11)

Where CPi

y is the modal transformation matrix whose columns describe rotation

coordinates of pointPiwithin the assumed deformationmodes of the flexible body i [4].

13.2.1 Equations of Motion

The equations of motion can be developed using the principle of virtual work.

When the floating frame of reference formulation is employed the virtual work done

by inertial forces can be written as follows:

dWii ¼
Z
Vi

rid rP
iT

€rP
i

dVi (13.12)

where drP
i

is the virtual displacement of the position vector of a particle, €rP
i

is the

acceleration vector of the particle defined in (13.8), ri is density of body i, and Vi is

volume of body i. The virtual displacement of the position vector can be expressed

in terms of virtual displacement of generalized coordinates as follows:

d rP
iT ¼ dRiT dyi

T
dqif

T
h i I

� ~�u
PiT

AiT

CPi

R

T
AiT

2
4

3
5 (13.13)

By substituting the virtual displacement of position vector (13.13) into the

equation of virtual work of the inertial forces (13.12), and by separating the

terms related to acceleration from the terms related quadratically to velocities,

the following equation for the virtual work of inertial forces can be obtained:
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dWii ¼ dqi Mi €qiþ Qvi
� �

(13.14)

Where Mi is the mass matrix and Qvi is the quadratic velocity vector. The mass

matrix can be expressed as follows:

Mi ¼
Z
Vi

ri
I �Ai ~�u

Pi

AiCPi

R

~�u
PiT

~�u
Pi � ~�u

PiT

CPi

R

sym CPi

R

T
CPi

R

2
6664

3
7775dVi

ð13:15Þ

And, correspondingly, the quadratic velocity vector takes the form

Qvi ¼
Z
Vi

ri
Ai ~�oi ~�oi

�uP
i þ2Ai ~�oi

CPi

R _qif

�~�u
PiT

~�oi ~�oi
�uP

i �2 ~�u
PiT

~�oi
CPi

R _qif

CPi

R

T
~�oi ~�oi

�uP
i þ2C Pi

R

T
~�oi

CPi

R _qif

2
664

3
775dVi (13.16)

The virtual work of the externally applied forces can be written as:

dWei ¼
Z
Vi

drP
iT
FPi

dVi ¼ dqi
T
Qei (13.17)

Where FPi

is external force per unit mass and Qei is the vector of generalized

forces which can be expressed as follows:

Qei ¼

PnF
j¼1

Fi
j

PnF
j¼1

~�u
i
j A

iT Fi
j

PnF
j¼1

Ci
j

T
AiT Fi

j

2
66666664

3
77777775

(13.18)

whereFi
j is the j-th force component acting on body i, ~�u

i
j is a skew symmetric matrix

of the location vector of the j-th force components, andCi
j includes the terms of the

modal matrix associated with the node to which the j-th force component applies.

The elastic forces can be defined using the modal stiffness matrix Ki and modal

coordinates. The modal stiffness matrix is associated with the modal coordinates

and the matrix can be obtained from the conventional finite element approach using

the component mode synthesis technique [4]. The virtual work of elastic forces can

be written as follows:

dWsi ¼ d qif
T
Kiqif (13.19)
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Accordingly, the vector of elastic forces can be represented as follows:

Q f i ¼
0

0

Kiqif

2
4

3
5 (13.20)

Using (13.14), (13.17) and (13.19), the equation of virtual work, including

inertial, external and internal force components, can be written as follows:

dqi Mi€qi þQvi þQ f i �Qei
h i

¼ 0 (13.21)

The terms inside the brackets can be used to form unconstrained Newton-Euler

equations as follows:

R
Vi

riIdVi � R
Vi

riAi~�u
Pi

dVi
R
Vi

riAiCPi

R dV
i

R
Vi

ri~�uP
iT
~�u
Pi

dVi �R
Vi

ri~�uP
iT

CPi

R dV
i

sym
R
Vi

riCPi

R

T
CPi

R dV
i

2
66666664

3
77777775

€R
i

_�oi

€qif

2
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3
75

¼

R
Vi

FPi

dVi

R
Vi

~�u
Pi

Ai
T

FPi

dVi

R
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R

T
AiTFPi
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3
77777775

�

R
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�uP

i þ 2Ai ~�oi
CPi

R _qif

� �
dVi

R
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Pi

� T

~�oi ~�oi
�uP

i� 2~�u
Pi T ~�oi

CPi

R _qif

�
dVi

R
Vi

ri CPi

R

� T
~�oi ~�oi

�uP
i þ 2CPi

R

T ~�oi
CPi

R _qif

�
dVi

2
66666664

3
77777775

�
0

0

Kiqif

2
64

3
75 (13.22)

Equations of motion in this form are referred to as Generalized Newton-Euler

equations in [4], where Newton-Euler equations of rigid bodies are extended to

flexible bodies.
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13.2.2 Integration of the Equations of Motion

Due to the use of Generalized Newton-Euler equations as a description of dynam-

ics, the equations of motion are expressed using the angular velocity and angular

acceleration vectors. Equation (13.22) can be solved to obtain angular accelerations

in the body frame, which can be integrated with angular velocities. However, the

problem arises when the coordinates describing the orientation of the body have to

be solved. This is due to the fact that angular velocities cannot be directly integrated

with the parameters which uniquely describe the orientation of the body. For this

reason, a new set of variables p is defined, containing the orientation coordinates of

the body reference frame. In order to integrate the position level coordinates, a

relationship between the first time derivative of Euler parameters and the vector of

angular velocities defined in the body reference frame can be made through the

following linear expression:

_y
Ei

¼ 1

2
�G
iT
�oi (13.23)

where the velocity transformation matrix �G
i
can be written as follows:

�G
i ¼

�yE
i

1 yE
i

0 yE
i

3 �yE
i

2

�yE
i

2 �yE
i

3 yE
i

0 yE
i

1

�yE
i

3 yE
i

2 �yE
i

1 yE
i

0

2
64

3
75 (13.24)

The time derivatives of the body variables to be integrated can be stated using

vector _p as follows:

_pi
T ¼ _R

iT _y
EiT

_qif
T

h iT
(13.25)

which can be integrated to obtain position level generalized coordinates p.

13.2.3 Description of Constrained Mechanical Systems

In this section, the penalty method used in this study is briefly described. Mechani-

cal joints that restrict motion possibilities of interconnected bodies can be described

with constraint equations [5]. To satisfy a set of m constraint equations related to

generalized coordinates, the following equation must be fulfilled:

C q; tð Þ ¼ 0 (13.26)
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where C is a vector of constraints of the system and t is time. In the penalty method,

the constraints are combined to the equations of motion by employing penalty

terms. This procedure leads to a set of n differential equations as follows:

Mþ CT
qaCq

� �
€q ¼ Qe �Qv �Q f � CT

qa Qc þ 2Om _Cþ O 2C
� 	

(13.27)

where Cq is the Jacobian matrix of the constraint equations and a, O and m are

m � m diagonal matrices and contain penalty terms, natural frequencies and

damping ratios for constraints, respectively. If the penalty terms are equivalent to

each constraint, the matrices are identity matrices multiplied with a constant

penalty factor [6].

A drawback associated with the penalty method is that large numerical values

for penalty factors must be used, which may lead to numerical ill-conditioning and

round-off errors. However, the method can be improved by adding penalty terms or

correction terms, which are zero when constraint equations are fulfilled. Using this

approach, equations of motion can be written as follows:

Mþ CT
qaCq

� �
€q ¼ Qe �Qv �Q f � CT

qa Qc þ 2Om _Cþ O 2C
� 	þ CT

ql
� (13.28)

where l* is the vector of penalty forces. Since the exact values of l* are not known
in advance, an iterative procedure should be used as follows:

l�iþ1 ¼ l�i � a Cq€qi þQc þ 2Om _Cþ O 2C
� 	

(13.29)

where l* ¼ 0 is used for the first iteration. Using this equation, the forces caused by

errors in constraint equations at iteration i þ 1 can be defined and compensated. In

this case, the penalty terms do not need to have large numerical values. An iterative

procedure can be applied directly to (13.28), which leads to the following

expression:

Mþ CT
qaCq

� �
€qiþ1 ¼ M€qi � CT

qa Qc þ 2Om _Cþ O 2C
� 	

(13.30)

In the case of the first iteration, M€q0 ¼ Qe �Qv �Q f, the leading matrix of

(13.29) is a symmetric and positive definite, which makes the solution of the

equation efficient. This formulation behaves satisfactorily also in singular

configurations of a mechanical system.

13.3 Modelling of Actuators

In this study, crane systems are assumed to be driven with hydraulic actuators.

Hydraulic actuators can be modelled using the lumped fluid theory, in which the

hydraulic circuit is divided into volumes where pressures are assumed to be equally
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distributed. In this approach, the pressure waves in pipes and hoses are assumed to

be insignificant [7]. The hydraulic pressure in each hydraulic volume i can be

described as

_pl ¼
Bei

Vi

Xnc
j¼1

Qij (13.31)

where Bei is the effective bulk modulus of volume i, (13.31), Qij is the outgoing or

incoming flow rate of volume i and nc is the total number of flows related to volume i.
The effective bulk modulus defines the flexibility of the hydraulics and it can be

calculated as follows:

Bei ¼ 1

1

Boil
þ
Xnc
j¼1

Vj

ViBj
þ
Xnh
k¼1

Qij

Vk

ViBk

(13.32)

In (13.32), nh is the total number of pipes and hoses related to volume i. The bulk
modulus of oil, Boil, accounts for the amount of non-dissolving air in oil and it is a

function of pressure. The maximum value is typically Boilmax ¼ 1.6e9Pa. It is
important to note that the bulk modulus Bj of component j is also dependent on

the component type.

13.3.1 Modelling of Valves

For modelling purposes, a valve is assumed to consist of several adjustable

restrictor valves which can each be modelled separately [8]. With small pressure

differences (pressure difference < 1 bar), the flow over the restrictor is thought to

be laminar, whereas with larger differences, it is thought to be turbulent. When

using the semi-empiric modelling method, the flow over the restrictor can be

written as follows:

Q ¼ CvU
ffiffiffiffiffi
dp

p
(13.33)

whereCv is the semi-empiric flow rate constant and defines the size of the valve and

U is a variable that defines the spool or poppet position. For a number of valve

types, the variable U can be defined using a first order differential equationas

follows:

_U ¼ Uref � U

t
(13.34)
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where Uref is the spool reference position and t time constant describing the

dynamics of the valve spool.

13.3.2 Modelling of Hydraulic Cylinders

A hydraulic cylinder can be modeled by simply using the dimensions of the

cylinder and the pressure obtained from (13.31). The motion of the hydraulic

cylinder produces a flow rate to the hydraulic volume I as follows

QjA ¼ � _xAA

QjB ¼ _xAB

(13.35)

where AA is the area of cylinder piston side and AB is the area on cylinder piston rod

side, _x is the velocity of the stroke of the cylinder, as depicted in Fig. 13.3.

The force produced by the hydraulic cylinder can be written as

Fs ¼ p1A1 � p2A2 � Fm (13.36)

where Fm is the total friction force of the cylinder and p1 and p2 are pressures acting
in the cylinder chambers. The friction force is a function of pressures, cylinder

efficiency, � and velocity. The friction force can be described in a simple case as

follows:

Fm ¼ p1A1 � p2A2ð Þ 1� �ð Þ f _xð Þ (13.37)

The velocity dependent co-efficient, f _xð Þ, can be described using a spline-curve

as shown in Fig. 13.4.

Fig. 13.3 Hydraulic cylinder transform hydraulic pressure into a mechanical force
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13.3.3 Numerical Example

The numerical example is based on a Liebherr LTM 1030 mobile crane and is

shown in Fig. 13.5. The simulation model of the crane consists of eight bodies, of

which four are modelled as flexible bodies using two Craig-Bampton deformation

modes for each body. The model includes several force components related to wind

loads of hooks and booms, hydraulics, the engine and a rope system using a particle

based approach is modelled as well.

Since the model under investigation is used in training simulators, the hydraulic

model is a simplified version of the actual hydraulics shown in Fig. 13.6.

Hydraulic circuits consist of hydraulic cylinders, pressure compensated propor-

tional directional valves, pressure relief valves and pumps – in case of lift circuits,

two counter balance valves are used. Figures 13.7 and 13.8 show examples of a

simple work cycle, in Fig. 13.7 the valve control signal and spool opening are

presented. Figure 13.8 presents the flow rates through the lift circuit valve and the

pressure rates of cylinder chambers are shown in Fig. 13.9.

The simulation of the system was modelled using MeVEA Real-Time Simula-

tion environment. The environment offers the possibility of off-line simulation for

more detailed models or, alternatively, real-time simulation and visualization for

simplified models [9]. The environment is compatible with MeVEA Full Mission

Solution, which offers a motion platform and visualization environment combined

with user interface – including an operators seat, joysticks, and pedal etc. case

specific instrumentation [10].

Fig. 13.4 The velocity dependent friction co-efficient
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13.4 Simulation Environment

In order to simulate the actual environment of the mobile crane, the dynamic model

must be presented with visualization and physical feedback. This implementation

required a number of mechanical actuators, interfaces, software and a high perfor-

mance computer as shown in Fig. 13.10.

Fig. 13.5 Mobile crane in virtual construction site

Fig. 13.6 Simplified hydraulic system of a mobile crane
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Fig. 13.7 Lift circuit valve control signal and reference control signal

Fig. 13.8 Flow rates through the lift valve during work cycle
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Fig. 13.9 Lift circuit cylinder pressure rates

Fig. 13.10 Real-time simulation environment
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The high performance computer is required to solve equations of motion and

hydraulic circuits in real-time. The simulation results can be sent out to the

actuators of a motion platform via I/O interfaces and a computer. These are the

most critical aspects, where the response time should be minimized in order to

sustain the feel and sensation of real-time feedback. The accuracy of feedback and

parameters involved in the numerical analysis should also be taken into account.

The visualization of the working environment was carried out using 3D devel-

opment software. All the machine components were designed with the actual

dimensions, and to get a realistic result, the actual environment images were also

added. All the components were treated separately in such that they have their own

dedicated local coordinate system. These local coordinate systems were

synchronised with the dynamic model system in a computer and were connected

to another computer, which acted as a main controller for receiving and controlling

all of the input and output data. The main controller reacted based on the calculation

obtained from the dynamic model. It controls the position and velocity of the

actuators, as well as visualization aspects.

The simulator motion platform used in this project has six DOFs. This platform

has translational and rotational movements. Additional actuator may require a high

performance computer in order to ensure that the modelling process is sufficient

enough to generate fast data. Accurate inverse kinematic models of the platform

also need to be developed to get correct acceleration rates.

13.5 Conclusion

In the real-time simulation, a machine needs to be considered as a coupled system

that consists of mechanical components and actuators. This study introduced a

general simulation approach that can be applied for the real-time simulation of

hydraulically driven cranes. The introduced approach was based on the use of the

floating frame of reference formulation and was coupled with the lumped fluid

theory for the modeling of hydraulic circuits. The floating frame of reference

formulation can be used together with modal reduction methods. The introduced

simulation approach was applied to create real-time simulation models of a mobile

crane. The simulation model of the crane consists of eight bodies, of which four are

modelled as flexible bodies using two Craig-Bampton deformation modes for each

body. The model includes several force components related to the wind load of

hooks and booms, hydraulics, the engine and modelling of rope system using a

particle based approach. The simulation model of the crane was embedded into

real-time simulation environment that consists of visualization, motion platform

and an I/O interface. The real-time simulation environment allows for merging a

user to the simulation model in a realistic manner.
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Abstract 

In this study, a tree harvester truck real-time simulator has been developed to train the operator on using the truck and 
the cutter and managing the tree. A recursive formulation is used to express the equations of motion of the constrained 
mechanical system. Hydraulic actuators are modelled using the lumped fluid theory, in which the hydraulic circuit is 
divided into volumes where pressures are assumed to be equally distributed. In this approach, the pressure waves in 
pipes and hoses are assumed to be insignificant. For modelling purposes, a valve is assumed to consist of a number of 
adjustable restrictors which can each be modelled separately. Used contact model is divided into two parts, namely 
collision detection and response. Collision detection is used to identify whether moving bodies may potentially come in 
contact, and if so, when and where. Collision response is used to prevent penetration when contact occurs. In this study, 
a penalty method is used to determine collisions between objects.  
 
Keywords: Simulator, real-time, recursive, lumped fluid theory, contact modeling 
 
 

1. Introduction 
 
To fulfill customer requirements, a product needs to be analyzed by coupling all the relevant engineering areas together 
with the number of changes made during the design phase. At the same time, competition on the market is forcing 
companies to shorten their product development cycles and reduce their product development costs. This, in turn, is 
forcing companies to minimize the number of traditional physical prototypes being used in the design phase. The 
drawbacks of physical prototypes are the costs associated with manufacturing unique components, the manual assembly 
of each prototype, the installation of measurement instruments and finally the measurements that have to be made under 
realistic working conditions. Therefore, the best option is to build and analyze the machine virtually. To this end, the 
simulation system should be able to describe the working environment and machine functions accurately to provide 
real-life kind of feeling to the operator. A number of tree harvester truck simulators have been developed in past to train 
the operator on using the truck and the cutter and managing the tree. Several well-known companies have developed 
such simulators, for example John Deere Forestry Machine Simulator, Valmet Komatsu Forest simulator and Creanex 
Training Simulator.  

In the past, a simulator required a large space as well as expensive and high skills teams to manage its setup and 
maintenance [1]. However, with the increase of computer technology and the knowledge of multibody system, the 
simulator is becoming simpler and more users friendly. In practice, common real-time simulation for a simulator should 
consist of description of several technologies such as mechanics, actuators and a control system. E. Papadopoulos 
(1997) has implemented conventional linear graph method which to develop the models of the mechanical structure and 
actuators of harvester machine manipulator [2].  Linear graph method was developed to study the systems topology and 
modeling the physical systems whereas each single component is identified together with it constitutive equations. 
Linear graph for each subsystem could provide detail variables involve in the system and can be connected with other 
subsystem if those subsystem sharing the same variable. The advantage of this approach in multibody system is it is 
easy to switch from a relative coordinate to an absolute coordinate formulation.  However, the particular efficiency of 
dynamic model for 3D model produced by this approach is slightly not significant compare to recursive multibody 
formulation [3,4] 

The objective of this paper is to introduce an accurate simulation approach which closes to the real environment 
and feedback. This approach will be implemented to the tree harvester truck simulator and the modeling of mechanics 
(kinematics and dynamics), actuators, contact and control will be discussed in depth. The dynamic simulation of a 
mechanical system will be modeled using a semi recursive formulation with parallel computing approach. This method 
will be used to recursively form an equation of motion for an open loop (chain topology) rigid body system. The 
hydraulic actuators will be modeled using the lumped fluid theory in which the hydraulic circuit is divided into volumes 
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where pressures are assumed to be equally distributed. The penalty method is applied to model collision and contact. In 
the section on the numerical example, the introduced simulation approach is applied to create real-time simulation 
models for a tree harvester truck.    
 
 

2. Multibody Systems 
 
Multibody systems consist of a collection of bodies that are constrained to move relative to one another by kinematic 
connections. The system can have a tree or chain structure (open loop) or a structure with closed links of bodies (closed 
loop). In the chain structure system, the path from an arbitrary body in the system to another arbitrary body in the 
system is unique. To make it easy to understand, a tree harvester truck can be assumed and simplified into a chain 
structure concept and in general it can be divided into several bodies as shown in Figure 1. 
 

 
 

Figure 1. Tree harvester truck illustrated as rigid bodies 
 

The tree harvester truck mechanism consists of 5 bodies, not including the vehicle body. Bodies 1, 2, 3, 4 and 5 are 
connected to the previous bodies by revolute joints. Vehicle body, B0 is designated as the base body. Body B1 is 
attached to body B0 by a revolute joint. Joint 4 consists of two revolute joints which are vertical and horizontal. 
Therefore, this mechanical system has 6 degrees of freedom. Due to the movements in the horizontal and vertical, the 
motion of the mechanism is three dimensional.   
 
 

2.1 Recursive Formalism 
 
In this study, a recursive formulation is derived from the equation of motion for a constrained mechanical system. The 
kinematic properties such as position, virtual displacement, velocity and acceleration are developed based on the 
relative coordinates between contiguous bodies which are connected by a joint [5]. Hooker [6] proposed this formalism 
to the dynamic analysis of satellites and found the computational costs to increase linearly with the number of bodies. 
This algorithm has been used and extended by several researchers, and recently, this formalism has been generalized to 
improve its implementation and efficiency [7-10].  The dynamics equations in a recursive formulation are written in 
terms of the system’s degree of freedom and, typically, a lower dimensionality than those in an augmented formulation.  

As shown in Figure 1, the bodies are connected with joints. Each body number can be represented as Bn and the 
preceding body could be named Bn-1. The arranged set of body numbers is called “body connection array” [11]. The 
joint number is named before the body number. Each joint can consist of a single axis or multiple axes such as revolute, 
prismatic, cylindrical, translational and spherical joints. 
 
 

2.1.1 Kinematics 
 
Relative motion between neighboring bodies and constraints are the two main aspects in recursive kinematics to 
generate the total system matrices and a solution for the equation of motion for the multibody system. Figure 2 shows 
the elementary system of two bodies interconnected by a joint. 
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Figure 2. Relationship of contiguous bodies 
 

The orientation relationship of contiguous bodies is obtained by sequentially transforming from the body reference 
frame on body B0 to the body reference frame on body Bn. The system of bodies is considered an open chain and point 
0 is the global reference frame. The relative kinematics of position for each body can be described with respect to the 
global reference as 

 1 1n n n nr r s d  (1) 
 
where dn is joint relative displacement vector from point n-1’ to n while sn-1 can be computed as 
 

 1 1 1n n ns A s  (2) 
 
Orthogonal rotation matrix 1nA is obtained from previous body Bn-1. As an example in this case, the rotation matrix 

1nA at z-axis can be expressed as 
 

 

1 1

1 11

cos( ) sin( ) 0

sin( ) cos( ) 0

0 0 1

n n

n n

z axis

n

0 0 1

A  (3) 

 
where the rotation matrix An of body n can be computed as  
 

 1n n dA A A  (4) 
 
where Ad is the relative rotation matrix between contiguous bodies. The velocities could be determined from the time 
derivative of equation (1).  

 
1 1 1

n n

n n n n

n

1 1 1n 1 n 11 1 1

v r

r ω s d
 (5) 

                                                1n n dω ω ω  (6) 
 
Matrix 1n 1nω is the skew-symmetric matrix of cross product 1 1 1 1n n n n1 1n n 11ω s ω s . Vector dω is the relative angular 
velocity of the joint. The acceleration equations can be obtained by differentiating the equation (5) and (6) as follow 
 

 1 1 1 1 1 1n n n n n n n n1 1 1 1 1 1n n n n n n n1 1 1 1 1 11 1 1 11 1 1 1 11 1 1 11 1 1 11 1 1 1 1 11 11 1r r ω s ω ω s d  (7) 

 1n n dn n d11ω ω ω  (8) 
 
In the equations (1)-(8), the terms dn, Ad and ωd are the function of relative joint position, joint rotation matrix and joint 
angular velocity, respectively. The functions of velocity and acceleration for each common type of joint (prismatic, 
spherical etc.) can be obtained from the derivation of the expressions as suggested in [12]. 
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2.1.2 Equation of motion 
 
The equation of motion can be developed from the principle of virtual power as introduced in [13]. In Figure 4, 
assuming that position vector rn is shifting to the centre of gravity of the body and becomes nu , ωn is the velocity of 
body n and Nb is the number of contiguous bodies.  The equation of motion can be written in matrix form as  
 

 T T

1
0

bN
n n n

n n
n n n n n n n

nnnnT T
n n
T
n

n n n nn n n

m I 0 u 0 F
u ω

0 J ω ω J ω T
 (9) 

 
where nnr  and nω  are virtual translational and angular velocities, matrix Jn is inertia which is obtained from 

T
n n nA J A , mn is mass of the body while Fn and Tn are external forces and torques. The equation of motion can be 

formed into simple form as 
 

 T

1
0

bN

n n n n n
n

T
n n n nq M q C Q  (10) 

or in the compact form as 
 

 T 0Tq Mq C Q  (11) 
 
Where TTq , TC  and TQ   are vectors with dimension N=6Nb while matrix M is a diagonal mass matrix.  
 
From the equation (11), the dependent virtual velocities q  should be eliminated in order to obtain the final equation 
with a small size of dimension. Therefore, the independent virtual velocities z vector with Nf number of degree of 
freedom, which bring out from the joint velocities, is introduced. As mentioned before, q  have a dimension of 6Nb 
which covers the translational and angular velocities of each body. However, the angular position cannot be obtained by 
integrating q  which necessitates the introduction of the new variable pq to represent the dependent position. It can be 
done by separately defining the translational and orientation as suggested in the Cartesian coordinate approach [14] or 
other suitable methods. In this case, q and qqp  can be represent as 

 
 q qq qp E q  (12) 

 q qq qq F p  (13) 
 
Where Eq is velocity transformation matrix and Fq is inverse velocity transformation matrix. Like q , z  could also be 

integrated to obtain position which necessitates introducing position vector zp  and velocity transformation matrix zE  
with size of (Nf  x Nf). 
 

 z zz zp E z  (14) 
 
In this particular equation, pq can be represented in the function of pz and time as 
 

 ( , )q q z tp p p  (15) 
 
By taking derivative of equation (15), the final q  can be obtained as 
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q q
q z

z

q q
z

z

t

t

q q
q z

qq
z

q

p p
p p

p
p p

E z
p

 (16) 

Replacing qqp with equation (13) 

 
q q

z
q z t

qqq qp pq E z
F p

 (17) 

 q q
q z q

z t
q

q
qq q

qq

p p
q F E z F

p
 (18) 

 
The final velocities equation (18) can be written in the simple form as 
 

 q Rz b  (19) 
 

From here, with the assumption that pq is not time dependent, q

t
p

 can be eliminated and virtual velocities can be 

written as 
 q R z  (20) 

  
By taking time derivative of equation (19), the acceleration equation is  
 

 q Rz Rz b  (21) 
 
Substituting equations (20) and (21) into the original equation (11) could lead to  
  

 
T T

T T

0

( ) 0

T

)))T (

R z M(Rz Rz b) C Q

R z MRz MRz Mb C Q
 (22) 

 T T T T T T( ) 0T TT TT TT T T( T TT TTTTz R MRz R MRz R Mb R C R Q  (23) 
  
From equation (23), virtual velocity z  can be eliminated which leads to final equation as 
 

 T T T T T 0T TT TTT TTR MRz R MRz R Mb R C R Q  (24) 
 
Equation (24) can be reconstructed into new simplified form as 
 

 
T T T T T

T T( ) ( )

T TTTT TT

))
R MRz R MRz R Mb R C R Q

R Q C R M Rz b
 (25) 

 
 

2.1.3 Computing matrix R 
 
Here, it is clearly shown that velocity transformation matrix R plays an important role in the equation. Due to that, it is 
important to give attention to solving the matrix R which affects each body. As an example referring to the simple 
analogy in Figure 5, the total size of matrix R by assuming that all joints have one d.o.f is (30x5) where the columns of 
matrix R correspond to each joint in the system. If body B3 has been chosen to identify the matrix R3, the column 
corresponding to joints 4 and 5 are zero and only joints 1, 2 and 3 needs to be computed. Therefore, matrix R3 is a 
matrix of 1 2 3

3 3 3R R R  with size of (6x3) matrix where superscripts represent the joint number. Each sub matrix is (6x1) 

vector and the first three components of the vector obtain from equation (5) and last three components from equation 
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(6). From here it can be generalized that Rn can be formed into 1 2... qN
n n nR R R with the size of (6xNd) where Nd and Nq 

is the number of d.o.f and number of joints from body n to the vehicle body. The size of the sub-matrix j
nR  is (6xNj) 

where Nj is the number d.o.f at joint j.  
 
 

2.1.4 Numerical algorithm for open loop system 
 
The system of differential algebraic equation (DAE) has been transformed into ordinary differential equation (ODE) by 
integrating variables z  and zzp . In general, the algorithm is derived for generating the real-time simulation for an open 
loop system (chain topology) as in Figure 3. 
 
 

 
 

Figure 3. Algorithm for open loop real-time simulation 
  
 
 
 

2.2 Modeling of actuators 
 
In this study, the tree harvester systems are assumed to be driven with hydraulic actuators. Hydraulic actuators can be 
modelled using the lumped fluid theory. The lumped fluid theory divides a hydraulic circuit into volumes wherein the 
pressure is assumed to be equally distributed. The valves are modelled employing a semi-empirical approach which 
allows obtaining the parameters used in the flow equations through the orifices, in many cases from manufacturer 
catalogues. Usually, the hydraulic system has high nominal frequencies, and for this reason, the time step must be short 
in order to produce reliable results. Since one time integration algorithm is used for the machine system, the time 
integration in hydraulics forces the time step in the integration of mechanical components to be small. In this approach, 
the pressure waves in pipes and hoses are assumed to be insignificant [15]. The hydraulic pressure in each hydraulic 
volume i can be described as 
 

 
1

cn
ei

l ij
i j

B
p Q

V
eiBep ei

l
Be  (26) 

  
where Bei is the effective bulk modulus of volume i, equation (21), Qij is the outgoing or incoming flow rate of volume i 
and nc is the total number of flows related to volume i. The effective bulk modulus defines the flexibility of the 
hydraulics and it can be calculated as 

 

1 1

1

1 h
ei nnc

j k
ij

oil i j i kj k

B
V VQ

B V B V B

 
(27) 
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In equation (22), nh is the total number of pipes and hoses related to volume i. The bulk modulus of oil, Boil, 
accounts for the amount of non-dissolving air in oil and it is a function of pressure. The maximum value is typically 
Boilmax = 1.6e9Pa. It is important to note that the bulk modulus Bj of component j is also dependent on the component 
type. 
 
 

2.2.1 Modeling of Valves 
 
For modelling purposes, a valve is assumed to consist of several adjustable restrictor valves which can each be 
modelled separately [16]. With small pressure differences (pressure difference < 1 bar), the flow over the restrictor is 
thought to be laminar, whereas with larger differences, it is thought to be turbulent. When using the semi-empiric 
modelling method, the flow over the restrictor can be written as 

 vQ C U dp  (28) 

 
where Cv is the semi-empiric flow rate constant and defines the size of the valve and U is a variable that defines the 
spool or poppet position. For a number of valve types, the variable U can be defined using a first order differential 
equation as 

 refU U
U refUrefU  (29) 

 
where Uref  is the spool reference position and t time constant describing the dynamics of the valve spool. 
 

 
2.2.2 Modeling of Hydraulic Cylinders 

 
A hydraulic cylinder can be modelled by simply using the dimensions of the cylinder and the pressure obtained from 
equation (21). The motion of the hydraulic cylinder produces a flow rate to the hydraulic volume I as follows 

 
1 1

2 2

j

j

Q xA

Q xA
1xA11

2xA
 (30) 

 
where A1 is the area of cylinder piston side and A2 is the area on cylinder piston rod side, xx is the velocity of the stroke 
of the cylinder, as depicted in Figure 4. 
 

 
Figure 4. Hydraulic cylinder transforms hydraulic pressure into a mechanical force 

 
 
 

The force produced by the hydraulic cylinder can be defined as 
 

 1 1 2 2sF p A p A F  (31) 
 
where F  is the total friction force of the cylinder and p1 and p2 are pressures acting in the cylinder chambers. The 
friction force is a function of pressures, cylinder efficiency, η and velocity. The friction force can be described in a 
simple case as follow: 

 1 1 2 2( )(1 ) ( )F p A p A f x)  (32) 

The velocity dependent co-efficient, ( )f x) can be described using a spline-curve as shown in Figure 5. 
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Figure 5. The velocity dependent friction co-efficient 
 
 

2.3 Collision and contact modeling 
 
Contact model is one of the important models that should be considered when simulating more than one body. It’s 
function is to avoid the interpenetration of two bodies. Contact algorithm is used to determine when and where contact 
occurs and to calculate the elements of contact. Contact analysis can be done according to two numerical approaches, 
namely finite element analysis (FEM) and multibody system (MBS). FEM is the most powerful tool to analyze contact, 
and the results are very precise compared to MBS, but the computing time it requires is too long. Therefore, to reduce 
the computing time costs and come closer to real-time simulation, MBS is the best choice with acceptably accurate 
results. 

In practice, there are two steps in modeling the contact: contact detection and collision response [17]. Contact 
detection is the first and most important step. Contact detection models the moving bodies and determines when and 
where a potential collision will occur. The accuracy of the results depends on the geometry of the contacting bodies. 
Contact response prevents the penetration between two bodies. This is done by analyzing the contact force of colliding 
bodies based on their geometric properties, relative velocities and material. However, the penetration between two 
bodies may occur at high speed at a single time-step especially when using a bigger time step [18].  

There are many formulations for treating the contact in multibody systems such as the penalty technique [19], the 
Lagrange multiplier method [20], the impulse method [21], the polygonal contact model [22] and the time stepping 
method [23]. In this study, the penalty method is used to model the contact in multibody systems. Penalty method is one 
of the well-known approaches. It is also known as surface compliance or soft contact, and it permits interpenetration 
[24]. The general algorithm for contact/collision models can be seen in the state transition diagram in Figure 6. 
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Figure 6. State transition diagram track of contact phase between two bodies 
 
 

2.3.1 Collision detection 
 

In this study, the collision between bodies with different geometry is detected using a well-known approach called 
bounding volume (BV). This method is efficient enough to estimate whether the objects are overlapping or not in 
collision with detected trees. BV uses simple bounding volumes such as spheres and boxes which encapsulate the more 
complex geometry of the object. By using these simple shapes, it can accelerate the collision detection process. There 
are a few types of bounding methods which can be used for collision detection such as bounding spheres [25], Axis-
Aligned Bounding Box (AABB) [26], Discrete-Orientation Polytope (k-DOP) [27] and Oriented Bounding Box (OBB) 
[28].   

For example, in the AABB method, the collision can be estimated by comparing the distance between centre 
position, cn and radii rx

n and ry
n of the bounding boxes. Figure 7 shows a simple example of the AABB method used for 

harvester head and log.  
 

 
 

Figure 7. Axis Aligned Bounding Box (AABB) 
 
 
In general, a collision will not occur if, 
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 (33) 

 
Therefore, it can be said that selecting the suitable method for the bounding volume method has to be based on the 

type of objects. A different method may give different results and affect the after collision result. 
In certain conditions, collision detection needs special treatment, for example, when dealing with particles. Even 

though this method will affect the computing cost especially when a large amount of particles is involved, it will 
produce good results to be used in extended simulation. Particle based collision detection in general can be divided into 
several steps such as neighbor search method and force model as explained in [29].   
 
 

2.3.2 Collision response 
 

When a collision occurs, the existing simulation model is stopped and a new simulation model with new velocities as 
the new initial condition will take over as after collision model. However, it is difficult to avoid penetration between the 
objects, even using smaller time-step in the collision prediction algorithm. Smaller time-step could reduce the 
penetration amount but increase the computing time. This could result in an inaccurate simulation and produce errors in 
the simulation system. Therefore, the penalty method which is known as ‘soft contact’ is introduced to minimize this 
error. This method can almost fulfill the exact contact conditions and its accuracy depends highly on the penalty 
parameter and the specific case. In this method, the contact force can be determined by applying a non-linear spring-
damper element at the contact point. This spring-damper element can be described in detail using Hertz impact [30,31]. 
 
 

2.3.2.1 Kinematics 
 
The kinematics of the collision point can be described using a global reference frame. Figure 8 shows the example of 
collision direction before and during the collision.  

 

 
 

Figure 8. Collision between bodies A and B.  
 
 
The distance, d can be written from the basic global reference frame approach as follows: 

 A

B

P A A A

P B B B

r r A u

r r A u
 (34) 

 B AP P B B B A A Ad r r r A u r A u  (35) 
 
where AA and AB are a rotation matrix of bodies A and B in three dimensional and u = [x y z]T is relative position vector 
of bodies A and B. Knowing that, the relative velocity is the time derivative of d,  therefore the relative velocity is, 
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 B B B B B A A A A A

B B B B B A A A A A
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B B B B B A A A A AB B B B B A A AB B A AB B B B A A AB B A

d r ω u A u r ω u A u
r u ω H q r u ω H q

 (36) 
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uH A

q θ
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2.3.2.2 Contact forces 
 
As mentioned earlier, the contact forces apply Penalty method where small penetration is allowed between the 
contacting bodies. Basically, contact force, Fc can be composed from the tangential and normal forces components as, 

 c t nF =F +F  (37) 
 
The tangential (Ft) and normal (Fn) forces can be approximated as 

 ( ) ( , )n ni ni ni ni niF F g )  (38) 

 ( ) ( , )t ti ti ti ti tiF F g )  (39) 
 
Where fni and fti are the elastic stiffness term and, gni and gti are the damping term. The contact force procedure for this 
study has been described in [23].  
 
 

3 Numerical Example 
 
The numerical example is based on a Tree harvester truck as shown in Figure 9. The simulation model of the harvester 
consists of a number of bodies and it is modeled using recursive method. Figure 10 shows the simplified topology of the 
harvester which is used as a reference while implementing the recursive method. The models include several force 
components such as boom, hydraulics and log cutter (harvester head).  

A mechanics of a tree harvester truck can be considered as a set of rigid bodies, while mechanical joints will limit 
the relative motion of coupled bodies. The configuration of a mechanism changes in time based on the forces and 
motions applied to its components. Kinematic models concern the motion of the system independently without taking 
into account the forces that produce the motion. The kinematic model will show how the bodies move in the system and 
it needs linear and nonlinear systems of equations to solve. However, to achieve realistic responses in regard to the 
motion of the system that is caused by applied force, a dynamic model must be used. To develop the kinematic and 
dynamic model, the structure of the machine needs to be identified at an early stage to ensure a steady structure will be 
used for all the procedures.  
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Figure 9. Tree harvester truck connecting components 

 

 
Figure 10. Topology of tree harvester truck model. 

 
Since the model under investigation is used in training simulators, the hydraulic model example for this study is a 

simplified version of the actual hydraulics of outer boom as shown in Figure 11. 
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Figure 11. Simplified description of outer boom hydraulic system. 
 
 
Hydraulic circuits consist of hydraulic cylinder, pressure compensated proportional directional valves, pressure 

relief valves and pumps. Figures 12 and 13 show examples of a simple work cycle. In Figure 12, the valve control 
signal and spool opening are presented. Figure 13 presents the flow rates through the outer boom circuit valve, and the 
pressure rates of cylinder chambers are shown in Figure 14. 
 
 

 
 

Figure 12. Control valve signal and reference control signal.  
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Figure 13. Flow rates through the valve during work cycle. 
 

 
 

Figure 14. Pressure rates at the inlet (A and AC) and outlet (B) of the cylinder. 
 
 

The simulation of the system was modeled using MeVEA Real-Time simulation environment. The environment 
offers the possibility of off-line simulation for a more detailed model or, alternatively, real-time simulation and 
visualization for simplified models [32]. The environment is compatible with MeVEA Full Mission Solution, which 
offers a motion platform and visualization environment combined with user interface – including an operators seat, 
joysticks and pedal etc. based on the application [33].   
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4 Conclusion 
 
In real-time simulation, a machine needs to be considered as a coupled system that consists of mechanical components 
and actuators. This study introduced a general simulation approach that can be applied to real-time simulation of a 
hydraulically driven harvester. The introduced approach was based on the use of the recursive method that was coupled 
with the lumped fluid theory for the modelling of hydraulic circuits and the penalty method for contact modelling. The 
introduced simulation approach was applied to create real-time simulation models of a tree harvester truck. The 
simulation model of the harvester was embedded into real-time simulation environment that consists of visualization, 
motion platform and an I/O interface. The real-time simulation environment allows for merging a user to the simulation 
model in a realistic manner. 
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Real-time multibody application for tree
harvester truck simulator

Mohamad Ezral Baharudin1, Asko Rouvinen2,
Pasi Korkealaakso2 and Aki Mikkola1

Abstract

A real-time simulator for a tree harvester has been developed for training in more effective vehicle and cutter operation

and tree management. The equations of motion of the constrained mechanical system of the tree harvester are

expressed using a recursive formulation. The hydraulic actuator modelling of the harvester is based on lumped fluid

theory, in which the hydraulic circuit is divided into discrete volumes where pressures are assumed to be distributed

equally, while pressure wave propagation in pipes and hoses is assumed to be negligible. For modelling purposes, valves

are broken up into a number of adjustable restrictors, which can be modelled separately. The contact model used

comprises two parts: collision detection and response. Collision detection identifies whether, when and where moving

bodies may come in contact. Collision response prevents penetration when contact occurs and identifies how it should

behave after collision. A penalty method is used in this study to establish object collision events. The major achievement

of this study is combining these three modelling methods in the application of a real-time simulator.

Keywords

Multibody dynamics, recursive method, hydraulic actuator, harvester truck, contact modelling
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Introduction

As computer simulation tools become more sophisti-
cated, the option of virtually building and analysing
complex machine systems becomes an increasingly
attractive alternative to physical prototyping. If the
simulation is used for operator training, the simula-
tion system should be able to present the working
environment and machine functions accurately to
give the operator a true-to-life experience. A number
of tree harvester training simulators have been devel-
oped and are already being marketed by well-known
companies. These include, for example, the John
Deere Forestry Machine Simulator, the Valmet
Komatsu Forestry Simulator and the Creanex
Training Simulator.

In the past, tree harvester simulators required a
great deal of space and highly skilled (expensive)
teams to manage set-up and maintenance.1

However, with the increasing sophistication of com-
puter technology and growing knowledge of multi-
body systems, machine simulators are becoming
simpler and more user friendly. In practice, common
real-time machine simulation should consist of the
description of several subsystems such as the machine

mechanics, the actuators and the control system. The
development of a comprehensive computer-based tree
harvester simulator is claimed to have started in the
year 1997. The simulation models involved two major
sub-models: the kinematic of four degrees of freedom
manipulator and collision/contact detection of con-
tact between the log and ground and between the
manipulator and log.2 The dynamic models of
machines become complicated when the manipulators
are attached to a moving base. The moving base in the
iterative Newton–Euler dynamic model can be
described by employing a symbolic approach in the
implementation.3

On the other hand, a conventional linear graph
method can also be implemented for the models of
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the mechanical structure and hydraulic actuators of a
harvester machine manipulator.4 In the method, each
single component is identified together with its consti-
tutive equations. Linear graphs for each subsystem
provide detailed variables and can be interconnected
with other subsystems if they share variables.
However, three-dimensional models produced using
this approach result in less efficient dynamic model-
ling than models produced using a recursive multi-
body formulation.5,6 To accelerate the computing
time, it also possible to reduce the electro-hydraulic
actuator model where the dynamics of fluid lines are
eliminated and modelled as a purely resistive net-
work.7,8 The hydraulic system can also be modelled
using a simple computing algorithm and self-tuning
model reference adaptive control.9

Another almost similar study on developing the
dynamics model and simulation of a heavy machine
manipulator deals with cherry pickers where the
system consists of a truck (base), two flexible arms
and a passenger basket. The system is characterised
by the two-mode vibrations of a zero vibration input
shaper and an extra-insensitive input shaper that sig-
nificantly reduces the motion-induced oscillation of
the system.10,11 The dynamic behaviour of the
machine suspension can be modelled using an active,
semi-active or passive suspension system solution, as
explained in the study of Grott et al.12

In conclusion, many factors may affect the comput-
ing time in order for it to approach real-time applica-
tion, such as the method of implemented dynamics,
the integration time step, the numerical integration
algorithm, the CPU type, the source code structure,
the computing processing method and so forth13 and
the key to success in developing the harvester simula-
tor is the simulation models of manipulators, vehicle
motion due to unmade surface, cutting and loading
the log.14

The primary objective of the work described in this
article is to introduce a new and accurate simulation
approach that closely models the performance of a
complex machine system in a real environment and
with representative feedback. This approach was
implemented to develop a tree harvester simulator,
and the modelling of dynamics of the harvester’s
mechanics, hydraulic actuators and contact phenom-
ena are discussed in depth in the following sections.
The mechanical system was modelled dynamically
using a semi-recursive formulation and solved via par-
allel computing techniques. The equations of motion
were developed recursively for an open loop (chain
topology) rigid body system. The hydraulic actuators
were modelled using lumped fluid theory, in which the
hydraulic circuit volume is divided into discrete vol-
umes, and pressures are assumed to be distributed
equally. The penalty method was applied to define
model collision and contact. The tires-ground contact
is modelled using the LuGre friction model. The
introduced simulation approach, applied to produce
real-time simulation models for a tree harvester, is
described in ‘Numerical example’.

Mechanical model of tree harvester

Mechanical structure of the tree harvester is modelled
using multibody system dynamics approach. The
approach can be applied to dynamic analysis of sys-
tems consisting of bodies that are constrained to move
relative to one another using kinematic connections.
The system may have a tree or chain structure (open
loop) or a structure with closed links of bodies (closed
loop). In the chain structure system, the link between
any two arbitrary bodies in the system is unique. As
an example, a tree harvester truck can be simplified
into a chain structure multibody system, as shown in
Figure 1.

Figure 1. Tree harvester illustrated as multiple rigid bodies.
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The tree harvesting mechanism, which excludes the
vehicle body, comprises five bodies. Bodies 1, 2, 3, 4
and 5 are connected to the preceding bodies with
revolute joints. The vehicle body B0 is designated
the base body. Body B1 is attached to body B0 by a
revolute joint q1. The fourth joint q4 consists of two
revolute joints – one vertical and one horizontal.
Joints q2, q3 and q5 are revolute joints. The mechan-
ical system has six degrees of freedom. Because move-
ment is possible in both the horizontal and vertical
directions, the motion of the mechanism is three
dimensional.

Recursive formalism

The recursive formulation for this study derives from
the equations of motion for a constrained mechanical
system. The kinematic properties such as position,
velocity and acceleration are developed based on the
relative coordinates between contiguous bodies con-
nected by a joint.15 Hooker and Margulies16 proposed
this formulation to the dynamic analysis of satellites
and found the computational costs to increase linearly
with the number of bodies. This algorithm has been
used and extended by several researchers and has
recently been generalised to improve its implementa-
tion and efficiency.17–20 The dynamics equation in a
recursive formulation is written in terms of the sys-
tem’s degrees of freedom and, typically, is written
with a lower dimensionality than those in an aug-
mented formulation.

As shown in Figure 1, bodies are connected with
joints. Each body number can be represented as Bn.
Preceding bodies are designated Bn�1. The arranged
set of body numbers is called a ‘body connection
array’.21 Joint numbers are named before body num-
bers. The revolute, prismatic, cylindrical, translational
or spherical joints can consist of single or multiple
axes.

Kinematics. Relative motion between neighbouring
bodies and constraints are the two main aspects
of recursive kinematics used to generate the
total system matrices and solve the equations of
motion for the multibody system. Figure 2 shows an
elementary system of two bodies interconnected by
a joint.

The orientation relationship of contiguous bodies
is obtained by sequentially transforming from the
body reference frame on body B0 to the body refer-
ence frame on body Bn. The system of bodies is con-
sidered an open chain and point 0 is the global
reference frame. The relative kinematics of position
rn for each body can be described with respect to
the global reference as follows22

rn ¼ rn�1 þ sn�1 þ dn ð1Þ

where dn is the joint relative displacement vector from
point n� 10 to n, and sn–1 is a vector from point n� 1
to n� 10.

The orthogonal rotation matrix An�1 is obtained
from the preceding body Bn–1. The velocities can be
determined from the time derivative of equation (1)

vn ¼ _rn�1 þ ~un�1sn�1 þ _dn ð2Þ

un ¼ un�1 þ ud ð3Þ

where matrix ~un�1 is the skew-symmetric matrix of
the cross-product ~un�1sn�1 � un�1 � sn�1. Vector ud

is the relative angular velocity of the joint. The accel-
eration equations can be obtained by differentiating
equations (2) and (3) as follows

€rn ¼ €rn�1 þ _~un�1sn�1 þ ~un�1 ~un�1sn�1 þ €dn ð4Þ

_un ¼ _un�1 þ _ud ð5Þ

In equations (1) to (5), the terms dn, Ad and ud are
functions of relative joint position, the joint rotation
matrix and joint angular velocity, respectively. The
functions of velocity and acceleration for each
common type of joint (prismatic, spherical, etc.) can
be obtained by deriving expressions as suggested by
Avello et al.23

Equation of motion. The equations of motion can be
developed from the principle of virtual power, as pro-
posed by Avello et al.23 and Haug.24 In Figure 2, if
position vector rn is shifted to the centre of gravity of
the body becoming un, un is the velocity of body n and
Nb is the number of contiguous bodies. The equation
of motion can be written in matrix form as follows

�
Nb

n¼1
�_uTn �u

T
n

� � mnI 0

0 Jn

� �
€un

_un

� ��

þ 0

~unJnun

� �
� Fn

Tn

� ��
¼ 0 ð6Þ

Figure 2. Relationship of contiguous bodies.
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where �_un and �un are virtual translational and angu-
lar velocities, matrix Jn is inertia (obtained from
AnJnA

T
n ), mn is body mass and Fn and Tn are external

forces and torques. The equations of motion can be
simplified as

�_qT M€qþ C�Qð Þ ¼ 0 ð7Þ
From equation (7), the dependent virtual velocities

�_q should be eliminated to obtain the final equation
with a small dimension. Therefore, the vector of inde-
pendent virtual velocities �_z with Nf number of
degrees of freedom is introduced. As mentioned pre-
viously, _q has a dimension of 6Nb, which covers the
translational and angular velocities of each body.
However, the angular position cannot be obtained
by integrating _q, which necessitates the introduction
of the new variable pq to represent the dependent pos-
ition. The new variable can be defined by separately
defining the translational and orientation as suggested
in the Cartesian coordinate approach25 or other suit-
able methods. In this case, _q and _pq can be represented
as follows

_pq ¼ Eq _q ð8Þ

_q ¼ Fq _pq ð9Þ

In the preceding equations, Eq is the velocity trans-
formation matrix and Fq is the inverse velocity trans-
formation matrix. Similar to _q, _z cannot be integrated
to obtain a position, which necessitates introducing
the position vector pz and the velocity transformation
matrix Ez with the size (Nf�Nf)

_pz ¼ Ez _z ð10Þ

In this particular equation, pq can be represented as a
function of pz and time as follows

pq ¼ pqðpz, tÞ ð11Þ

By taking the time derivative of equation (11), the
final _q can be obtained as

_q ¼ R_zþ b ð12Þ
where

R ¼ Fq

@pq
@pz

Ez and b ¼ Fq

@pq
@t

The acceleration equation can be formulated by
taking the time derivative of equation (12)

€q ¼ R€zþ _R_zþ _b ð13Þ
Substituting equation (13) into the original equa-

tion (7) leads to these expressions

�_zTðRTMR€zþRTM _R_zþRTM_bþRTC�RTQÞ ¼ 0

ð14Þ

Equation (14) can be reconstructed in simpler form
as follows

RTMR€z ¼ �RTM _R_z� RTM_b� RTCþ RTQ

¼ RTðQ� CÞ � RTMð _R_zþ _bÞ
ð15Þ

Computing matrix R. Here, it is clearly shown that vel-
ocity transformation matrix R plays an important
role. Consequently, it is important to pay attention
to solving the matrix R that affects each body. For
example, referring to the simple analogy of Figure 1
and assuming that all joints have one degree of free-
dom, the total size of matrix R is (30� 5), where the
columns of matrix R correspond to each joint in the
system. If body B3 has been chosen to identify
matrix R3, the columns corresponding to joints 4
and 5 have all zero elements and only the 1, 2 and
3 joints need be computed. Therefore, matrix R3 is a
(6� 3) matrix R1

3R
2
3R

3
3

� 	
. The superscripts represent

the joint number. Each submatrix is a (6� 1) vector
and the first three components of the vector are
obtained from equation (2). The last three compo-
nents come from equation (3). From here, it can be
generalized that Rn can be formed into
R1

nR
2
n . . .R

Nq
n

� 	
with a size of (6�Nd), where Nd

and Nq are the number of degrees of freedom and
number of joints from body n to the vehicle body,
respectively. The size of the sub-matrix Rj

n is (6�Nj),
where Nj is the number of degrees of freedom at
joint j.

Numerical algorithm for open loop system. The system of
differential algebraic equations has been trans-
formed into ordinary differential equations by inte-
grating variables €z and _pz. In general, the algorithm
is derived for generating the real-time simulation for
an open loop system. The topology of the system
should be defined first by labelling all of the bodies
and joints. The algorithm to recursively compute
the dynamics of the open loop system is started
by assigning the initial values for positions pz and
velocity _z at t¼ 0. Then, by solving the position
problem, rn, qn and An can be obtained.
Subsequently, the velocities _rn, !n and _R_zþ _b


 �
are computed as a velocity-dependent acceleration.
With the help of a parallel computing loop from
n¼ 1:Nb:

1. Compute Mn, Cn, Qn and finally Rn

2. Compute RT
n Qn � Cnð Þ and RT

nM
T
n

3. Compute RT
nMn


 �
Rn and RT

nMn


 �
_R_zþ _b

 �

.

By using equation (25), the acceleration of €z can be
obtained. Compute _pz ¼ Ez _z and by integrating
€z, _pz

 �

, _z, pz

 �

tþ�t
can be obtained. In this algorithm,

4 Proc IMechE Part K: J Multi-body Dynamics 0(0)



the parallel computing loop requires the most com-
puting costs and may cause problems if not handled
accurately.

Modelling of actuators

In this study, hydraulic actuators, the assumed drivers
for the tree harvester systems, are modelled using
lumped fluid theory, which divides a hydraulic circuit
into discrete volumes with hydraulic pressure distrib-
uted equally. Valves are modelled using a semi-
empirical approach that makes use of flow parameters
that can be obtained, in many cases, directly from
manufacturer catalogues. Usually, a hydraulic
system has a high nominal frequency response and,
therefore, the calculation time step must be short to
produce reliable results. In this approach, pressure
wave propagation in pipes and hoses is assumed to
be negligible.26 The hydraulic pressure in each
hydraulic volume i can be described as follows

_pl ¼ Bei

Vi

Xnc
j¼1

Qij ð16Þ

where Bei is the effective bulk modulus that defines the
flexibility of the hydraulics, Qij is the outgoing or
incoming flow rate and nc is the total number of
hydraulic components, all related to volume i, Vi.
The effective bulk modulus can be calculated as

Bei ¼ 1
1
Boil

þPnc
j¼1

Vj

ViBj
þPnh

k¼1 Qij
Vk

ViBk

ð17Þ

In equation (17), nh is the total number of pipes
and hoses related to volume i. The bulk modulus of
oil, Boil, accounts for the amount of non-dissolving air
in the oil. It is a function of pressure and the max-
imum value is typically Boilmax¼ 1.6� 109Pa. The
bulk moduli Bj and Bk of components j and k are
also dependent on the component type.

The magnitude of volume Vi is solved based on the
combined volume of pipes, hoses and other hydraulic
components related to the volume as follows

Vi ¼
Xnc
j¼1

Vj þ
Xnh
k¼1

Vk ð18Þ

where the volume Vj of a single component depends
on the types of the component. The bulk modulus Bj

of component j is also dependent on the component
type.

Modelling of valves

For modelling purposes, a valve is assumed to consist
of several adjustable restrictor valves that can each be

modelled separately.27 Figure 3 shows an example of
4/3 directional valve where flow rate at each port (PA,
PB, PT and PP) can be calculated. With small pressure
differences (< 1 bar), the flow over the restrictor is
thought to be laminar and with larger differences, it
is thought to be turbulent. When using the semi-
empiric modelling method, the flow over the restrictor
can be written as follows

Q ¼ CvU
ffiffiffiffiffi
dp

p
ð19Þ

where Cv is the flow rate constant defining the size of
the valve, U is a variable that defines the spool or
poppet position and dp is the pressure difference
between pressure ports. For a number of valve
types, the variable U can be defined using a first-
order differential equation

_U ¼ Uref �U

�
ð20Þ

where Uref is the spool reference position and � is the
time constant describing the dynamics of the valve
spool.

Modelling of hydraulic cylinders

A hydraulic cylinder can be modelled using the
dimensions of the cylinder and the pressure obtained
from equation (16). The volumes of hydraulic cylinder
chambers are solved as a function of cylinder stroke
as follows

VjA ¼ xAA

VjB ¼ ðl� xÞAB

ð21Þ

where AA is the area of the cylinder piston side and AB

is the area on the cylinder piston rod side, x is the
stroke of the cylinder and l is the cylinder maximum
stroke. The motion of the hydraulic cylinder produces
a flow rate Q to the hydraulic volume i as follows

QjA ¼ � _xAA

QjB ¼ _xAB

ð22Þ

The stroke velocity of the cylinder is _x, as depicted
in Figure 4.

Figure 3. Direction valve.
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The force produced by the hydraulic cylinder Fs

can be defined as

Fs ¼ p1A1 � p2A2 � F� ð23Þ

where F� is the total friction force of the cylinder and
p1 and p2 are pressures acting in the cylinder cham-
bers. Friction force is a function of pressures, cylinder
efficiency � and velocity. The friction force can be
described in a simple case as follows

F� ¼ ð p1A1 � p2A2Þð1� �Þ f ð _xÞ ð24Þ

The velocity-dependent friction coefficient, f ð _xÞ,
can be described using a spline curve, as shown in
Figure 5.

In this particular model, the maximum speed of the
hydraulic cylinder is 1ms–1, as shown in Figure 5.
Friction is a physical process of shear between two
sliding surfaces as a function of velocity. In the fric-
tion model used, the coefficient decreases at a low
velocity and increases proportionally when the vel-
ocity increases after a specific velocity.28 The min-
imum velocity-dependent friction coefficient is 0.2 at

0.1ms–1. Hydraulic cylinder end damping is modelled
using impact force as follows

FImin ¼ kðx� xminÞ þ c _x STEP ð _x, � 1e� 3, 0, 1, 0Þ,
x5 xmin

FImax ¼ kðx� xmaxÞ þ c _x STEP ð _x, 0, 1e� 3, 0, 1Þ,
x4 xmax ð25Þ

where k is the end damping spring constant and c is
the damping coefficient. The STEP function that uses
a cubic polynomial to fit between two states is used in
the formulation code in order to avoid the instantan-
eously contact force.29

Collision and contact modelling

The contact model is important and must be con-
sidered when simulating more than one body. Its
function is to prohibit the interpenetration of
bodies. The contact algorithm determines when and
where contact occurs and calculates the contacting
elements.

In practice, there are two steps in contact model-
ling: contact detection and collision response.30

Contact detection is the first and most important
step. It models the moving bodies and determines
when and where a potential collision will occur. The
accuracy of the results depends on the geometry of the
contacting bodies. Contact response prevents penetra-
tion between bodies by analysing the contact force of
colliding bodies based on their geometric properties,
relative velocities and material makeup. However,
interbody penetration between rapidly moving
bodies may occur between times steps if excessive
time steps are being used.31

There are several ways to define contact in multi-
body systems, including the penalty technique, analyt-
ical method and impulse method.32–34 In this study,
contacts between bodies are defined using the penalty
method, which allows small penetrations between
bodies, and a temporal spring damper is added
between the collision points.35–37 Since it permits
interpenetration,38 the penalty method is also known
as the surface compliance or soft contact method. The
general algorithm for contact/collision models is illu-
strated by the state transition diagram in Figure 6.

In Figure 6, d and _d are the distance and velocity
between two objects, while FN and FT are normal and
tangent forces. The idea of this algorithm is to always
compare the distance between two bodies and a colli-
sion occurs when the distance d is equal to or less than
0. Then, the collision response model will be imple-
mented. The contact force is applied to the model as
an external force.

In this study, the object-oriented bounding box
(OOBB) model is used for collision detection and
the penalty method is applied as a collision responseFigure 5. The velocity-dependent friction co-efficient.

Figure 4. Hydraulic cylinder transforms hydraulic pressure

into a mechanical force.
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between the harvester head and log. Contact between
tires and the ground is modelled using the LuGre
model as a friction model.

Collision detection

The collision between bodies with different geometries
is detected using the bounding volume (BV) approach.
This method uses detection trees to determine whether
or not proximate bodies are intersecting. The BV
approach uses simple bounding volumes such as
spheres and boxes to encapsulate the more complex
body geometries. The simplicity and tightness of the
bounding box affect the efficiency of collision detec-
tion. There are a few types of bounding methods
available for collision detection, such as bounding
spheres,39 an axis-aligned bounding box,40 a dis-
crete-orientation polytope41 and an oriented bound-
ing box.42

In this study, collision detection is accomplished
by employing the OOBB approach. This approach
offers the minimum rectangular solid embodying the
object and along the direction of axis. The tightness
of OOBB can significantly reduce the number of
bounding boxes involved in intersection detection.
If the object has variety of shapes, the OOBB can
be divided into small boxes that are connected to
each other, that is, an OOBB tree. Each box can
be treated separately for collision detection.
However, the higher the number of OOBBs in the
hierarchy, the greater the computing costs.
The separating axis theorem is used to test whether
the two OOBBs on an axis either intersect or not.
For a three-dimensional case, this theorem offers 15
potential separating axes, which need to be

examined, and if overlapping occurs on every
single separating axis, the boxes intersect. These
are the three local axes of the first OOBB, the
three local axes of the second and the nine cross-
products of an axis of the first OOBB with an axis
of the second. If the boxes do not intersect, the given
axis is called as a separating axis. Figure 7 shows an
OOBB collision detection approach in a two-dimen-
sional case between harvester head and log.

In Figure 7, A1, A2, B1 and B2 are normalised axes
of boxes A and B while a1, a2, b1 and b2 are the radii
of boxes A and B. L is a normalised direction and T is
the distance from the centres of A and B. The formu-
lations for pA and pB are

pA ¼ a1A1Li þ a2A2Li

pB ¼ b1B1Li þ b2B2Li

ð26Þ

Boxes A and B do not overlap in a two-dimensional
case if T.L> pAþ pB. For a three-dimensional case, all
15 separating axes must be tested and the two OBBs
are separated if

T � Li 4 pAi þ pBi i ¼ 1 : 15 ð27Þ

Under certain conditions, collision detection needs
special treatment, for example, when dealing with
particles. Even though this collision detection
method will affect computing costs, especially when
a large number of particles are involved, it will
produce good results for extended simulation. In gen-
eral, particle-based collision detection can be divided
into several steps and involves different approaches
such as the neighbour search method or the force
model.43

Figure 6. State transition diagram track of contact phase between two bodies.
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Collision response

In practice, it is difficult to avoid body penetration
even when using smaller time steps in the collision
prediction algorithm. Using smaller time steps reduces
penetration occurrences but increases computing
time. Hence, there is a limit to how small the time
steps can be made. This limitation may result in
inaccurate simulation results. Therefore, applying
the penalty method could produce an acceptable
result in the real-time environment. The penalty
method can be categorised into two types: the
normal force methods and the geometry-based
model. The normal force method deals with the
single force model and will account for the entire col-
lision. The geometry-based model can be divided into
single collision point models, multiple collision point
models and volumetric models.44–48 In this particular
study, the geometry-based model (single point)
was chosen.

The kinematics of collision points can be described
using a global reference frame. Figure 8 gives an
example of collision direction before and during a
collision.

In Figure 8, Ft and Fn are the tangential normal
force at the collision point. Distance d can be written
from the basic global reference frame approach as
follows

rPA
¼ rA þ AA �uA

rPB
¼ rB þ AB �uB

ð28Þ

d ¼ rPB
� rPA

¼ rB þ AB �uB � rA � AA �uA ð29Þ
where AA and AB are a rotation matrix of bodies A
and B in three dimensions and �u¼ [x y z]T is a relative
position vector of bodies A and B. Knowing that the

relative velocity is the time derivative of d, the relative
velocity is

vAB ¼ _rB þ ~uB �uB þAB
_�uB � _rA � ~uA �uA �AA

_�uA

¼ _rB � ~�uBuB þHB _qB � _rA þ ~�uAuA �HA _qA

ð30Þ

As mentioned earlier, a spring and damper are
added in the penalty method in order to define the
contact forces when a small penetration is allowed
between contacting bodies. Basically, the contact
force at the contact point can be formulated as

F ¼ �Kx� Cðn � vABÞ ð31Þ

where n is the contact normal, x is the penetration
depth, K is the coefficient of elasticity and C is the
damping factor. The dot product of relative velocity
vAB and contact normal n is the component of the
relative velocity in the direction of the collision
normal. The choice of value for the two coefficients
K and C is vital and may result in a range of desired
collision response types.

Tire modelling

The harvester truck will manoeuvre on the unmade
surfaces/off road and each movement will affect the
dynamic behaviour of the system. There are different
approaches to model the contact between the tires and
ground and the most realistic model should consider
the contact patch interaction between the tires and
soil using finite element method and multibody
dynamics.49,50 However, simulating the detail dimen-
sions of the contact patch between the tires and
ground surface/soil will increase the computing

(a) (b)

Figure 7. Object Oriented Bounding Box (OOBB): (a) not intersected and (b) intersected.
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costs, which is not desirable for the real-time simula-
tion. Therefore, in order to meet the real-time criter-
ion, the tires and ground are assumed to be simple
rigid bodies and the profile of the ground can be con-
structed depending on the required environment (off-
road profile).

For the implementation of this particular tree har-
vester simulator, the tire of the truck is presumed as a
series of discs, as shown in Figure 9(a), whereas the
typical forces involved are longitudinal force Fx, lat-
eral force Fy and vertical force Fz. In this simulation,
the contact between tire and ground is assumed as
contact between two rigid bodies. Figure 9(b) shows
the friction model with punctual contact, whereas Fn

is the normal force, F is the friction force and v is the
relative velocity between the bodies.

The lumped LuGre model is used to model the
contact between tire and ground. The LuGre friction
model is an enhancement of the Dahl model with the
Stribeck effect added. This model captures many

important aspects of friction, such a stiction, the
Stribeck effect, stick slip, zero slip displacement and
hysteresis.51–54 The contact between tire and ground is
modelled as two rigid bodies that contact through an
elastic bristle at the microscopic level, as shown in
Figure 9(c). When contact occurs, the tangential
force will affect the bristles by deflecting like springs
and create the friction force.55,56 Whena large force is
imposed during the contact, some of the bristles could
deflect excessively and start to slip. When the tire
rotates, the bristle will deflect with respect to time
and the deflection of the bristles denoted by z is
derived by defining the normalised longitudinal as

z ¼ �1 � �0
�0

ð32Þ

where �1 is the distance from the deformed bristle
point to point q while �0 is the distance from an

(b)(a)

Figure 8. Collision between bodies A and B.

(a) (b) (c)

Figure 9. LuGre tire model.
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undeformed bristle point to point q. The average
deflection of bristles is the time derivative of z as

dz

dt
¼ v� �0 vj j

gðvÞ z ð33Þ

where v is the relative velocity between two sliding
surfaces. This shows that the deflection is relative to
the integral of the relative velocity. The function g
(friction) must always be positive and depends on

material properties, lubricants, temperature and
other factors. The friction force generated from the
bending bristles is

F ¼ �0zþ �1
dz

dt
þ �2v

� �
Fn ð34Þ

where �0 is the longitudinal lumped stiffness, �1 is the
longitudinal lumped damping coefficient and �2 is vis-
cous relative damping. The Stribeck effect occurs

Figure 11. Topology of tree harvester model.

Figure 10. Tree harvester connecting components.
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when the typical friction g(v) decreases with increasing
velocity v for low velocities. Therefore, function g(v),
which describes the Stribeck sliding friction force
effect is

gðvÞ ¼ Fc þ ðFs � FcÞe� v
vs



 

1=2 ð35Þ

where Fc is Coulomb friction, Fs is normalized static
friction and vs is the Stribeck relative velocity.

Numerical example

The following numerical example is based on a typical
tree harvester, as shown in Figure 10. The simulation
model of the harvester consists of a number of bodies
and is modelled using a recursive method. Figure 11
shows the simplified topology of the harvester used as
a reference when implementing the recursive method.
The models include several force components such as
booms, hydraulics and log cutters (harvester head).

The mechanics of a tree harvester can be con-
sidered as a set of rigid bodies with mechanical
joints limiting the relative motion of the coupled
bodies. Configuration changes with time based on
the forces and motions applied to the harvester’s com-
ponents. Kinematic models consider system body
motions without taking into account the forces that

Figure 13. Control valve signal and reference control signal.

Figure 12. Simplified description of outer boom hydraulic

system.

Table 1. Summary of model.

Name Number

Number of bodies 25

Number of joints 29

Number of joint coordinates 31

Number of closed loop constraint equations 7

Degrees of freedom 23

State variables 177
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produce the motion. A kinematic model shows how
the bodies move within the system. It is solved using
linear and non-linear systems of equations. However,
a dynamic model must be used to reveal the move-
ment of the bodies and the realistic responses of the
system to applied and resultant forces. To develop the

kinematic and dynamic model simulations, the struc-
ture of the machine needs to be identified early so that
all simulation procedures are based on a common
structure.

Figure 11 is the topology of the tree harvester
model, which shows the structures are connected to

Figure 15. Pressure rates at the inlet (A and AC) and outlet (B) of the cylinder.

Figure 14. Flow rates through the valve during work cycle.
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each other through joints from the bogie to the har-
vester head. There are two major types of joints in this
structure: the revolute joint and the cylindrical joint.
This structure consists of open loop and closed loop
links. For the closed loop link, the cut joint is intro-
duced and the penalty approach must be added as a
constraint equation. For this particular tree harvester
topology, the model structure can be summarised as
in Table 1.

Since the model under investigation is used in
training simulators, the hydraulic model example for
this study is a simplified version of the actual hydraul-
ics for the outer boom, as shown in Figure 12.

A hydraulic circuit consists of the hydraulic cylin-
der(s), the pressure-compensated proportional direc-
tional valve(s), the pressure relief valve(s) and the
pump(s). Figures 13 and 14 give examples of a
simple work cycle. Figure 13 shows the valve control
signal and spool opening. Figure 14 shows the flow
rates through the outer boom circuit valve. The
pressure rates of the cylinder volumes are shown in
Figure 15.

The collision simulation between the harvester
head and ground is shown in Figure 16, where the
harvester head is pressed against the ground and
then the boom swing motion is added. The initial

Figure 16. Collision force between harvester head and ground.
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condition is that the boom points to the x-direction. It
is lowered until the harvester head collides with the
ground. The boom is swung to the left and the pres-
sure towards the ground is constant.

The simulation was carried out using the MeVEA
real-time simulation environment, which offers the
possibility of offline simulation for a more detailed
model or real-time simulation and visualisation for
simplified models. The environment is compatible
with the MeVEA Full Mission Solution, which
offers a motion platform and visualisation environ-
ment combined with a user interface that includes a
seat for the operator, joysticks, and pedal and so forth
configured specifically for the application.57

Conclusions

In real-time simulation, a machine must be considered
as a coupled system that consists of mechanical com-
ponents and actuators. This study introduced a general
simulation approach that can be applied to the real-
time simulation of a hydraulically driven harvester.
The introduced approach was based on the recursive
method coupled with lumped fluid theory for the mod-
elling of hydraulic circuits and the penalty method for
contact modelling. The introduced simulation
approach was applied to create real-time simulation
models of a tree harvester. The simulation model of
the harvester was installed and tested in a real-time
simulation environment consisting of a visualisation
display, a motion platform and an I/O interface. The
real-time simulation environment merged the operator
virtually with the simulated tree harvester.
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14. Freund E, Krämer M and Rosmann J. Towards realis-

tic forest machine simulators. In: AIAA modeling and

simulation technologies conference and exhibit, Denver,
CO, 14–17 August 2000, paper no. AIAA-2000-4095,
p.1.

15. Bae DS and Haug EJ. A recursive formulation for con-
strained mechanical system dynamics: part 1. Open
loop system. Mech Struct Mach 1987; 15(3): 359–382.

16. Hooker W and Margulies G. The dynamical attitude

equation for an n-body satellite. J Astronaut Sci 1965;
12: 123–128.

17. Featherstone R. The calculation of robot dynamics

using articulated-body inertias. Int J Robot Res 1983;
2: 13–30.

18. Bae DS and Haug EJ. A recursive formulation for

constrained mechanical system dynamic: part II.
Closed loop system. Mech Struct Mach 1988; 15(4):
481–506.

19. Kim SS and Haug EJ. A recursive formulation for flex-

ible multibody dynamics. Part I: open loop system.
Comput Methods Appl Mech Eng 1988; 71: 481–506.

20. Bae DS, Han JM and Yoo HH. A generalized recursive

formulation for constrained mechanical system
dynamic. Mech Struct Mach 1999; 27(3): 293–315.

14 Proc IMechE Part K: J Multi-body Dynamics 0(0)



21. Slaats PMA. Recursive formulations in multibody
dynamics. Report, computational mechanics,
Technische Universiteit Eindhoven, December 1991.

22. Rahnejat H. Multi-body dynamics: vehicles, machines
and mechanism. London: Professional Engineering
Publishing, 1998, p.370.

23. Avello A, Jimenez JM, Bayo E, et al. A simple and
highly parallelizable method for real-time dynamic
simulation based on velocity transformation. Comput

Meth Appl Mech Eng 1993; 107(3): 313–339.
24. Haug EJ. Computer aided kinematics and dynamics of

mechanical systems. Volume I: basic methods. Needham
Heights, MA: Allyn and Bacon, 1989, p.500.

25. Garcia de Jalon J and Bayo E. Kinematic and dynamic
simulation of multibody systems: the real-time challenge.
New York: Springer-Verlag, 1994.

26. Watton J. Fluid power system: Modelling, simulation,
analog and microcomputer control. London: Prentice
Hall International (UK) Ltd, 1989, p.490.

27. Handroos HM and Vilenius MJ. Flexible semi-empiri-
cal models for hydraulic flow control valves. J Mech
Des 1991; 113(3): 232–238.

28. Amrmstrong-Helouvry B, Dupont P and De Wit CC. A
survey of models, analysis tools and compensation
methods for the control of machines with friction.
Automatica 1994; 30: 1083–1138.

29. Blundell M and Harty D. The multibody system
approach to vehicle dynamics. Oxford, UK,
Burlington, MA: Elsevier Butterworth-Heinemann,

2004, p.518.
30. Ebrahimi S and Eberhard P. Aspects of contact prob-

lems in computational multibody dynamics.

In: Carlos Garcı́a Orden Juan, M Goicolea José and
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Appendix

Notation

a1, a2 radii of box A
b1, b2 radii of box B
A1, A2 normalized axes of box A
AA area behind the hydraulic piston
AA rotation matrix of body A
AB area a front of hydraulic piston
AB rotation matrix of body B
An area of cylinder chamber
B1, B2 normalized axes of box B
Bei effective bulk modulus
Bj bulk modulus of component j
Bk bulk modulus of component k
Bn body with number of n
Boil bulk modulus of oil
c damping coefficient
C damping factor
C total inertia
Cv flow rate constant
dn joint relative displacement vector
€dn joint relative acceleration
_dn joint relative velocity
dp pressure different between pressure

ports
Eq velocity transformation matrix
Ez new velocity transformation matrix
f ð _xÞ velocity-dependent friction coefficient
Fc Coulomb friction force
Flmin, Flmax hydraulic cylinder end damping
Fn external force at body n
Fn normal force
Fq inverse velocity transformation matrix
Fs normalized static friction
Fs total force produced by the cylinder
Fm total friction force of the cylinder
g(v) Stribeck sliding friction force effect
I identity matrix
Jn inertia of body n
k end damping spring constant
K coefficient of elasticity

l cylinder maximum stroke
L normalized direction
mn mass matrix of body n
M total mass matrix
n contact normal
nc number of hydraulic component
nh number of hoses
Nb number of contiguous bodies
_pl hydraulic pressure
pn pressure acting in the cylinder

chamber
_pq dependent velocities
pz new position vector
_pz new velocity
€q acceleration
qn generalized coordinate of joint n
Q flow over restrictor
Q total forces
QjA flow rate behind the cylinder piston
QjB flow rate a front of cylinder piston
Qij outgoing or incoming flow rate
rn relative kinematics of position for

body n
_rn relative kinematics of velocity for

body n
€rn acceleration of body n
R projection matrix
sn–1 vector from point n–1 to n–1’
T distance from centre
T time
Tn torque at body n
�uA relative position vector of body A
�uB relative position vector of body B
un new shifted position to the centre of

gravity of rn
€un acceleration of body body n
U variable of spool or poppet position
_U velocity of position displacement
Uref spool reference position
vn velocity at joint n
vs Stribeck relative velocity
vAB dot product of relative velocity
Vi total hydraulic volume
Vj volume of single component
VjA volume behind the hydraulic piston
VjB volume a front of hydraulic piston
Vk volume of single hose
x displacement of cylinder stroke
_x stroke velocity of the cylinder
z deflection of the bristles

�un virtual angular velocities
�_un virtual translational
�_q dependent virtual velocities
�0 distance from an undeformed bristle

point to origin point
�1 distance from the deformed bristle

point to origin point
� cylinder efficiency
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�0 longitudinal lumped stiffness
�1 longitudinal lumped damping

coefficient
�2 viscous relative damping
� time constant describing dynamic of

valve spool
ud relative angular velocity of the joint

_un relative angular acceleration of body n
_ud relative angular acceleration of the joint
~un skew-symmetric matrix of the cross-

product
_~un�1 differentiating of skew-symmetric

matrix of body n–1
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ABSTRACT 
The interest in using hybrid technology in Non-Road 

Mobile Machinery (NRMM) has increased significantly in the 
late 2000s due to tightening emission regulations (Tier 4). In 
general, utilization of hybrid technology can simplify the 
vehicle driveline compared to conventional mechanical and 
hydraulic power transmissions. On the other hand, hybrid 
technology and its different driving modes and multiple 
power sources creates new challenges in the design process. 
Many industries have used co-simulation and virtual 
prototyping approaches successfully as a development and 
diagnostic tool. However, it is still rarely used in the design 
of hybrid mobile machines. This is due to the fact, that the 
computer analysis of a mobile machine is a multidisciplinary 

task which requires a deep knowledge in several engineering 
areas. In this paper, a novel real-time co-simulation platform 
is presented that couples multi-body dynamics based physics 
modelling and Matlab/Simulink –based hybrid driveline 
modelling. The presented approach enables a fast and 
accurate virtual prototyping tool to calculate dimension 
hybrid driveline components and test various hybridization 
concepts. 

INTRODUCTION 
The interest in hybridizing Non-Road Mobile 

Machinery (NRMM), such as mine loaders, straddle carriers, 
and harvesters, has recently increased significantly, mainly 
due to tightening emission regulations (Tier 4). Hybrid 
technology with multiple power sources creates new 
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challenges in the design process. An employment of co-
simulation and virtual prototyping approaches has rapidly 
become an essential development and diagnostic tool for a 
number of industries. However, it is still rarely used in the 
design of hybrid mobile machines. This is due to the fact, that 
the computer analysis of a mobile machine is a 
multidisciplinary task which requires a deep knowledge in 
several engineering areas and their interaction, in particular.   

Multi-body system software (MBS) can be used in a co-
simulation of control systems, actuators, and mechanics in a 
straightforward manner [1]. For example, Simpack multi-
body software can be used with Matlab/Simulink to simulate 
active steering systems of vehicles [2]. The model of the 
vehicle running in Simpack and Matlab/Simulink is used for 
implementation by the controller. Ping He et al. studied 
integration of semi-active suspension and vehicle dynamics 
control [3]. They ran a multi-body model of a vehicle in 
MSC.ADAMS software and used Matlab/Simulink to test 
different controllers. Mousseau et al. presented a 
comprehensive vehicle dynamics model for simulating the 
dynamic response of a ground vehicle on rough surfaces [4]. 
They used multi-body system simulation (MSC ADAMS) to 
simulate the vehicle, a nonlinear finite element (FE) program 
for the tires, and an interface to transfer the data between 
simulations.  

The objective of this paper is to introduce a detailed 
simulation environment based on the multi-body dynamics 
approach. The use of modern multibody simulation 
techniques enables the description of complex products such 
as mobile machinery with a high level of detail while still 
solving the equations of motion in real-time. This technology 
has been utilized in user training and more recently, in 
product development.  For product development, real-time 
simulation makes it possible to account for the machine users 
and their needs early on in the concept development phase.  

The simulator environment presented in this paper is 
tailor designed for analysis of hybrid vehicles. This 
environment allows a detailed multi-body model of a mobile 
machine to be run in real time in a realistic virtual 
environment by a human driver. By coupling to simulation 
models of electric drives in an another software, for example 
Matlab/Simulink, the whole system simulation environment 
also allows a number of design features to be studied, 
including fuel consumption, control strategies, and 
optimization of hybrid vehicles. The introduced implicit co-
simulation environment consists of modules such as 
mechanisms, tires, hydraulic actuators, and various other 
models as well as the externally coupled hybrid driveline 
simulation and its components in Simulink, and the whole 
system can be solved in real-time. 

MULTI-BODY SYSTEM MODELING 
In this study, an open loop semi recursive method is 

used in multibody modelling. In this method, kinematic 
properties such as position, velocity, and acceleration are 
developed based on the relative coordinates between 
neighboring bodies connected by a joint [5]. This algorithm 
has been used and extended by several researchers and been 

generalized to improve its implementation and efficiency 
[6][7]. The dynamics equation in a recursive formulation is 
written in terms of the degrees of freedom of the system and, 
typically, is written with a lower dimensionality than those in 
an augmented formulation. 

A schematic representation of a multibody system is 
depicted in Fig. 1. Each body number of the multibody system 
can be represented as . Preceding bodies are designated 

. The arranged set of body numbers is called a “body 
connection array” [8]. Joint numbers are named before body 
numbers. The revolute, prismatic, cylindrical, translational, 
or spherical joints can consist of single or multiple axes. In 
this study, the multibody implementation is general and it also 
supports rheonomic constraints.  

Kinematics 
Relative motion between neighboring bodies and 

constraints are the two main aspects of recursive kinematics 
used to generate the total system matrices and solve the 
equations of motion for the multi-body system. Fig. 1 shows 
an elementary system of two bodies interconnected by a joint.

FIGURE 1. RELATIONSHIP OF NEIGHBORING BODIES. 

The orientation relationship of contiguous bodies is 
obtained by sequentially transforming from the body 
reference frame on body  to the body reference frame on 
body . The system of bodies is considered an open chain, 
and point 0 is the global reference frame. The relative 
kinematics of position  for each body can be described with 
respect to the global reference as follows [9]. 

where is the joint relative displacement vector from point 
n-1 to point n , and  is a multiplication of rotation matrix 

with body fixed frame vector . In this study, Euler 
parameter and a normalized constraint are enforced by 
employing a direct correction approach. The velocities can be 
determined from the time derivative of equation (1).

where matrix  is the skew-symmetric matrix 
representation of angular velocity vector. Vector  is  the  
relative angular velocity of the joint. The acceleration 

= + + , (1)

= + +  , (2)

= +  , (3)
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equations can be obtained by differentiating equations (2) and 
(3) as follows 

In equations (1) - (5), the terms and  are functions 
of relative joint position and joint angular velocity, 
respectively. The functions of velocity and acceleration for 
each common type of joint (prismatic, spherical, etc.) can be 
obtained by deriving expressions as suggested by Avello et 
al. [10].

Equation of motion  
The equations of motion for open loop system, which 

are composed of Nb bodies, interconnected by kinematic 
joints can be written as

where is 6Nb of virtual Cartesian velocities vector, M is 
6Nb x 6Nb of mass matrix,  is 6Nb of Cartesian accelerations 
vector, C is  6Nb of centrifugal forces vector and Q is  6Nb
external forces vector. All terms can be written as

The terms in equation (7) can be decomposed into dedicated 
component as 

where Mn is a 6x6 mass matrix, Cn and Qn are 6x1 vectors 
corresponding to body n.  mi is the mass, I is the identity 
matrix with a size of 3x3, n is the angular velocity, gn is the 
center of mass position, Jn is the 3x3 inertia tensor, fn is 3x1 

external forces vector, nn is 3x1 external torque vector.  The 
constant inertia tensor Jn can be computed as

The virtual velocities in equation (6) needs to be 
eliminated from the equation by expressing V* in terms of the 
independent joint variables z as describe in [10] and [11]. 
With an assumption that the constraints are independent of 
time, linear relationship between and V can be derive as

where R is 6NbxF the velocity transformation matrix and F is 
number of degree of freedom. Decompose equation (10) into 
body-n become as

where Rn is velocity transformation matrix of body-n with 
6xF matrix. By differentiating equation 10, the following 
result is obtained

Substituting equations (12) and (10) into equation (6), we 
could obtain a final equation of motion for the open loop 
system as

To solve the closed loop systems, the systems are described 
with help of an augmented Lagrangian approach.   

Modelling of hydraulics  
In this study hydraulic actuators, the assumed drivers, 

are modelled using the lumped fluid theory, which divides a 
hydraulic circuit into discrete volumes with hydraulic 
pressure distributed equally. Valves can be modelled using a 
semi-empirical approach that makes use of flow parameters 
that can be obtained, in many cases, directly from 
manufacturer's catalogues. Usually, a hydraulic system has a 
high nominal frequency response, and therefore, the 
calculation time step should be selected carefully not beyond 
the edge point of numerical stability of hydraulic circuit. In 
this approach, pressure wave propagation in pipes and hoses 
is assumed to be negligible [12]. The hydraulic pressure in 
each hydraulic volume i can be described as follows

where Bei is the effective bulk modulus that defines the 
flexibility of the hydraulics, Qij is the outgoing or incoming 
flow rate, and nc is the total number of hydraulic components, 
all related to volume i, Vi. The effective bulk modulus can be 
calculated as

= ++ + (4)

= + . (5)

+ = , (6)

= ,
= ,
= ,
=

(7)

= m ,= ,= ,=
(8)

= . (9)

= , (10)

= , (11)

= + (12)

= ( ) . (13)

= ,
(14)
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In equation (15), nh is the total number of pipes and 
hoses related to volume i. The bulk modulus of oil, Boil,
accounts for the amount of non-dissolving air in the oil. It is 
a function of pressure, and the maximum value is typically 
Boilmax = 1.6 GPa. The bulk modulus Bj and Bk of component 
j and k is also dependent on the component type.

For modelling purposes, a valve is assumed to consist of 
several adjustable restrictor valves, which can each be 
modelled separately [13]. With small pressure differences (< 
1 bar), the flow over the restrictor is assumed to be laminar, 
and with larger differences, it is thought to be turbulent [14].

The force produced by the hydraulic cylinder Fs can be 
defined as

where  is the total friction force of the cylinder, and p1 and 
p2 are pressures acting in the cylinder chambers. Friction 
force is a function of pressures, cylinder efficiency  , and 
velocity [24].

Modelling of tires 
A number of dynamic friction models have been 

introduced in literature aiming to capture the transient 
behavior of the tire-road contact forces under time varying 
velocity conditions [15]. Dynamic models can be categorized 
based on the friction contact description. Dynamic models are 
called lumped if the friction model assumes a point tire-road 
friction contact as shown in Fig. 2.  In the case of a lumped 
assumption, the mathematical model describing such a 
friction can be written in the form of ordinary differential 
equations that can be solved by a time integration scheme. An 
alternative to the lumped approach is distributed friction 
models that account for the existence of a contact patch 
between the tire and the ground. Distributed friction models 
can be computationally expensive due to the fact that friction 
models must be solved in terms of both time and space. The 
model parameters can be selected from the literature in such 
a way that the realistic behavior of the vehicle can be 
obtained. However, avoiding values that lead to a frequency 
higher than 150 Hz is recommended 

FIGURE 2. LUMPED LUGRE TIRE MODEL.

The LuGre tire model is a commonly used approach and 
it is based on the description of an elastic bristle at the 
microscopic level. At the contact point, the tangential force 
will affect the bristles by deflecting similar to springs, and 
create the friction force [16][17]. When a large tangential 
force is imposed, the bristles deflect excessively and start to 
slip. A concept of bristle deformation is depicted in Fig. 3.

FIGURE 3. A BRISTLE DEFORMATION DURING AN 
ACCELERATION. 

The LuGre friction model can be seen as an 
enhancement  of  the  Dahl  model  as  its  accounts  for  the  
Stribeck effect. With this approach, many important aspects 
of friction including stiction, the Stribeck effect, stick slip, 
zero slip displacement, and hysteresis can be accounted for. 
When the tire rotates, the bristle will deflect with respect to 
time and the deflection of the bristles denoted by z can be 
evaluated as follows

where  is friction,  is the rubber longitudinal lumped 
stiffness and  is the relative velocity between two sliding 
surfaces defined as follows (see also Fig. 3)

Friction  needed in equation (17) can be written as

where  is normalized Coulomb friction,  normalized 
static friction and  is the Stribeck relative velocity. Friction, 

 must always be positive, and it depends on the material 
properties, lubricants, temperature, and other factors. Friction 
force based on the bristle deformation can be expressed as 
follows 

= 11 + + (15)

= , (16)

= | | , (17)

= , (18)

= + ( ) , (19)



Copyright © 2015 by ASME 

where  is the longitudinal lumped damping coefficient, 
is viscous relative damping and is the normal force.

To obtain a computationally efficient and accurate tire 
model, a tire can be presumed to be a series of discs, as shown 
in Fig. 4, based on the width of the tire. In this approach, disks 
can be assumed to be simple rigid bodies, whereas the profile 
of the ground can be constructed depending on the required 
environment (off-road profile). In the Lugre tire 
implementation, all forces are applied to the hub of the tire, 
denoted as A in Fig. 4.

FIGURE 4. AN IMPLEMENTATION OF A TIRE MODEL.

In this study, the tire and hydraulics are coupled with a 
multibody model using a force connection i.e. forces 
produced by hydraulics and tires are evaluated in their own 
sub-models. 

MODELLING OF THE VEHICLE DRIVELINE
Simulation of a mobile working machine, involving 

mechanical components, hydraulics, tires, electric drives as 
well as active electronic control devices, can be accomplished 
by combining tools that deal with the simulation of the 
different subsystems. This can be accomplished, in practise, 
by coupling multi-body simulation software with external 
simulation environment of electrical components. 

A hybrid working machine model is prepared by 
combining all the component models together. In this way, a 
modular model is obtained, and it will be easy to modify the 
model by changing just one component inside the entire 
model, based on the needs of different machines and different 
hybridization principles. 

Electric drive model
The electric drive can be modeled in several different 

ways. Depending on the aim of the simulation of hybrid 
working machines and the level of accuracy, there is a 
possibility to use detailed dynamic models or quasi-static 
models. A Quasi-static model of an electrical machine is 
commonly used in in the modelling and analysis of electro-
hybrid vehicles at a system level [18], [19]. The quasi-static 
model is very close to the dynamic model with an accurate 
value of the energy consumption [20]. In the quasi-static 
model, the electric motor is modelled in a straightforward 

manner by only using a first- or second-order time constant 
model. The faster electrical dynamics are neglected and the 
quasi-static model only keeps the main dynamics. The torque 
of an electric machine is assumed to follow the torque 
reference limited by the maximum torque curve and delayed 
by the time constant filter. The losses in the electric machine 
are taken into account using efficiency maps [21].  The 
dynamic model is particularly used to study the control of a 
system [20]. With the dynamic model the converter model 
can be included, and the control of the electric machine can 
be designed and tested.

The electric drive here is modeled in Matlab Simulink. 
The main components typically include the traction motor, 
frequency converter, and energy storage. Here, a permanent 
magnet  synchronous  machine  (PMSM)  is  selected  for  the  
traction motor. The PMSM is well suited for hybrid electric 
vehicles and hybrid working machines due to the high overall 
efficiency within a large range of the torque-speed plane, high 
overload capacity, and its small installation space and weight 
[22]. The PMSM is modelled here by applying the space 
vector theory on the rotor co-ordinate system.

The stator voltage equations of the PMSM in the rotor 
co-ordinate system are [23]

where the flux linkages are

In the above equations (21-22),  refers to voltage,  to 
resistance,  to current  to flux linkage and is inductance 
– subscripts refer to either d, q or permanent magnet (PM) 
components. The stator currents are solved based on the 
voltage and flux linkage equations. The electromagnetic 
torque is calculated by the permanent magnet flux ,
stator currents and inductances ( ) as

A two-axis equivalent circuit of undampened PMSM based 
on equations (21) - (23) is presented in Fig. 5.
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FIGURE 5. TWO-AXIS EQUIVALENT CIRCUIT OF 
UNDAMPENED PMSM.
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The frequency converter is modeled purely as a current 
control circuit, and the switching stage of the inverter is not 
simulated. This reduces the overall accuracy of the inverter 
model, but increases the overall simulation performance as 
real-time simulation is needed. In addition, when combined 
with a two-axis model of an electrical motor, the added 
accuracy is negligible. The inverter current control circuit 
controls the voltage of the motor by a current error based 
closed loop control. 

The electrical energy storage in this case is a battery. 
The battery is modeled simply with static voltage and static 
internal resistance according to Fig. 6 [24]. 

FIGURE 6. BATTERY MODEL. THE TERMINAL POWER 
 IS DIVIDED INTO LOSS COMPONENT  OF 

THE INTERNAL RESISTANCE  AND ACTUAL 
LOAD POWER .

FIGURE 7. MODEL OF A PMSM DRIVE ACCORDING TO 
THE EMR. ES IS THE ENERGY SOURCE TO THE 

SYSTEM,  IS THE STATOR VOLTAGE,  THE 
STATOR CURRENT,  THE STATOR 

ELECTROMOTIVE FORCE,  ELECTROMAGNETIC 
TORQUE AND  MECHANICAL ANGULAR VELOCITY.

The modelling of the electric drive is based on an 
energetic macroscopic representation (EMR), which is an 
energy flow-based graphical modelling tool to illustrate the 
energy flow in a complex electromechanical system. Fig. 7 
illustrates the electric drive model according to the EMR [25], 
[26].

The input values of the electric drive model are 
reference torque ,  and mechanical angular velocity 
and the output value is the electromagnetic torque. The value 
of ,  is determined by the position of the drive pedal and 
the mechanical angular velocity  is determined from the 
mechanics simulation system, which is driven with an electric 
motor.  

Diesel engine model 
The Diesel generator model is based on a known static 

efficiency map of a diesel engine combined with a transient 
fuel consumption model made according to the research by 
Lindgren (2005) as well as Lindgren and Hansson (2004) 
[27],[28]. The model calculates the diesel oil consumption 
based on the efficiency map information, presented in Fig. 8, 
as a function of rotational speed and torque and corrects the 
result with a so-called transient factor, which takes the time 
derivative (movement) of the operational point into account. 
The torque production is simply based on a 1st order reference 
follower with the time constants of an actual machine, 
combined with maximum torque limits. 

FIGURE 8. EFFICIENCY MAP OF A DIESEL ENGINE AS A 
FUNCTION OF ANGULAR VELOCITY AND TORQUE. 

HIGHLIGHTED IS THE MAXIMUM EFFICIENCY 
OPERATIONAL POINT.

SIMULATION SYSTEM COMPONENTS 
The minimum simulation environment consists of the 

multi-body model of a simulated mobile working machine, 
the environment model, and the solver program. To increase 
realism, additional computers can be connected to the 
simulator PC to calculate a view from, for example, the 
driver’s seat of the machine. This view can be shown using 
projectors  or  displays.  Fig.  9  shows  the  simulator  setup  at  
LUT. 

FIGURE 9. VIRTUAL SIMULATOR CABIN ENABLES 
INTERACTIVE SIMULATION WITH A HUMAN OPERATOR.

The virtual simulator cabin at LUT is equipped with 6 
LCD displays, to project view forwards, left, right, up and 

100
200

300
400

500

0

100

200

300
0

10

20

30

40

50

Angular velocity [rad/s]

X: 183.3
Y: 195
Z: 40.61

Torque [Nm]

E
ffi

ci
en

cy
 [%

]

10

15

20

25

30

35

40



Copyright © 2015 by ASME 

down from the driver’s seat. The cabin is equipped with a 
motion platform. The solver program calculates the forces 
affecting the driver and the cabin emulates the stimulated 
movement. The motion platform is driven by electrical servo 
motor powered linear actuators. 

The solver program has an I/O interface for connecting 
physical instruments such as ECUs, joysticks, pedals, meters, 
etc. In this case, the human interface devices (joysticks and 
pedals) are connected using this I/O interface. 

The external interface used in the co-simulation is built 
around a TCP Socket connection. The synchronization is 
done by a Mevea Solver and uses the socket ability to wait for 
the read buffer to be filled before continuing.  

The external interface also makes it possible to attach 
separate applications to the simulation loop. The real time 
simulation data can be used as sensor data in the external 
application. For example, data such as magnitudes of forces, 
speeds, and angles can be sent to the external application. 
This allows parts, such as the motor control, to be made in the 
external application. The connection between the solver and 
the external application is established via a socket connection.  
The socket connection also makes it possible to attach 
hardware to the simulation loop, and replace the virtual parts 
of the simulation with actual parts. 

When an external control application is used, the 
simulator software takes care of the timing. The simulator 
software sends a set of data to the external application, when 
the calculation is complete a set of return values is sent back 
to the simulator. New values are then updated to the multi-
body dynamics. For example a mechanical driveline 
component has an angular velocity and a load torque. These 

values are sent from the simulation software to the external 
application. External applications can then write either the 
angular velocity or torque of the component. 

CASE EXAMPLE 
As a case example, a hybrid heavy duty working 

machine - underground mine loader- is modelled in its natural 
working environment.   

Principles and model layouts 
The hybridization of the case example is here 

implemented with a series hybrid system, where the diesel 
engine is totally disconnected from the mechanics. All the 
power of all mine loader functions is delivered electrically 
and transferred to either hydraulic or mechanical drivelines.  

In the series hybrid version, the diesel engine is utilized 
merely as a component of a diesel generator set, providing 
electrical power to the introduced new components - 
electrical drives or to the energy storage. Otherwise the 
system is the same as in the original, a purely diesel-powered 
mine loader. In the driveline system, the traction is 
implemented by using a gearbox, a reverser, a center 
differential, a front and rear differential and a planetary gear 
in every wheel. The hydraulic system consists of two variable 
displacement pumps (steering pump and bucket pump), two 
directional valves and cylinders (steering cylinders, lift 
cylinder and tilt cylinder).  Fig. 10 shows the schematic 
diagram of the transmission and Fig. 11 is a diagram of the 
hydraulic system. 

FIGURE 10. SCHEMATIC DIAGRAM OF THE MINE LOADER TRACTIVE DRIVELINE.

FIGURE 11. SCHEMATIC DIAGRAM OF THE MINE LOADER HYDRAULIC SYSTEM.
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The underground mine loader was modelled by coupling 
a Mevea real-time simulation environment, which is based on 
multi-body dynamics, and a Matlab/Simulink. The Mevea 
simulation environment is responsible for the mechanics and 
hydraulic simulation, while the electric drive, energy storage, 
and diesel generator set are modelled in Matlab/Simulink. 
The traction drive model in Simulink receives the reference 
torque from the position of the drive pedal from the Mevea 
simulation and the electric motor torque is the input of 
mechanics simulation. The Mevea simulation returns the 
angular velocity of the axle of the electric motor to Simulink. 
Fig. 12 shows the communication between the Mevea 
simulation environment and the Matlab/Simulink. The 
hydraulic motor drive generates the angular velocity signal 
for the Mevea simulation, which produces a load torque 
signal as feedback. 

Multi-body Simulation models of working machines 
can be utilized when designing the hybridization of working 
machines. A fixed time step with a 1.2 ms explicit Runge-
Kutta method is used in this model. With the simulation 
model, pressure levels and flow rates of work hydraulic 
actuators and torque and rotation speed of different parts of 
drive transmission, can be analyzed.  The suitability of 
different hybrid drive systems and the fuel consumption of 
working machine can be researched through simulations. 

Simulations can also be used to analyze the effect of 
different hybrid system component’s sizing (diesel engine, 
electric machine, energy storage) as regards fuel 
consumption. The upper level control of the hybrid system 
also has a significant impact on the energy consumption; for 
example in the form of choosing the suitable operational point 
of the diesel engine or determining the operation of the pump 
drives. With simulation it is also possible to study how the 
different control strategies affect the energy consumption and 
performance of a working machine.   

FIGURE 12. COMMUNICATION BETWEEN THE MEVEA 
REAL-TIME SIMULATION ENVIRONMENT AND THE 

MATLAB SIMULINK.

Simulink Models 
The Simulink model consists of one tractive motor which 
produces torque to the mechanical driveline presented in Fig. 
12 and two additional motors, which rotate the hydraulic 
pumps. The highest level simulation model is presented in 
Fig.13.

FIGURE 13. TOP LEVEL OF HYBRID DRIVELINE SIMULINK MODEL: SERVER INITIALIZER, DATA RECEIVE AND DATA 
SENDING BLOCKS FORMING THE MEVEA SIMULATION DATA INTERFACE, AND SERIES HYBRID DRIVELINE SUBSYSTEM 

CONTAINING THE COMPLETE HYBRID DRIVELINE WITH THE ASSOCIATED SUB-COMPONENTS LIKE GENSETS AND 
ELECTRICAL DRIVES.

Fig. 13 illustrates the fundamental structure of the 
Simulink model as well as the transfer layer construction. 
Once in every 2 ms the Simulink model receives updated 

actual values from the Mevea simulator, which in turn, 
simultaneously sends the updated values back. The series 
hybrid model then continues to calculate the next 2 ms cycle 
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with 100 s intervals. The transferred signals consist of 
mechanical driveline shaft signals, pump shaft signals and a 

traction motor control signal. The Hybrid driveline is further 
presented in Fig. 14. 

FIGURE 14. HYBRID DRIVELINE MODELLED IN SIMULINK. The MODEL CONSISTS OF ONE TRACTIVE, TORQUE 
CONTROLLED ELECTRICAL DRIVE, TWO SPEED CONTROLLED PUMP MOTOR DRIVES, a DIESEL GENERATOR SET AND 

ENERGY STORAGE (BATTERY).

The electrical drive models in Fig. 14 are all PMSM-
based models, based on equations (21) – (23). The battery is 
modelled as a constant voltage, and a constant resistance 
storage, as presented in Fig. 6, and the diesel model consists 
of  a  1st order angular velocity –dependent time constant 
torque follower, combined with an efficiency map and 
transient fuel consumption maps for fuel efficiency analysis. 

Hydraulic Circuits 
The hydraulic circuit includes two hydraulic pumps. 

The first pump supplies the steering cylinders and the second 
one the lift and bucket cylinders. Fig. 15 shows the simplified 
hydraulic schematic of the mine loader.  

FIGURE 15. SIMPLIFIED HYDRAULIC SCHEMATIC OF 
THE MINE LOADER HYDRAULIC SYSTEM.

Simulation Results 
A demonstrative work cycle was driven with the case 

example. The cycle consisted of driving the loader along the 
mineshaft to a pile of rocks, scooping them up and reversing 
all the way back to the starting area’s dump location. From 
the Simulink model the key data used with hybridization – 
powers, battery state-of-charge (SoC), and fuel consumption 
were logged and are presented in Fig. 16 to Fig. 18. 

Additionally, the performance-related loop time and time step 
data were logged from the Mevea software and is presented 
in Fig. 19. 

FIGURE 16. POWER VARIATIONS OF THE EXAMPLE 
WORK CYCLE. TRACTIVE POWER (BLUE) AND 

HYDRAULIC PUMP DRIVE (RED) DISCHARGE OFTHE 
BATTERY WHILST THE GREEN GENERATOR POWER 

CHARGES IT. IN ADDITION, WHEN THE TRACTIVE 
POWER GOES INTO NEGATIVE FIGURES, IT ALSO 

RECHARGES THE BATTERY.
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FIGURE 17. FUEL CONSUMPTION OF THE EXAMPLE 
WORK CYCLE. THE DIESEL GENERATOR OPERATES AT 

A FIXED OPERATING POINT PROVIDING STATIC 
POWER. AFTER THE INITIAL ACCELERATION OF THE 

GENSET THE FUEL CONSUMPTION STABILIZES ITSELF 
AT APPROXIMATELY 2.2 GRAMS PER SECOND.

From  Fig.  16,  the  fundamental  idea  of  series  
hybridization can be seen. While the hydraulic drive and 
tractive drive have quite fast dynamics in them, the diesel-
powered generator operates at static power. The battery can 
be considered as a low-pass filter for the power, enabling the 
diesel generator set to operate constantly at high efficiency.  

FIGURE 18. STATE OF CHARGE (SOC) GRAPH FROM 
THE EXAMPLE WORK CYCLE. AT FIRST, WHEN DRIVING 

DOWNHILL, THE POWER BALANCE IS POSITIVE AND 
THE BATTERY CHARGES UP. WHEN THE MACHINE 

REVERSES BACK UP, IT REQUIRES LARGE AMOUNTS 
OF POWER AND DEPLETES THE BATTERY QUITE 

RAPIDLY. AT THE END THE SOC IS APPROXIMATELY AT 
THE SAME POINT AS AT THE START.

FIGURE 19. LOOP DURATION AND TIME STEP LENGTH 
LOGGED FROM AN EXAMPLE WORK CYCLE. LOOP 

DURATION REMAINS UNDER THE TIME STEP VALUE 
FOR THE WHOLE LENGTH OF THE SIMULATION. THIS 
MEANS THAT THE SIMULATION RUNS IN REAL-TIME.

CONCLUSIONS 
A multi-body simulation based development 

environment for hybrid working machines was introduced. It 
was demonstrated that real-time simulation can be realized 
even with such a complex system that coupled multi-body 
simulation models of a mobile working machine and its 
virtual environment to electrical drive models, including 
interactivity with human operators. In the case example – the 
underground mine loader - the simulated signals of torque, 
speed, and pressures were at the right level and the driving 
feel was realistic enough to continue development and 
utilization of the multi-body simulation based development 
environment. 
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ABSTRACT

The use of modern multibody simulation techniques enables the description of complex

products, such as mobile machinery, with a high level of detail while still solving the

equations of motion in real time. Using the appropriate modelling and implementation

techniques, the accuracy of real-time simulation can be improved considerably. Conven-

tionally, in multibody system dynamics, equations of motion are implemented using the

full matrices approach that does not consider the sparsity feature of matrices. With this

implementation approach, numerical efficiency decreases when sparsity increases. In this

study, a numerical procedure based on semi-recursive and augmented Lagrangian meth-

ods for real-time dynamic simulation is introduced. To enhance computing efficiency, an

equation of motion is implemented by employing the sparse matrix technique.

Keywords: Multibody system dynamics, real-time simulation, sparse matrix technique,

semi-recursive method, augmented Lagrangian method

1 Introduction

The computer simulation of dynamic systems has proved to be an effective tool that is

being implemented increasingly in machine development. Knowing how the dynamic be-

haviour of a machine is affected by variations in the design variables is important and can

readily be studied with a good computer simulation model [1, 2]. To assess the perfor-

mance of a machine using computerised methods, the system dynamics must be solved.

A number of studies on how to solve the dynamics of a machine can be found in the lit-

erature [3, 4]. The dynamic analysis could provide the estimate external forces affected

to the position of the components in the multibody system and also the estimate external

forces caused by the interaction of the multibody system with the environment such as

contact forces and friction forces [5, 6]. Increased computing capacity makes it possible

to solve models that define large and complicated systems incorporating realistic mechan-

ical properties, such as joint clearance and large deformation [7].

When considering the dynamic performance of mobile machines, it is important to note

that the experience level of operators plays a critical role. However, most simulation re-



search has focused on the development of modelling methods for machine components,

while studies that account for the influence of the operator have been given little atten-

tion. Generally, this is because there are no mathematical expressions to describe operator

behaviour.

Realistic operator behaviour can be taken into account by employing sophisticated real-

time simulation models. In real-time simulations, the operator is actively engaged in the

dynamic performance of the machinery. A real-time simulator must feel and perform like

a real machine to the operator. This can be achieved only if the real-time simulation model

is accurate and couples the physics from all the relevant engineering disciplines.

In the real-time analysis, knowing specifically what type of matrices to deal with can give

an advantage in writing the optimal program code for numerical analysis. Conventionally,

the system has been modelled with the full matrices approach that does not consider the

sparsity of matrices. Increasing the number of bodies in the system will increase the size

of matrices.

In this study, the numerical procedure—based on semi-recursive and augmented La-

grangian methods for the real-time dynamic simulation of multi-rigid body system—is

applied to dynamic analysis of mobile machines. The equations of motion can be de-

scribed in the form of differential-algebraic equations (DAEs). This is a case when the

kinematic constraints are accounted for by the Lagrange multipliers, for example. In this

study, the equations of motion are presented directly in ordinary differential equations

(ODEs) form using the penalty and augmented Lagrangian methods. These methods make

possible to find solution of the equations of motion using ODE solver without commonly

used index reduction for the converting DAEs into ODEs. The objective of this paper is

to demonstrate that the sophisticated usage of the sparse matrix computing approach can

improve the computational efficiency of real-time dynamic simulation. To this end, com-

puter codes based on the semi-recursive and augmented Lagrangian methods were written

using C programming with the implementation formats of both full and sparse matrices.

The performances with both full and sparse matrices are compared against each other.

2 The semi-recursive method

In the semi-recursive method, kinematic properties—such as position, velocity, and the

acceleration of body particles—are developed based on the relative coordinates between

neighbouring bodies connected by a joint [8]. This algorithm has been used and extended

by several researchers and has been generalised to improve its implementation and effi-

ciency [9, 10]. In this study, the velocity transformation matrix is used in developing the

equations of motion. This method used a minimal set coordinates instead of full general-

ized coordinates which could reduce the size of system matrices in equations of motion.

2.1 Kinematics

Relative motion between both neighbouring bodies and constraints are the two main as-

pects of recursive kinematics that are used to generate the equations of motion for a multi-



body system. The method uses the global position and local rotational coordinates of the

centre of gravity as the generalised coordinates used in the formulation of the equations

of motion. The multibody system of two bodies interconnected by a joint is illustrated in

Figure 1.

Figure 1. A description of the kinematics for the recursive method.

The position of joint rn for the body Bn can be described using kinematic of the previous

body Bn−1 in the global frame as follows,

rn = gn−1 +An−1ūn−1 + dn−1,n (1)

where gn−1 is the position vector of the centre of gravity of body Bn−1, An−1 is the

rotation matrix of the body Bn−1, ūn−1 is the constant position vector within the local co-

ordinate system, and dn−1,n is relative displacement vector between bodies. The velocity

vector of joint ṙn for the body Bn can be determined as follows:

ṙn = ġn−1 + ω̃n−1ūn−1 + ḋn−1,n, (2)

The rotation matrix and the skew-symmetric matrix of the angular velocity vector for body

Bn can be computed as

An =An−1An−1,n (3)

ω̃n =ω̃n−1 + ω̃n−1,n (4)

where An−1,n and ω̃n−1,n are the relative rotation matrix and the skew-symmetric matrix

of the relative angular velocity vector.

2.2 The equations of motion

The equations of motion for the body n can be presented with respect to the centre of

gravity using the Newton-Euler approach, as follows,



(
mnI 0

0 Jn

)
︸ ︷︷ ︸

Mn

(
g̈n

ω̇n

)
︸ ︷︷ ︸
q̈n

+

(
0

ω̃nJnωn

)
︸ ︷︷ ︸

Qv

n

=

(
F n

T n

)
︸ ︷︷ ︸
Qe

n

. (5)

where I is an identity matrix, Mn is the mass matrix, q̈n is the vector of translational and

angular accelerations, Qv
n accounts for the centrifugal terms and Qe

n is the vector of the

external forces F n and torques T n. The body’s properties with respect to the inertia, and

centrifugal and external forces of the system of n bodies can be written as:

M =diag(M 1,M 2, . . . ,Mn) (6)

q̈ =[q̈1
T , q̈2

T , . . . , q̈n
T ]T (7)

Qv =[Qv
1
T ,Qv

2
T , . . . ,Qv

n
T ]T (8)

Qe =[Qe
1
T ,Qe

2
T , . . . ,Qe

n
T ]T (9)

When velocity transformation, R in case of the sceleronomic system q̇ = Rż is taken

account and Newton-Euler equations are multiplied by RT , the equations of motion can

be presented as follows,

RTMR︸ ︷︷ ︸
M ∗

z̈ = RT (Qe −Mc−Qv)︸ ︷︷ ︸
Q∗

(10)

where in the case of sceleronomic constraints c = Ṙż, and M ∗ and Q∗ are the mass

matrix and force vectors respectively, represented with respect to the relative coordinates.

From the literature [11], the matrix Ṙ does not need to be calculated explicitly. In fact,

it is not computationally efficient to define it explicitly. Therefore, the coordinates z̈ for

generalised acceleration vectors, q̈ = Rz̈ + Ṙż should be set to zero, which results in

the relationship Ṙż = q̈.

Figure 2. The closed loop system and the cut joint.

When the multibody system includes closed loops as in Figure 2(a), the system need to

be treated as an open loop system by cutting the selected joint, as shown in Figure 2(b).



After that, the cut joint between two nodes, rj and rk are modelled using the constraints.

When the constraints Φ (due to a closed loop) are accounted for with the penalty method,

the equations of motion as a function of the relative coordinates z can take form for the

semi-recursive method as follows,

M ∗z̈ = Q∗ −αΦT
,z(Φ̈+ 2ΩμΦ̇+ ω2Φ) (11)

where α, Ω and μ are diagonal matrices including the penalty factors, Φ = Φ(z(t)) is the

vector of constraint equations, and Φ,z is the Jacobian matrix of the constraint equations

with respect to the relative coordinates.

2.3 Velocity transformation

The bodies in a multibody system are often connected via components of the revolute

and prismatic joints, and/or their combinations. As shown in Figure 2, each body of

the system is labelled based on tree-structure multibody numbering. The ground body is

labelled as B0 (called as the base). The next bodies from the base to the end are numbered

in increasing order, in the order in which they should meet Bn > Bn−1. This numbering

is also applied to the labelling of the joints. In this multibody system, each joint can

be represented in transformation velocity matrix notation R. The formulation of joint

variable Rn depends on the types of joints and the degrees of freedom (DOFs). The

equations for revolute and prismatic joints proposed by Avello et al. [11] can be presented

as

Rrev
n =

[
ẽn(gBn

− ri)
en

]
; Rpris

n =

[
en

0

]
(12)

where en is the unit vector of joint n that point the direction of the revolute axis , ẽn is the

skew-symmetric matrix of en and (gBn
− ri) are the vector points from point i in body n

to the centre of gravity of designated body Bn.

To get the transformation velocity matrix R for the assembled system, all dedicated matrix

Rn need to be arranged into the system level matrix that represents all joints. The rows

of velocity matrix R represent the related body and the columns of velocity matrix R
represent the number of DOF found in the path from body j to the ground. Therefore, for

the example model shown in Figure 2(b) with an assumption all joints are revolute joint,

the transformation velocity matrix R can be arranged as

R =

⎡
⎢⎢⎣

R1 0
R1 R2

R1 R2 R3

R1 0 0 R4

⎤
⎥⎥⎦ (13)

where R ∈ R
24×6. As an example, to see the dedicated matrix R corresponding to the

joint at body B3, it can be extracted from above equation as



RB3 =
[
R1 R2 R3

]
(14)

where RB3 ∈ R
6×3. The mass matrix of the system M = diag(M 1,M 2, . . . ,M 4)

where the equation for the mass matrix where Mn ∈ R
6×6 for the body n is written as

Mn =

[
mnI 0
0 Jn

]
(15)

where mn and Jn describe mass and inertia properties of body n, respectively. It can

be seen from the equations of motion in equation (10) that coordinate transformation

is employed as RTMR to reduce the dimensions of system matrices. To increase the

computational efficiency, some operations can be solved in parallel, as is suggested by

Jiménez et al. [12].

3 The augmented Lagrangian method

Penalty methods are problematic due to the difficulty of choosing good estimates for

penalty factors. The penalty values should be large enough for fullfilling constraints

within specified tolerances. Otherwise, choosing overly large penalty factors leads to

an ill-conditioned problem that increases errors in the numerical solution. One possibil-

ity for solving the constrained optimisation problem is to use formulations based on the

augmented Lagrangian methods, which can be traced back to the mid-1940s [13]. The

augmented Lagrangian methods combine the advantages of the Lagrangian multiplier and

penalty methods. In the augmented Lagrangian methods, the Lagrangian of the con-

strained problem is augmented with additional penalty terms. The use of the widely-used

augmented Lagrangian method in real-time dynamic simulation of multibody systems is

explained in details in [14]. The method can be derived by introducing variational terms

due to fictitious energies and the Lagrange multipliers, as follows,

δW ∗
pot = (Φ̇

T

,qαΦ̇−Ω2ΦT
,qαΦ̇) · δq (16)

δW ∗
kin = Φ̇

T

,qαΦ̇
T

,q · δq
δW ∗

dis = −2αΩμΦT
,qΦ̇ · δq

δWλ = λΦT
,q · δq

where δW ∗
pot, δW

∗
kin, δW ∗

dis, and δWλ are the virtual work of potential energy, kinematic

energy, dissipative energy and lagrange multipliers while α, Ω and μ are diagonal ma-

trices including the penalty factors, Φ = Φ(q(t)) is the vector of constraint equations,

and Φ,q is the Jacobian matrix of the constraint equations with respect to the generalised

coordinates. When equations are taken into account in Hamilton′s principle, the equations

of motion can be written in the form of index-3 as



{
Mq̈ −Q+αΦT

,q(Φ̈+ 2ΩμΦ̇+Ω2Φ) +ΦT
,qλ = 0

Φ(q(t)) = 0.
(17)

where the force vector Q = Qe − Qv. As can be seen from Equation (17), the penalty

terms are corrected by the Lagrange multipliers so that new values for multipliers can be

estimated iteratively, as follows,

λk+1 = λk +α(Φ̈+ 2ΩμΦ̇+Ω2Φ)k+1; k = 0, 1, 2, . . . (18)

where k is the number of the iteration step and the initial quess λ0 = 0 for the first

iteration. For this reason, the penalty factors do not need to be large. Due to the iterative

solution of the Lagrange multipliers, the augmented Lagrangian formulation leads to a

system of ordinary differential equations without additional unknowns. The system of the

equations of motion, including an iterative scheme, can be written in the form of index-1

as follows

(M +ΦT
,qαΦ,q)q̈k+1 = Mq̈k −αΦT

,q(Φ̇,qq̇ + 2ΩμΦ̇+Ω2Φ) (19)

where Mq̈0 = Q for the first iteration. More details about the augmented Lagrangian

formulations for imposing constraints in multibody systems can be found in [14, 15].

However, this iterative process needs to meet the tolarance value in order to control the

iteration period:

‖q̈k+1 − q̈k‖ = ε (20)

where it can be solved using Newton-Raphson iteration.

4 The sparse matrix and solvers

In the equations of motion shown previously, some of the matrices involved have a ten-

dency to be sparse in structure. In this equation, there are two matrices that potentially

have sparse properties: the mass matrix, M , the Jacobian matrix of constraints Φ,q and

the velocity transformation matrix R.

The dimension of matrix M becomes more radical for a spatial model as it will increase in

dimension compared to a planar model. The sparsity of the mass matrix can be described

as shown in Figure 3. The number of zero entry increases exponentially with respect to

the number of bodies. In the case under consideration, the mass matrix is symmetric and

positive definite.

The sparsity pattern also can be found in the Jacobian matrix of constraints Φ,q ∈ R
nc×ng

where nc is the number of constraint equations, and ng is the number of generalised coor-

dinates. For example, if the multibody system have a multiple joints in the spatial system,



Figure 3. Sparsity description for the mass matrix, M .

constraint equations of all joints need to be derived. The constraint equation of joint is

formulated based on the two bodies connected at the joint. If the joint is a revolute joint,

five constraint equations need to be added into the vector of constraint Φ. If the system

has nr number of revolute joints, the number of constraint equations increases to 5nr.

Therefore, it can be said the Jacobian matrix Φ,q in a large scale constrained system will

become sparse and not symmetric.

In the case of the velocity transformation matrix, the sparsity of the velocity transforma-

tion matrix R depends on the type of joint, number of joints and the arrangement of the

bodies. If the topology structure is a tree structure, the sparsity increases with the number

of branches. As the assemble matrix R is based on the topology structure, the matrix R
can be lower or upper triangular as can be seen in equation (13).

Solving a sparse linear system, Aspdx = b where matrix Aspd is symmetric positive-

definite can be done using direct or iterative methods. The direct method will factorise

the sparse matrix and use a reordering scheme to solve the system. The iterative method

uses an approximation solution through residual to obtain the final solution. In this study,

the direct method is chosen as a method to solve a linear system.

The most common solver in the direct method which is Cholesky decomposition is used

in this study. In this approach, a symmetric positive-definite of matrix Aspd is factorised

into the product of a lower triangular matrix and its transpose, where Aspd = CCT and

C is called the Cholesky factor [16]. Matrix Aspd is transformed into the Cholesky factor

C using two equations as:

Ckk =

√√√√akk −
k−1∑
j=1

C2
kj (21)



Cik =
1

Ckk

(
aik −

k−1∑
j=1

CijCkj

)
(22)

where Ckk is the diagonal elements of matrix C, akk is the diagonal element of matrix

Aspd, and Cik is the elements below the diagonal of matrix C where i > k. From here, the

triangular system can be used to solve Cy = b for y and then finally solve CTx = y for

x.

Programming

Therefore, it is beneficial to solve the equations of motion using the sparse matrix tech-

nique. Applying a sparse implementation approach, data storage management, and a

sparse procedure can increase the computing efficiency and optimise memory storage

[17].

The main idea of the sparse technique is to reduce memory space by storing the non-zero

elements in contiguous memory locations for more efficient execution. Therefore, the

type of sparse format plays an important role in terms of computing efficiency. Due to the

solver being written in C code, there are several sparse formats that could be used while

the optimal format selection depends on the matrix structure. In this study, the matrices

have been stored using the compressed sparse column (CSC) format, which is commonly

and widely used in sparse solver UMFPACK and ARPACK library packages for example.

In this format, three arrays—which are the element (Elem), row indices (Row_Ind), and

the column pointer (Col_Ptr) —are specified. The array of Elem [1, . . . , k] stores the

non-zero elements of the matrix, Row_Ind [1, . . . , k] stores the row indices of each non

zero element, and Col_Ptr [1, . . . , n] stores the index of the element in Elem which starts

a column of the matrix. Figure 4 shows an example of CSC format.

Figure 4. Converting a full matrix into CSC format.

A reliable and robust libraries, UMFPACK (using the unsymmetrical multifrontal method

to solve the linear system), and a CSPARSE package can be used for as a direct solver

for linear system. CSPARSE is used for the basic matrix operations [18], matrix structure

manipulation and matrix storage format, while UMFPACK is used for solving the form of

Ax = b using the unsymmetrical mutifrontal method [19]. ARPACK is a numerical library

for solving large eigenvalue problems using the implicity restarted Arnoldi method, which

is fast and robust solver [20]. ARPACK also needs two other libraries in order to work;



Blas and SuperLU. In this case, ARPACK is an optional solver if the eigen analysis need

to be done.

5 Numerical examples and discussions

The numerical problems introduced in this study are carried out using the Mevea solver.

The solver is coded to treat the matrices with full or sparse formats. To determine the

efficiency of augmented Lagrangian formulation and semi-recursive methods when using

a sparse matrix approach, the mobile working machine the Logset H8 tree harvester and

the Normet Concrete Spray System (NCSS) are analysed. The time integration for the

equations of motion is obtained by using the explicit Runge-Kutta method of the fourth

order with a fixed time step of 0.8 for the NCSS and 1.6 milliseconds for the Logset H8.

Figure 5 show the depiction of multibody systems of the Logset H8 tree harvester and the

Normet Concrete Spray System which are used to compared the computing performance

when using different methods. Figure 6 show an example of the topology structure of the

Logset H8 tree harvester where the system is treated as an open loop system by an imple-

mented cut-joint approach in the closed loop chain and the cut-joint nodes are imposed

with a constraint using the penalty method.

Figure 5. A multibody depiction of (a) the Logset H8 Tree Harvester and (b) the

Normet Concrete Spray System.

The sparsity of the matrices involved in the analysis can be seen from Table 1. The

number of bodies for the NCSS and Logset H8 are 11 and 30 correspondingly, and they

have 10 and 27 DOFs respectively. The sparsity percentage of the number of elements

in the Jacobian of constraints and mass matrices decreases when the DOFs increase. The

transformation velocity matrix for the system R is only used in semi-recursive method,

where the sparsity percentages are 8.33% for the NCSS, and 7.14% for Logset H8.

The computational efficiency for the augmented Lagrangian and semi-recursive methods

with and without the sparse matrix technique are illustrated in Figure 7 and Figure 8

for the NCSS and Logset H8 correspondingly. In order to see the performance of each



Figure 6. A detailed topology of the Logset H8 tree harvester.

method with and without the sparse technique, the computation loop duration is recorded

for every solution and synchronised with the real clock time. Both figures shows the loop

duration per step to solve the equations of motion for 20 seconds and are compared with

the fixed time step of the fourth order Runge-Kutta method. For the NCSS, the sparse

technique enhanched the computing efficiency for both augmented Lagrangian and semi-

recursive methods. As can be seen, the semi-recursive method in full matrices approach

is computationally more efficient when compared to the augmented Lagrangian method.

This is due to the small number of DOFs, which lead to the small size of matrices. For

the Logset H8, the augmented Lagrangian method needed additional time to solve the

linear system at each loop but when the system matrices are implemented with the sparse

technique, the computational time did not shows any significant improvement. For the

NCSS solution, when the semi-recursive method is applied, the computational time at

each loop reduced significantly when compared with the augmented Lagrangian method.

However, when the matrices are executed with the sparse technique, the computional time

at each loop slightly increases but still less than the reference time step.

Figure 9 shows the average loop duration for two methods, both with and without the

sparse technique, and compares them againts the fixed time step. In the real-time sim-

ulation, the simulation time must be synchronised with the real clock time at the end of

each time segment. For the NCSS model, the usage of the sparse implementation tech-

nique increases the computational time for both the augmented Lagrangian method and

the semi-recursive method, and it reduces the computing efficiency to 42.52% and 9.16%,

correspondingly when compared to full matrix implementation. For the Logset H8 model,

the sparse implementation technique in the augmented Lagrange method helps to reduce

the computing time by 5.75% when compared to full matrix implementation. In the case

of the semi-recursive method, the sparse implementation technique reduces the computing



Table 1. Sparsity description data.

Description
Normet concrete spray H8 Tree harvester

Lagrangian Recursive Lagrangian Recursive

Number of the bodies 11 11 30 30

generalised coordinates 66 66 180 180

Joint coordinates - 12 - 35

Constraint equations 56 2 153 8

Degree of freedoms (DOFs) 10 10 27 27

Elements in the Jacobian (eJac) 3696 132 27540 1440

Non-zero elements (nzeJac) 432 24 1128 78

nzeJac/eJac (%) 11.69 18.18 4.1 5.42

Elements in M (eM) 4356 4356 32400 32400

Non-zero elements in M (nzeM) 330 330 900 900

nzeM/eM (%) 7.58 7.58 2.78 2.78

Elements in R (eR) - 792 - 6300

Non-zero elements in R (nzeR) - 66 - 450

nzeR/nR (%) - 8.33 - 7.14

Figure 7. Loop durations at the time step 0.8ms of the augmented Lagrangian method

vs. the semi-recursive method of the NCSS, solved with both full and sparse matrix

techniques. Continuous straight lines illustrate a constant step size of the fourth order

Runge-Kutta method with respect to loop durations.

time efficiency by 4.55% as compared to full matrix implementation

It can be concluded from the numerical examples that augmented Lagrangian method,

when compared to semi-recursive method, requires additional time to solve the equations



Figure 8. Loop durations at the time step 1.6ms of the augmented Lagrangian method

vs. the semi-recursive method of the Logset H8 tree harvester. Continuous straight

lines illustrate a constant step size of the fourth order Runge-Kutta method with re-

spect to loop durations.

Figure 9. The average loop duration for each method compared to the fixed time

step.

of motion when the number of DOFs and number of entries in the matrices′ system are

large. The semi-recursive method seems to be less able to solve the equations of motion

compared to the fixed time step but the implementation of the sparse technique may not

help significantly in improving efficiency. However, when both methods (with or without

sparse implementation) for both system models are compared side by side, the semi-



recursive method is about 50% more efficient than the augmented Lagrangian method in

the studied cases.

6 Summary and conclusion

The real-time simulation solver for the dynamics analysis of multibody systems has been

introduced based on two methods; the augmented Lagrangian method and the semi-

recursive method. The system matrices of both methods are implemented with and with-

out the sparse technique in order to see the performance changes. The solver is written in

C programming language with help of reliable and robust library packages to ensure the

outcomes are accurate.

Numerical examples shows that the implementation of the semi-recursive method with a

transformation velocity matrix produced a significant improvement to the computing effi-

ciency when compared to the augmented Lagrangian method in the studied cases. When

applying the sparse matrix technique in the two methods, the computing efficiency im-

proved for certain methods. It was also noticed that in some applications the usage of

the sparse implementation technique even decreased computational efficiency. Therefore,

it should be noted that the computational efficiency when using the sparse technique is

strongly case dependent. As is known, larger-sized system matrices have increased spar-

sity and, therefore, more computational benefit can be gained from the use of thfae sparse

matrix technique in multibody applications. Further investigation into sparse implemen-

tation is needed in order to maximise efficiency.
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Nomenclatures

akk diagonal elements of matrix Aspd at location (k,k)

aik non-diagonal elements of matrix Aspd at location (i,k)

An−1 rotation matrix of body n-1

An−1,n relative rotation matrix

Aspd symmetric positive definite matrix

Bn body number n
Bn−1 body number n-1

C Cholesky factorisation matrix

Ckk diagonal elements of matrix C at location (k,k)

Cik elements below diagonal elements of matrix C at location (i,k)

Cij elements below diagonal elements of matrix C at location (i,j)

Ckj elements below diagonal elements of matrix C at location (k,j)

dn−1,n relative displacement vector between bodies

ḋn−1,n relative velocity vector between bodies

en vector of joint n that point the direction of the joint axis

F n external forces of body n
gn−1 position vector of the centre of gravity of body n-1

ġn−1 velocity vector of the centre of gravity of body n-1

g̈n acceleration vector of the centre of gravity of body n-1

gBn
position vector of the centre of gravity of considered body n

I identity matrix

Jn inertia of body n
k iteration number

mn mass of body n
Mn mass matrix of body n
nr number of joints

q̇ vector of generalised velocities

q̈n vector of generalised accelerations of body n
Qv

n centrifugal forces of body n
Qe

n applied forces of body n
rn position vector of joint n
ri position vector of point i
ṙn velocity vector of joint n
R velocity transformation matrix

Ṙ first derivative of velocity transformation matrix

Rrev
n velocity transformation matrix for revolute joint n

Rpris
n velocity transformation matrix for prismatic joint n

T n torques of body n
ūn−1 constant position vector within the local coordinate system

ż relative velocities of joint

z̈ relative accelerations of joint



Greek symbols

α penalty factor

Ω penalty factor with respect to natural frequency

μ penalty factor with respect to damping

ω angular velocity

ω̃n−1 skew-symmetric matrix of the angular velocity vector

ω̃n−1,n skew-symmetric matrix of the relative angular velocity vector

ω̇n angular acceleration of body n
Φ Jacobian matrix of constraint equations

Φ,z Jacobian matrix of the constraint equations with respect to the

relative coordinates, z

Φ̇ first derivative of Jacobian matrix of constraint equations

Φ̈ second derivative of Jacobian matrix of constraint equations

λ Lagrange multiplier

δ the operator of variation

δW virtual work

Abbreviations

ARPACK Arnoldi Package

CSC Compressed Sparse Column

CSPARSE C code Sparse Package

dis displacement

DOFs Degrees of freedom

kin kinetic

nz number of zero entry

nnz number of non-zero entry

NCSS Normet Concrete Spray System

pot potential

pris prismatic joint

rev revolute joint

UMFPACK Unsymmetric MultiFrontal Package
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