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Counting and tracking fish populations is important for conservation purposes as well as
for the fishing industry. The fish counting typically occurs in rivers where the passing fish
are counted either manually or automatically. Various automatic fish counters exist, based
on such principles as resistivity, light beams and sonar. However, such methods typically
cannot make distinction between fish and other passing objects, and moreover, cannot
recognize different species. Computer vision techniques provide an attractive alternative
for building a more robust and versatile fish counting systems. In this work the fish
detection system, which provides the fish characterization for recognition purposes, was
proposed. The results showed that by choosing an appropriate background subtraction
method, it is possible to achieve a satisfying detection accuracy of 80% and 60% for two
used datasets.
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1 INTRODUCTION

1.1 Background

Counting and tracking fish populations is important for conservation purposes as well as
for the fishing industry. Usually, biologists determine the situation under the water by
casting nets for collecting and examining fish or by human underwater observation [1].
Such methods are not able to provide a comprehensive observation, cannot capture the
real fish state and behavior, and require much time and expenses. In addition, there is
a big risk to kill or damage fish and their habitat during the collection process. These
drawbacks force researchers to develop alternative ways of marine life observation [2].

One of the most commonly used approaches for underwater observation is to collect
videos and analyse them to solve different tasks of marine life monitoring, for instance,
fish counting. Many systems for underwater fish observation located in rivers and fish
farms involve the manual counting of the passing fish, while the automation can speed
up the process significantly, reduce the costs associated with the involvement of human
experts and provide an opportunity for fish recognition.

Various automatic fish counters already exist, such as resistive counters that rely on the
fact that the resistivity of a fish is lower than that of water [3], optical counters that use
light beams [3], and hydroacoustic counters that operate using the principles of sonar [4].
Such approaches, based on different physical principles, cope with the task of counting
passing objects quite successfully. However, such methods typically cannot make dis-
tinction between fish and other passing objects, and moreover, cannot recognize different
species. Computer vision techniques provide an attractive alternative for building a more
robust and versatile fish counting systems.

This thesis focuses on computer vision methods. The problem of fish counting is divided
into two subtasks: the first subtask is to detect moving objects in videos, and the sec-
ond subtask is to distinguish fish from another objects. The possibility to recognize the
species of fish is also considered. The data for the research contains videos from muddy
water with various types of illumination and visibility. The videos were collected in real
environment by organization "Kymijoen vesi ja ympäristö ry" in 2013 and 2016. Example
frames from the videos are shown in Figure 1. The goal is to find a method that can be
applied to videos with different quality.
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(a) (b)

Figure 1. Example images: (a) High illumination; (b) Low illumination.

1.2 Objectives and Delimitations

The aim of this work is to perform a comprehensive review of existing methods for object
detection and recognition suitable for passing fish, to select the most promising ones, and
to develop a system for detecting fish in underwater videos. Also, the possibility to per-
form fish species recognition is studied in the scope of the thesis. In total, the final goal
of the project is to implement an application that is able to detect fish in the video, dis-
tinguish fish from other passing objects and extract features useful for fish classification.
For that purpose, the following questions are considered:

• "How a moving object can be detected in the video sequences?"

– "What kind of methods have been used for the task of fish detection?"

– "Which methods have shown the best results?"

• "How fish can be recognized in the video sequences?"

– "What features are needed for a successful fish recognition?"

– "Is it possible to extract necessary features from the available data?"

Because of the lack of information about camera parameters and setup, the problem of
camera calibration and estimation of the real fish size are not considered.
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1.3 Structure of the Thesis

This thesis is organized as follows. Section 2 presents the existing computer vision meth-
ods for detecting moving objects. It comprises a common information about methods,
their features, benefits and disadvantages. The usual process of moving object detection
is presented in this section as well. It provides an overview of articles devoted to fish
detection and the list of challenges which may occur during this detection. Section 3
contains material describing the problem of object recognition, especially the task of fish
recognition.

In Section 4, the proposed approach for the fish detection is presented. The key steps of
the process along with the applied methods and techniques are defined. The description
of the conducted experiments, available data, evaluation methods and obtained results is
given in Section 5.

Section 6 contains the discussion of the thesis, its results and perspectives for the future
work. The last Section 7 draws a conclusion from the whole thesis.
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2 DETECTING MOVING OBJECTS IN VIDEOS

2.1 Object Detection Methods

Video surveillance systems are currently widely used for analysing video sequences and
applied, for example, in security control [5], traffic monitoring [6], anomaly detection [7]
and animal monitoring and conservation [8]. Some systems include human intervention,
but involving of a human operator may slow down the process of video analysis signif-
icantly and make the task impracticable. Therefore, the creation of autonomous video
surveillance systems is one of the most actively developing areas of computer vision. The
term autonomous in this case implies that the system receives a video as an input and per-
forms both the low-level tasks, like motion detection, and high-level decisions like object
recognition, without human expert involvement. [9]

Regardless the type of high-level task, the crucial step which must be done for further
analysis is the moving object detection. It separates moving objects, which form the
foreground, from the stationary background. Different approaches for the moving object
detection from videos can be classified in the following way [10]:

• Background subtraction (BS) is commonly used in static scenes. It uses a mod-
elled background image and subtract the current image pixel-by-pixel from it to
detect regions of motion. With each new image a background model is updated to
adapt to scene changes.

• Temporal differencing is usually applied in cases where the camera is moving and
the background is not stable. Moving regions are detected by taking pixel-by-pixel
difference of consecutive frames in a video sequence.

• Statistical approaches are a modification of BS methods, that use statistical infor-
mation of each pixel and compare pixels’ statistics to identify foreground.

• Optical flow can be used with the moving camera and moving background, but are
computationally complex and time consuming. The basic idea is to compute the
apparent velocity and direction of every pixel to find moving objects.

A typical process of moving object detection can be divided into five steps as shown in
Figure 2 [11]. The first step is background modelling, which aim is to define a model
describing the background scene. The next step is foreground detection which distinguish
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foreground pixels from the background by using the defined background model. During
the following step pixel level processing, including, for example, morphological opera-
tions and low pass filter, is performed to remove the noise. Then the foreground pixels
are grouped into connected regions and the bounded boxes of the regions are calculated.
Finally, after a set of individual regions is obtained, all false regions, which do not corre-
spond to objects, are removed based on, for example, size.

Figure 2. Framework of Moving Object Detection System [9].

2.2 Background Subtraction

BS methods are widely used for solving the task of moving object detection. These algo-
rithms are relatively fast, which makes it possible to detect objects in real time. Moreover,
they do not require a lot of memory and show robust results. BS approach is mostly ap-
plicable when both the camera and the background are stable, but can be easily modified
for the cases with moving camera or background [12,13]. Due to its benefits, BS methods
have gained popularity among researches, which led to the emergence of a large number
of different algorithms [14–16].

Most of the BS methods are implemented by the same scheme, which consists of three
main steps (Figure 3):

• Background modelling. This is the first step of every BS algorithm. For detecting
foreground objects, a background image that does not contain any moving objects
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needs to be estimated. For that purpose, a background model is built using a several
number of successive frames.

• Foreground detection. After the background image is obtained, all subsequent
frames are extracted from that model in order to find pixels that do not belong to
the background and therefore can be considered as a foreground.

• Background update. During the detection process a background model must be
updated with each new frame, because in real cases a background does not remain
still throughout the whole video. The model must be adaptive for various changes
(e.g. some moving object does not move for a long time) so that they do not affect
the result of detection.

Figure 3. BS process.

Different BS methods are usually classified by the way they initialize a background model
and how they compute the distance between background and foreground pixels [17, 18].
In accordance with this type of classification, the most commonly used BS techniques are
the following:

• Basic Motion Detection. A background is represented by a single image taken
when there is no motion or estimated by a use of temporal median filter [19, 20].
Difference between foreground and background pixels is calculated on the basis of
pixels’ colors.

• One Gaussian. The idea of this approach is that background pixels are mod-
elled with a probability density function (PDF) and the distribution is considered
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to be normal [21]. The parameters of PDF are estimated with a number of training
frames. In this case, a pixel is assumed to be a foreground if it has low probability.

• Gaussian Mixture Model (GMM). In contrast to the previous method, GMM
based methods make use of a several Gaussians in modelling process [22].

• Kernel Density Estimation (KDE). KDE is a non-parametric statistical approach,
in which the PDF is estimated directly from the data [23].

• Other methods. There is a vast variety of different techniques that are based on,
for example, fuzzy logic [24], neural networks [25], codebook [26] and eigenvalues
and eigenvectors [27].

2.3 Fish Detection

Object detection algorithms have various applications. For instance, computer vision
techniques provide a great opportunity to make animal monitoring more accurate, less
time consuming and fully automated. In particular, different approaches and methods
of moving object detection have been used for the task of fish detection, which is the
fundamental step in building a fish observation system.

Palazzo et al. [28] proposed an approach for object detection that imply explicit modelling
both the background and the foreground for each frame. This allows to avoid misdetec-
tions when the background is not stationary or when target objects have the same color as
the background. The latter problem is also solved by introducing texture information in
models as well as the color. The algorithm was evaluated on real underwater videos and
showed high and stable performance.

In [29], an Expectation-maximization (EM) algorithm was proposed for fish detection.
Given intensity images of fish (Figure 4), a certain threshold is selected, such that pixels
with higher intensities are assumed to belong to the fish. Then the sets of x and y locations
corresponding to these pixels are defined (Figure 5). The shape of each fish is assumed to
be a multivariate Gaussian, then an image is modelled as GMM. And finally, the param-
eters of GMM, including the number of fish, are estimated using an EM algorithm. The
method was tested on southern bluefin tuna fish, an individual fish was modelled by using
a two-dimensional Gaussian distribution with x and y pixel locations as an input.

Spampinato et al. [2] presented an automated video processing system for underwater
video surveillance. The system is able to solve the tasks of texture and color analysis,
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(a) (b)

Figure 4. Intensity images: (a) Frame showing a single fish; (b) Frame showing two fish [29].

(a) (b)

Figure 5. x and y pixel locations: (a) Frame showing a single fish; (b) Frame showing two
fish [29].
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fish detection and fish tracking by using three image processing subsystems. The first
one calculates the average texture and color properties of the frame. It considers the
brightness, smoothness and identifies the green tone. Fish detection subsystem is based
on a BS approach. It uses the combination of moving average algorithm with the Adap-
tive GMM [30] which shows high performance on both stable and dynamic background
scenes. The last subsystem tracks the fish throughout the video. The proposed system was
tested on 20 underwater video sequences and the results were considered to be excellent
when compared to other similar methods. An example of the system outcome is shown in
Figure 6.

Figure 6. Tracking example with two frames grabbed at two consecutive times [2].

2.4 Challenges in Fish Detection

Despite the variety of the proposed approaches, it is a challenging task to find a robust and
high performance method for fish detection. Usually video sequences may contain various
attributes that make the task more difficult. Some of the possible problems connected with
the detection are listed below [10]:

• Illumination changes. During the video capturing the illumination may change
gradually (e.g. intensity of the sun changes throughout the day) or suddenly (e.g.
the lamp has been turned off), so the background model must take the light into
account.

• Dynamic background. Often the background is not a stable scene and the algo-
rithm should distinguish moving objects of interest from those that can be regarded
as background.
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• Occlusion. Object of interest cannot be fully seen and detected on some frames if
it is occluded by other objects.

• Clutter. It hinders the process of background modelling and complicates the seg-
mentation.

• Camouflage. Target objects may have the similar color and pattern as a back-
ground, which makes them hardly distinguished even by the human.

• Camera motions. If the camera is unstable it may affect the quality of the captured
video.

• Noise. Video may contain noise which also affects the results.

• Environmental issues. The quality of water, underwater garbage, presence of mov-
ing plants, etc. may also hamper the fish detection.

In the case of fish detection, different types of videos are used for experiments (Figure 7).
In low quality video, there is noise and fish do not differ sufficiently from the background
in the terms of color. High quality video on the opposite allows all fish to be distinguished
easily, but that may cause clutter and occlusions. Illumination changes and sudden appear-
ance of glares are common attributes of underwater videos as well. This kind of troubles
should be considered while choosing an appropriate detection method.
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Figure 7. Examples of difficult cases for fish detection.
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3 OBJECT RECOGNITION

3.1 Background

Object recognition is a scientific discipline, which is applied in various spheres connected
with data analysis [31]. In brief, it is a process of classification, where an object is catego-
rized into certain class. As for computer vision, object recognition is a key part of many
image or video analysis systems. Given a single or multiple images, a system needs to
determine what is depicted. Usually, an additional information is available, like database
of all possible objects, that is classes are known a priori.

To be able to distinguish objects in different classes, there should be some criterion, on the
basis of which a separation can be made [32]. The most obvious decision is to consider
two objects to be of the same class if they are similar to each other. For that purpose,
an object is represented by a number of features, and then objects are similar if they are
close enough in the feature space. Features need to be carefully selected since the success
of classification directly depends on them. The choice of features should be such that
within one class objects would be very close to each other, while features of objects from
different classes will differ significantly.

In general, the process of object recognition from video can be divided in three steps
(Figure 8). At first, an object is detected, then its features are extracted and, finally, the
classification is performed. An overview of object detection techniques was given in
Section 2, feature extraction is explained further in the text and the classification task is
out of scope of this work.

Figure 8. General scheme of object recognition.

When dealing with video, which is basically a series of successive frames, the range of
possible features is limited by that information which can be extracted from the images.
In case of video with moving objects, for example the following features can be used for
characterization:

• Size. The basic properties which can be calculated for an object is its width, height
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and area.

• Shape. Various shape properties, such as object roundness, centroid and orienta-
tion, can be used to describe the object.

• Color features, such as color histograms, are one of the most commonly used prop-
erties for describing an object.

• Texture. Some objects have a specific texture, such as a unique fish scale pattern,
which can be used to recognize them.

• Motion. An object can be characterized by the way it is moving in the video.
Examples of such features are velocity and direction.

3.2 Fish Recognition

Moving object detection methods allow to find, track and count fish automatically, but
simple fish detection is not enough for building a fully autonomous surveillance system.
To provide an accurate and detailed information about the underwater environment, it
is usually required to recognize all passing species, so basically each passing fish need
to be classified. Object recognition is a challenging task, especially in the case of fish
classification, because underwater videos are usually of low quality, contains noise and
can have a low contrast. That makes the process of feature extraction quite complicated
and hamper the classification itself.

Alsmadi et al. [33] presented a system, that takes an image of fish as an input, recognize
it and categorized into "poison" or "non-poison" family. In the work much attention is
paid for feature extraction, which consists in various size and shape measurement. At
first, anchor points are detected as shown in Figure 9. They are used to calculate the
geometry of the fish, from which such features as width, height, mouth length, head angle
and others are extracted. A neural network with back propagation algorithm is used for
classification. The accuracy of the classification varies for different fish families and lies
between 75% and 95%.

Spampinato et al. [34] proposed a way to extend capabilities of the fish monitoring system
described in [2] and to refine it into an automatic fish classification system. An outcome
of the detection subsystem is a bounding box (Figure 10), from which a fish contour is
extracted (Figure 11) and later used for feature extraction. Authors suggest to use affine
invariant features to simplify the classification, because a fish can be at any orientation
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Figure 9. Anchor point locations [33].

and position relative to the camera. For that purpose, an affine transformation (Figure 12)
is used to represent a 3D shape of a fish and to get affine invariant features. Such features
are: texture that is received from the grey-level histogram, the Gabor filters and the grey-
level co-occurrence matrices, and boundary features. To reduce the number of obtained
features Principal Component Analysis is used and then Discriminant Analysis is applied
for the classification.

Figure 10. Output of the detection system [34].

Hsiao et al. [35] describe a distributed real-time underwater video observational system
that can be used for monitoring of a coral reef ecosystem. Using a large amount of col-
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Figure 11. Fish contour [34].

Figure 12. Affine transformation of fish contour [34].
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lected videos, a fish category database has been built for recognition purpose. To recog-
nize fish species on the video, at first, BS methods are used for fish detection and then
a maximum probability of partial ranking method is applied. This method is based on
a sparse representation-based classification, in which an image represents a sparse linear
combination of all training images with weighting coefficients as unknowns. An identifi-
cation process defines whether an image has one of the species from the database or it is a
new one. The proposed method was proven to perform better than other popular methods.
The described approach is shown in Figure 13.

(a) (b)

(c) (d)

Figure 13. (a) The background model; (b) Detected moving objects; (c) The object (red box) is
classified as "fish"; (d) the object (blue box) is classified as "non-fish" object [35].

The work of Chuang et al. [36] comprises the results of comparison of two fish feature
extraction methods, namely the supervised and unsupervised approaches. The main dif-
ference between these approaches is that supervised methods use predefined features like
shape or color, while unsupervised methods learn the features directly from images. Both
approaches are tested by using a hierarchical partial classifier. The experiments showed
that unsupervised methods achieve better performance on low quality videos and imbal-
anced fish distribution.
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According to the reviewed articles, the most commonly used features of fish are size,
shape, color and texture, so some of these features can be taken into account while choos-
ing appropriate features for fish classification. Nevertheless, the choice of algorithm for
classification is not obvious and should be based on the results of fish detection and ex-
tracted features.
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4 PROPOSED APPROACH

The main objective of this thesis is to build a system that is able to detect passing fish in
the underwater videos and extract features which may be used for classification purposes.
Considering the reviewed works, the most promising approach for fish detection is BS
as it is commonly used and shows good results. Also some statistical methods can be
included to improve the performance. Temporal differencing may be less effective as in
the regarded case the background is mostly stable and camera is fixed, what makes the
advantages of this approach inessential. Optical flow methods show worse results, when
foreground objects do not differ significantly in color from the background. But they can
be used as an additional tool to describe the motion after it has been detected. Therefore,
in this work BS methods are used to develop a robust system for fish detection.

The whole approach can be divided into the following steps: BS, Object Detection and
Feature Extraction (Figure 14). The application takes a video as an input and returns a
set of features as an output. Detailed descriptions of each of the subsystems are presented
below.

Figure 14. Proposed approach.

4.1 Background Subtraction

To detect fish in a video, firstly, all moving objects must be separated from the back-
ground. For solving this task, a BS approach was chosen as the most appropriate one. It
is relatively simple, fast and able to cope with the most possible challenges. A BS algo-
rithm takes a raw video, processes it and returns a set of binary maps, where "0" represent
background pixel and "1" refers to the foreground (Figure 15). This process may be ar-
ranged in real time, when each frame is analysed instantly after reading it. In this case,
first few frames are used only for building the model, while in all other frames the motion
can be detected.



25

Figure 15. BS subsystem structure.

While choosing the specific BS method the following criteria were considered: accuracy,
robustness, ability to cope with noise, moving background and illumination changes, com-
putational speed and the simplicity of implementation. An extensive survey on the perfor-
mance of various methods is given in [18, 37]. Based on the gathered information, three
algorithms were chosen for BS: Adaptive GMM, KDE and Visual Background Extractor
(ViBe).

4.1.1 Adaptive Gaussian Mixture Model

The first selected algorithm is based on the GMM and described in [30, 38]. One of
the most important properties of this algorithm is that it presents the color of each pixel
using multiple Gaussians and automatically chooses the number of Gaussians. This ability
makes it fully adaptable for sudden and gradual scene changes. As in typical fish counting
videos the illumination is changing and some moving objects stay motionless for a long
time, the choice of this algorithm seems to be reasonable.

The proposed GMM method refers to the statistical BS approach, which means that the
background image, due to its regular behaviour, is assumed to be well described by some
statistical model. In this case, a scene model is built by estimating a PDF for each pixel.
As pixels usually have complex distributions, authors suggested to use GMM instead of
one PDF. Those pixels, which do not fit the model, are considered as a foreground.

The background model is denoted by p(−→x |BG), where −→x is a pixel value in some col-
orspace. A training set X is used for model estimation and p̂(−→x |X , BG) stands for the
obtained model. At each moment of time t the following decision must be made: whether
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the pixel belongs to the background or to the foreground. For this, the Bayesian decision
B is

B =
p(BG|−→x (t))

p(FG|−→x (t))
=
p(−→x (t)|BG)p(BG)
p(−→x (t)|FG)p(FG)

. (1)

Typically nothing is known about the foreground. So p(FG) is set equal to p(BG) and
the distribution is assumed to be uniform p(−→x (t)|FG) = cFG. Then the pixel is referred
to the background if

p(−→x (t)|BG) > cthr, (2)

where cthr = BcFG is a threshold value.

Since we expect that the scene may vary over time, it is essential that the training set
should adjust to changes by adding or eliminating samples. So at time t the training set
is XT = {x(t), ..., x(t−T )}, where T is a selected time period. The set XT and the model
itself are recalculated with each new sample. As our goal is to detect the foreground,
some of the samples will contain foreground pixels, which should not affect on the update
of the background. So in general, the proposed GMM approach with M components is
described as

p̂(−→x |XT , BG+ FG) =
M∑

m=1

π̂mN (−→x ; −̂→µ m, σ̂
2
mI), (3)

where −̂→µ 1, ...,
−̂→µ M and σ̂2

1, ..., σ̂
2
M are the estimates of means and variances respectively, I

is the identity matrix and π̂1, ..., π̂M are non-negative weights. The parameters are updated
recursively by the following rules:

π̂m ←− π̂m + α(o(t)m − π̂m)
−̂→µ m ←− −̂→µ m + o(t)m (α/π̂m)

−→
δ m

σ̂2
m ←− σ̂2

m + o(t)m (α/π̂m)(
−→
δ T

m

−→
δ m − σ̂2

m),

(4)

where
−→
δ m = −→x (t) − −̂→µ m, α ≈ 1/T and o(t)m is the ownership that defines the closeness

between a sample and a component.

A detailed description of this approach is presented in [30] along with the explanation
of how the number of components are selected automatically, so the algorithm can be
implemented.
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4.1.2 Kernel Density Estimation

Zivcovic et al. [38] introduced a new non-parametric BS method based on KDE. In con-
trast to the equation describing GMM approach (Equation 3), the KDE is given by

p̂(−→x |XT , BG+ FG) =
1

TV

t∑
m=t−T

K(‖
−→x (m) −−→x ‖

D
) =

k

TV

K(u) =

1 if u < 1/2,

0 otherwise.

(5)

where K(u) is the kernel function, V is the volume of the kernel which is a hypersphere
with diameter D.

This method is proven to be reasonably effective, when the number of foreground pixels
is relatively small. Typical fish detection datasets include videos, where usually only one
moving fish is presented in each frame, thus the foreground fraction is quite limited. This
justifies the use of the KDE method.

4.1.3 Visual Background Extractor

In [39], a universal BS algorithm, called ViBe, is presented. It is proven to be one of the
most effective techniques for moving object detection. The general idea of the algorithm
is the following: for each pixel, there is a set of model values that were taken in the past
from the same pixel location or its neighbourhood. This set is later compared with the
captured pixel value and, according to the result of comparing, the pixel is marked as
background or foreground. The set is updated randomly and each detected background
pixel affects models of its neighbours.

To completely describe an algorithm, one needs to determine what the background model
is, how it must be initialized and updated. In ViBe a model for pixel located at x is denoted
byM(x) and defined as a set of background samples:

M(x) = {v1, ...vN}, (6)

where v1, ...vN are pixel values taken in previous frames. In order to detect foreground
pixels, for each x a sphere SR(v(x)) of predetermined radiusR centred in v(x) is defined.
Then the intersection between the sphere and the model is calculated. Finally, if the
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number of intersected elements exceeds a certain threshold ]min, pixel is classified as a
background:

](SR(v(x)) ∩M(x)) ≥ ]min, (7)

where ] is the cardinality of a set. This approach is resistant to outliers, which allows to
achieve more reliable results.

Unlike many other techniques, ViBe is able to initialize a background model by using a
single frame. It speeds up the process significantly, allows to start the detection as soon as
possible and, moreover, makes it possible to process short videos effectively. As only one
frame is used, there is no temporal information available. That is why some additional
assumptions must be made. Authors suggested, that pixels in the neighbourhood share a
similar distribution, so a pixel can be modelled using the values of its neighbours:

M0(x) = {v0(y|y ∈ NG(x))}, (8)

where M0(x) is a background model for pixel x at time t = 0, NG(x) denotes a neigh-
bourhood of x and locations y are chosen randomly.

One of the crucial features of each BS algorithm is its ability to adapt to different changes.
For that reason, almost in every algorithm there is a step on which the model is updated.
The update process in ViBe is based on several principles:

• Pixels belonging to the foreground are never included to the model.

• The choice of the sample to be replaced is random.

• Not all background pixels are updated each time. The choice of the pixels is also
random.

• An information used for pixel update affects the models of its neighbours as well.

A simple implementation of ViBe written in pseudocode is presented in Algorithm 1.

Authors state, that this technique allows ViBe to instantly adjust to most possible situ-
ations, such as fast or gradual change of illumination, appearance of new background
objects or sudden background movements. It also helps to quickly correct negative con-
sequences in the case, when the first frame used for background initialization contained
objects of motion.
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Algorithm 1 : ViBe [39].
Read the first frame.
for all pixels x in frame do . Background initialization

Randomly choose N pixels from the neighbourhood of x.
Store these values v1, ...vN in the pixel modelM(x).

end for

for all remaining frames do
for all pixels x do . Foreground detection

Compare current pixel value v(x) to the background modelM(x).
Find the number num of close samples in the model.
if num ≥ #min then

Classify pixel as a background.
. Background update

Get random sample from pixel model and update it with the current pixel
value.
Randomly choose one neighbour and update its model.

else
Classify pixel as a foreground.

end if
end for

end for

4.2 Object Detection

Outcomes of the BS subsystem are binary images with the detected foreground. The next
step is to find fish on the images. For that purpose, several post-processing techniques
are applied. After all objects are detected, only those objects which correspond to fish
are selected, and, finally, bounding boxes of these objects are received. This process is
illustrated in Figure 16.

4.2.1 Post-Processing for Background Subtraction

As it was mentioned before, videos usually have various artefacts which complicate their
analysis. For this reason, the raw output of BS algorithm generally contains a lot of noise
in the form of foreground pixels which actually belong to the background and vice versa
(Figure 17(a)). This kind of distortions must be eliminated to exclude their influence on
the subsequent analysis. The post-processing for BS consists of three steps:

• Median filter is a non-linear filter used in image processing, normally for noise
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Figure 16. Object Detection subsystem structure.

reduction [40]. This filter takes a neighbourhood of a pixel, finds its median, and
replaces the current pixel value with the median value. The main feature of the
median filter is that it reduces impulse noise and preserves edges. Misdetected
foreground pixels appears as white spots on the black background, which looks like
an impulse noise. Therefore, median filter is a logical choice in this case.

• Morphological opening is a morphological operation composed of a consecutive
application of erosion and dilation with the same structuring element [41]. This
operation removes small objects, which are most likely noise, but does not alter big
objects. In this way, opening is used as a final step in noise removal.

• Morphological closing. In contradistinction to opening, closing operation is a suc-
cessive usage of dilation and erosion [41]. Most common application of closing is
filling the holes in objects. Thus, background pixels inside an object, which were
misclassified to foreground, will be painted with white color after closing operation.

The presented approach is a common pattern used in post-processing for BS [42]. It helps
to get rid of the vast majority of misclassified pixels which facilitates the further analysis.
An example of the processed frames is given in Figure 17(b).
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(a)

(b)

Figure 17. Post-processing: (a) Raw frames with noise; (b) Frames after post-processing.
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4.2.2 Optical Flow

Although BS is applied for moving object detection, it results in finding the regions of
motion, but does not provide any specific information about the motion itself. In many
cases, it may be useful to know how exactly the objects are moving. For instance, different
types of objects can be distinguished according to the direction of their movement. Or, on
the contrary, several components can be considered to belong to the same object, if they
move with the same speed and direction. The outputs of motion analysis will be used in
connected components analysis.

Optical Flow provides an opportunity to measure a motion from video frames [43]. The
technique is based on assumptions, that pixel values do not vary significantly between
consecutive frames and that pixels in one neighbourhood move in a similar way. This
hypothesis is called brightness constancy constrain with the pixel displacement (dx, dy)
after time dt:

I(x, y, t) ≈ I(x+ dx, y + dy, t+ dt). (9)

By expanding with Taylor series, we get

I(x+ dx, y + dy, t+ dt) = I(x, y, t) +
∂I

∂x
dx+

∂I

∂y
dy +

∂I

∂t
dt+O2, (10)

whereO2 are the second and higher order terms, which are neglected. From this equation,
it follows that:

∂I

∂x
dx+

∂I

∂y
dy +

∂I

∂t
dt = 0, (11)

which can be transformed into:

∂I

∂x

dx

dt
+
∂I

∂y

dy

dt
+
∂I

∂t

dt

dt
= 0

∂I

∂x
Vx +

∂I

∂y
Vy +

∂I

∂t
= 0

IxVx + IyVy = −It,

(12)

where Vx and Vy are the components of the image velocity.

An optical flow implementation based on work of Farnebäck [44] is used in the proposed
method. It takes a series of binary images and finds optical flow vectors for all pixels
in each frame (Figure 18). On the basis of the obtained vectors, their magnitude and
direction are computed.
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Figure 18. Optical flow found for two consecutive frames.

4.2.3 Connected Component Analysis

On this stage the remained objects are detected. At first, all connected components are
found together with their properties like area, centroid point, bounding box, average ve-
locity and direction. For that purpose, a connected component labelling algorithm is used.
It is an algorithm that takes a binary image, finds regions of connected foreground pixels
and marks each region with its own label. Then the features of each region are calculated.

Unfortunately, BS methods are not ideal and objects may still contain holes and be discon-
nected even after post processing. Such objects are detected as a set of a certain number of
regions (Figure 19(a)). To correct this, all regions belonging to one object must be com-
bined into one (Figure 19(b)). In order to determine whether two regions belong to the
same object or not, the following heuristics were proposed. Two regions are combined, if
several or all the conditions listed below are satisfied:

• The distance between the two centres is smaller than a selected threshold value.

• The height of the combined region is smaller than a threshold.

• The length of the combined region is smaller than a threshold.

• Two regions are moving with a similar velocity.

• Two regions are moving in the same direction.

Conditions which are used for region combination depend on the specific task and can be
selected individually. For instance, when the approximate length of the fish is known, this
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(a) (b)

Figure 19. Combination of regions: (a) Initial regions; (b) Combined regions.

value can be selected as a maximum length threshold value. The same situation is with
the height. When there is no prior information about the fish, these conditions should not
be set because of the inability to select a threshold. As another example, one can consider
the situation when many objects are moving with the same speed and direction. Now the
last two conditions become useless because they do not help to distinguish objects.

4.2.4 Fish Identification

From the previous step a set of detected objects is received. This set may still contain noise
because in real underwater videos fishes are not the only passing objects. Such items as
garbage, plants and various marine life would be detected as well. So the last step of fish
detection is fish identification, which means the separating fish from everything else. To
distinguish objects, some prior information about fish is needed.

Typically, an approximate fish size can be estimated from videos. That is why, at first,
all objects which are too small to be a fish are eliminated. This is implemented by intro-
ducing a threshold value for the minimum area of the region. Next, fish in underwater
videos usually move in one specific direction. Thus, all objects that pass in the oppo-
site direction can be considered as non-fish. These known facts simplify the process of
fish identification, but of course do not guarantee an ideal differentiation. An example of
object distinguishing is shown in Figure 20.
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(a) (b)

Figure 20. Object distinguishing: (a) All detected objects; (b) Detected fish.

4.3 Feature Extraction

The last part of fish detection system is feature extraction. As the result of detection will
be later used for fish classification, the detection system should provide fish characteri-
zation as an outcome (Figure 21). Considering the experience of other fish recognition
projects and according to the obtained detection results, it was decided to describe a fish
in terms of its size and texture.

Figure 21. Feature Extraction subsystem structure.

4.3.1 Size

The simplest fish feature is the size. It can be measured by finding the width and the
height of the fish bounding box. Here, the size is measured in pixels because to obtain the
real fish size a camera calibration is needed. In videos the same fish is typically captured
in multiple frames, so several bounding boxes are obtained. They may contain unreliable
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information, as when the fish is entering or leaving the field of view of the camera, only
a part of it is seen (Figure 22(a)). Also a noise and incorrect detections may be included
into measurements, which complicates the size estimation (Figure 22(b)). Thus, the fish
size cannot be estimated by simple averaging, some extra assumptions are needed.

(a) (b)

Figure 22. Challenges in size estimation: (a) Only a part of the fish is captured; (b) Incorrect
detection.

Depending on the frame rate and the time, during which the fish appears in the video, the
number N of frames containing the whole image of the fish can be selected. Thus, only
these frames participate in size estimation. So, N biggest values of bounding boxes are
selected, then the resulting size of fish is calculated as the median value. Assuming that
the number of noisy measurements is lower than the real ones, use of median instead of
mean should reduce the influence of noise.

Although size estimation is regarded as a simple problem, there are many factors that may
make this task impossible. For instance, if there is not a single frame in the video where
the fish appears entirely. Or when all the detected bounding boxes contain wrong infor-
mation, for example, due to occlusion. In these cases, size estimation needs additional
knowledge or cannot be realized at all.

For classification purposes, raw values of fish height and width may not be helpful. If
several fishes pass at different distances from the camera, their size in pixels may not
coincide, although they are equal in the real life. Such features confuse classification
algorithms, so some relative values, such as the height-to-length ratio, can be used.
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4.3.2 Texture

Another fish feature that may be useful for species recognition is the texture. Texture
characterizes the appearance of a certain area in an image. It is commonly used for object
recognition and, specifically, for fish recognition, as various fish species have their own
textures of scales. For using a texture as a fish feature it needs to represented in some
numerical form. One of the possible forms is Local Binary Patterns (LBP) [45].

LBP is a feature vector which describes a texture, the steps for its construction are given
in Algorithm 2.

Algorithm 2 : LBP.
The whole image or a specific region of interest is divided into cells (e.g. 16×16 pixels
in a cell).
for all cells c in the image do

for all pixels x in a cell c do
Visit 8 neighbours of x clockwise.
for all neighbours n of a pixel x do

if v(x) > v(n) then
Write "0".

else
Write "1".

end if
end for
Convert the obtained 8-digit binary number to integer.

end for
Compute a histogram over cell according to the obtained integer numbers.

end for
Concatenate histograms for all cells in the image. The resulted histogram gives the
feature vector.
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5 EXPERIMENTS AND RESULTS

5.1 Datasets

The fish detection system implemented in this work was tested on two datasets. Dataset 1
was collected by "Kymijoen vesi ja ympäristö ry" organization in 2013. It consists of four
videos with different types of illumination and different water qualities. Dataset 2 was
gathered by the same organization in 2016. It comprises six videos with various levels
of visibility. Example frames from both datasets can be seen in Figure 23. A general
description of the datasets is given in Tables 1 and 2.

Table 1. Videos from Dataset 1.

Video Resolution Frames Annotations Species
1 704×576 101 28 -
2 704×576 83 27 Bream
3 704×576 108 14 Bream
4 704×576 73 19 Bream

Table 2. Videos from Dataset 2.

Video Resolution Frames Annotations Species
1 704×576 138 34 Salmon
2 704×576 264 47 Whitefish
3 704×576 334 217 Salmon
4 704×576 240 33 Salmon
5 704×576 289 108 Salmon
6 704×576 275 97 Salmon

Both datasets consist of video sequences of passing fishes in the real underwater envi-
ronment. The general scene of the camera position used in video capturing is shown in
Figure 24 [46]. Fish enter the tube from the entering place, denoted as point A, and pass
in front of the camera located at point B. The camera has angle of view of 72◦, and the
average distance between the camera and the fish is 55 cm. Nevertheless, in most of the
videos fish pass at the distance which differs from the average value significantly. This
fact should affect the size estimation process.

Some prior knowledge can be extracted from the datasets and used for tuning the parame-
ters of the methods. All fish in videos move from right to left, which simplifies the process
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Figure 23. Example frames. The frames from the first column belong to Dataset 1, the second
column frames are taken from Dataset 2.
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Figure 24. Scene of the camera position [46].

of fish identification described in Section 4.2.4. Moreover, each video contains only one
passing fish in each frame, which also facilitate the detection.

To evaluate the performance of the implemented methods, a ground truth data needs to
be generated. A ground truth is a desired ideal result, which can be obtained in various
ways. The ground truth for the provided datasets was generated manually. Each video was
annotated frame-by-frame with bounding boxes around fish (Figure 25). Unfortunately,
the accuracy of the annotation is not perfect. Because of the low video quality, fish is not
easily distinguished from the background, and it is hard to detect edges of the fish by the
human eye. Therefore, a certain permissible error should be taken into account during the
evaluation.

Figure 25. Example of annotated frames from Dataset 1. Green rectangles in the frames are the
ground truth bounding boxes.
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5.2 Evaluation Criteria

The proposed fish detection system can be based on either of the three BS methods de-
scribed in Section 4.1. To select the most accurate implementation, their detection results
need to be compared according to the defined evaluation criteria. This section includes
the description of the evaluation process.

The result of the fish detection is evaluated in accordance with the ground truth. For
each video the number of true positive (TP ), true negative (TN ), false positive (FP )
and false negative (FN ) frames is counted. The explanation of these values is given in
Table 3. Rows of the table defines whether the frame contains fish or not, while columns
correspond to the result of detection: if the fish was detected on the frame or not.

Table 3. Explanation of TP , TN , FP and FN values.

Fish was detected Fish was not detected
Frame contains fish True Positive False Negative
Frame does not contain fish False Positive True Negative

When counting the number of TP frames, it is necessary to make sure that the fish was
detected correctly. That is, the found bounding box should match the ground truth bound-
ing box. The most common evaluation metric used in object detection is the Intersection
over Union (IoU), also known as Jaccard Index. It determines how two bounding boxes
are similar to each other, and, therefore, is used to calculate the accuracy of the detection.
By selecting a threshold value, the detected bounding box can be considered as the correct
one, if its IoU value is higher than this threshold. IoU is defined as a ratio:

IoU =
Ai

Au

, (13)

where Ai is the area of intersection of the detected and ground truth bounding boxes,
while Au is the area of their union (Figure 26).

Finally, for comparing the results of detection, the following measures were calculated:

• Precision (P ) determines how useful the detection is. High precision means that
the algorithm returns more true detected fish than false detected.

P =
TP

TP + FP
(14)
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(a) (b) (c)

Figure 26. IoU: (a) Detected (red) and ground truth (green) bounding boxes; (b) Area of intersec-
tion (blue); (c) Area of union (blue).

• Recall (R) defines how many truly detected fish were returned.

R =
TP

TP + FN
(15)

• F1 score (F1) is a harmonic mean of P and R. It defines the detection accuracy.

F1 = 2
P ×R
P +R

(16)

Although the outcome of the proposed system is the fish characterization, it is not possible
to evaluate the accuracy of fish size estimation and texture extraction due to the lack of
available data and ground truth. Therefore, this thesis concentrates mainly on the evalua-
tion of the detection accuracy, while the efficiency of the fish characterization extraction
can be considered in the future work.

5.3 Implementation and Method Parameters

The fish detection system proposed in this work was implemented in Python language
version 2.7.12 using the OpenCV 3.2.0 library [47].

The implementations of Adaptive GMM and KDE methods introduced in Section 4.1
were taken from the OpenCV library and were used with default parameters. The default
parameters are suitable for the current task, because they allow the algorithms to be both
sensitive and noise-resistant. The descriptions of these implementations are given in [48]
and [49] respectively. The third method, ViBe, was implemented manually with default
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parameters specified in [39]. The only parameter that was set individually for each video
is radiusR, since it is responsible for the sensitivity of the algorithm. The lower values of
R allows to detect motion even when the colors of background and foreground are very
close. But lower values ofR also increases the noise. That is why theR value was chosen
for each dataset in accordance with how much the fish stands out against the background
in videos (Table 4).

Table 4. RadiusR for ViBe algorithm. The visibility of fish in the datasets is shown in Figure 23.

Dataset R
1 15
2 10

Table 5 contains parameters used for Post-Processing for BS: the size of the median filter,
the size of the opening structuring element and the size of the closing structuring element.
These values were chosen empirically, according to the level of noise and misdetections
remained after BS. Parameters used in Object Detection are indicated in Table 6. After
Post-Processing for BS all objects, whose area is smaller than area1 value, are deleted.
Then the regions are combined using the threshold values dist and height. And, finally,
united objects, with area smaller than area2, are deleted.

Table 5. Parameters for Post-Processing for BS. Three values in each cell refer to Adaptive GMM,
KDE and ViBe algorithms respectively.

Dataset median opening closing
GMM KDE ViBe GMM KDE ViBe GMM KDE ViBe

1 5 3 3 5 5 5 7 7 7
2 5 3 3 7 5 5 7 7 7

Table 6. Parameters for Object Detection. The value in each cell refers to all the three algorithms:
Adaptive GMM, KDE and ViBe. All values are given in pixel units.

Dataset area1 area2 dist height
1 100 500 450 320
2 200 800 450 320
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5.4 Results

During the experiments two datasets were tested with three BS methods. Table 7 includes
the results of the experiments, where detected bounding boxes are compared to the ground
truth, and the detection is assumed to be successful if their IoU value is higher than 0.5.
The choice of such a threshold is due to the fact that the accuracy of a ground truth
annotation is not perfect, so IoU values cannot be close to 1. This parameter can vary
depending on how accurately fish bounding boxes should be detected.

Table 7. Results of the experiments with threshold for IoU = 0.5. Three values in each cell refer
to P , R and F1 respectively. Best results according to F1 are in bold.

Video GMM KDE ViBe
Dataset 1 P R F1 P R F1 P R F1

1 0.82 0.82 0.82 0.89 0.89 0.89 0.96 0.89 0.93
2 0.24 0.44 0.31 0.80 0.74 0.77 0.95 0.74 0.83
3 0.73 0.79 0.76 0.50 0.57 0.53 0.67 0.57 0.62
4 0.05 0.11 0.06 0.25 0.32 0.28 0.70 0.74 0.72

Overall 0.35 0.55 0.42 0.63 0.67 0.65 0.85 0.76 0.80
Dataset 2

1 0.78 0.62 0.69 0.58 0.41 0.48 0.50 0.41 0.45
2 0.43 0.49 0.46 0.81 0.64 0.71 0.82 0.57 0.67
3 0.61 0.74 0.67 0.65 0.51 0.57 0.54 0.45 0.49
4 0.90 0.85 0.87 0.52 0.36 0.43 0.50 0.36 0.42
5 0.54 0.46 0.50 0.22 0.07 0.11 0.43 0.17 0.24
6 0.86 0.59 0.70 0.07 0.03 0.04 0.50 0.09 0.16

Overall 0.64 0.63 0.63 0.53 0.33 0.41 0.54 0.33 0.41
Overall

for both datasets 0.58 0.62 0.60 0.55 0.38 0.45 0.60 0.39 0.48

It can be seen, that both Adaptive GMM and ViBe algorithms show acceptable results on
different videos, while KDE method show average results for almost all videos. Since
the quality of the video and the presence of various attributes (e.g. noise, illumination
changes, background movements) can vary greatly between and within the datasets, the
detection results also differ significantly. In general, results for Dataset 1 are better than
for Dataset 2. This may be because of the fact, that videos from the second dataset are
darker, and fish on most of the frames stays in shade and is not fully seen. Also videos
from Dataset 2 include situations, when the fish stays motionless during a long set of
frames and BS algorithm cannot detect it. Examples of the detection results can be seen
on Figures 27 and 28. Figures 29, 30 and 31 show how the accuracy of the detection
depends on the IoU threshold value.
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(a) (b)

(c) (d)

Figure 27. The result of detection (Video 2 from Dataset 1): (a) Ground truth; (b) Adaptive GMM;
(c) KDE; (d) ViBe.
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(a) (b)

(c) (d)

Figure 28. The result of detection (Video 1 from Dataset 2): (a) Ground truth; (b) Adaptive GMM;
(c) KDE; (d) ViBe.
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Figure 29. The dependence of the F1 score on the IoU threshold for Dataset 1.
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Figure 30. The dependence of the F1 score on the IoU threshold for Dataset 2.
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Figure 31. The dependence of the F1 score on the IoU threshold for overall results.

Experiments also include the texture extraction step, in which the LBP feature vector is
found for the detected fish. The results of the texture extraction for different fish species
are shown in Figure 32. Although the quality of the videos does not allow to extract
precise textures of the real fish scale patterns, a certain tendency on the histograms can be
seen. Histograms of bream species have higher bins around 200-250 values, while salmon
histograms have peaks in the range from 0 to 40. The lack of videos with different species
and the fact, that the general quality, lightness and level of noise differ significantly for
two datasets, prevents an accurate analysis of results. But it can be assumed that the
texture can be possibly used for classification of these two species.
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Figure 32. Normalized histograms representing LBP feature vectors. The histograms from the
first column belong to Dataset 1, the second column histograms belong to Dataset 2.
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6 DISCUSSION

6.1 Results

The goal of this work was to build a system, which is able to detect fish in underwater
videos and extract fish characteristics that are useful for recognition purposes. The pro-
posed system detects moving objects using the BS approach, distinguish fish from other
objects and characterize a fish in terms of its size and texture. The system was tested on
two datasets and evaluated by the detection accuracy.

Considering the obtained results, it can be concluded, that the proposed approach can be
successfully applied for the fish detection. Selection of a suitable BS method should be
based on the type of the videos. ViBe method shows better resistance for noise and ability
to adapt for illumination changes and background movements. Adaptive GMM method is
capable to detect motion even when the color of foreground is close to the background, but
its results may contain a lot of noise. KDE shows acceptable results on different videos,
but may be less effective on the used datasets than the other methods. As a conclusion, it
can be said that Adaptive GMM is the most motion-sensitive algorithm, ViBe is the most
noise-resistant, while KDE shows an average between detection and noise resistance.

The main problem that obstructs the fish detection is the quality of the video. In cases
where the fish is distinguishable against the background, the detection accuracy reaches
72-93% (Table 7). Unfortunately, most of the underwater videos have a low level of visi-
bility, and therefore the fish is barely noticeable. For these cases, the accuracy fluctuates
between 50% and 87% (Table 7). Also, the provided datasets do not contain enough
videos with various fish species, so it is impossible to evaluate, how the extracted fish
features describe different species. These issues may be considered in the future work.

6.2 Future Work

An outcome of the fish detection system is the fish characterization, which can be used
for fish species recognition. Therefore, future work can be concentrated mainly on the
classification task. Given the sufficient number of training results, a classification system
based on fish size and texture can be build. Also, the proposed process of size estimation
can be improved by introducing the information about camera parameters, which allows
to perform the camera calibration.
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7 CONCLUSION

In this thesis, the system for detecting fish in underwater videos were proposed. The three
BS algorithms, called Adaptive GMM, KDE and ViBe, were used for moving object
detection. The results showed that depending on the type of the video, all reviewed BS
methods can be successfully applied for fish detection. The main parameters on which
the BS algorithm can be chosen is the presence of noise, illumination changes, level of
visibility and presence of moving background. As the result, the fish detection system
returns the fish characterization, which includes the estimated fish size and its texture
properties. These features can be later used for species classification.
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