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The application of simulation techniques in different sport disciplines have become
an important asset to coaches, teams and public in general due to the detailed
information that different types of simulation techniques can provide. This
dissertation work focuses on the study of cross–country skiing from a point of view
different than those usual research fields. It studies cross–country skiing from the
point of view of the mechanical engineering by applying the concepts of kinematics
and dynamics to understand better the biomechanics involved in the skier’s
movement. There are three main aspects that this dissertation addresses. Firstly,
how to simulate the movement of a skier by applying simplified simulation models.
Secondly, how to compare the evolution of the skier’s technique irrespectively
from the variability of the body movement. Finally, how to incorporate to the
analysis toolbox other measurement devices such as inertial measurement units
which allow for the acquisition of data in a more vast range of conditions such as
the study of the effect of the ski pole on the skier’s propulsion force. Experiments
to validate each one of these three main aspects presented in this dissertation
work were carried out in multiple locations with the support of different teams
with expertise in fields of sport physiology, physiotherapy and human performance
quantification. The main findings showed that the techniques applied and the
methodology employed to address the tasks were sound and the numerical results
obtained were closed to results acquired in the set of experiments.

Keywords: biomechanics, cross–country skiing, inertial measurement units,
multibody modeling, simulation,
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A Rotation matrix
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Cq Jacobian matrix of the constraints
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Chapter 1
Introduction

Skiing has been an important part of life in cultures inhabiting regions where
the snow occupies the land for long periods during the year. Where did skiing
originate and who was the first skier? The topic is still debated by historians
dedicated to finding out the origins of this activity.
Some Chinese archaeologists claim that skiing originated around 8000 B.C. in
Altay, China [33]. Others say that skiing came to that area at a later date.
Nevertheless, it would be safe to assign an antiquity of 8000 - 10000 years to
skiing relying on the discovery of one of the most valuable pieces of evidence, the
ski found in Vis, Russia. To date, it is the oldest ski found and it is estimated to
date from 6000 B.C. [80].
Pictographs found in Scandinavian and Russian caves support the estimated age
of skiing. These rock paintings and carvings dating back to 5000 B.C. confirm
the importance of skiing to the people of that time. Figure 1.1 shows the famous
rock carving found in a cave in Rødøy, Norway. Figure 1.2 shows another aspect
of the daily life of the inhabitants of Alta, Norway. This is the only painting in
the Alta area where a skier is represented.
It is interesting to examine the evolution of skiing: how such an ancient practice,
normal in the daily facets of old Nordic cultures, continues to evolve from its
rudimentary beginnings to its finest technical development seen today. It is even
more interesting to see that an activity that originated as a means of subsistence
became a social practice reserved for a certain elite during the 1800s in the United
States. Figure 1.3 shows a group of people, presumably of a high social class,
posing for the photograph in Wasatch, Utah, in 1890.
Skiing definitively continues to be important in countries with snowy winters –
now with the added nuance of enjoyment and recreation for the whole family in

13



14 1 Introduction

Figure 1.1. Rock carving of a skier found in a cave in Rødøy, Norway, circa 4000 B.C.
This carving depicts a skier using a stick and a pair of skis. Photo: Nordland County.

Figure 1.2. Pictograph of a skier chasing an elk. Rock painting found in Alta, Norway.
This painting is dated circa 5000 B.C. Photo: Ralph Frenken 2012.

any social stratus. This 10000–year–old activity is more than ever in the pinnacle
of public interest.

One segment that is continuously striving to learn more about skiing is high–
level competitors and their supporting teams. These teams need research–based
knowledge on the physiology of different skiing techniques, working to unveil the
secrets of the trade. How to be more efficient? How to leverage the physiological
differences between the athletes? How to produce more useful propulsion force?
These are just a few questions commonly found between the lines of ski literature
abstracts.
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Figure 1.3. Ski outing in Wasatch, Utah. 1890 (Photos courtesy Special Collections, J.
Willard Marriott Library, University of Utah).

1.1 Motivation for the study of cross–country skiing

The topic for this dissertation originated from the research on speed skaters
done in 2011 by Fintelman et al. [19] at the Technical University of Delft, the
Netherlands. Fintelman’s research, led by Prof. Arend L. Schwab, produced a
simple two–dimensional multibody model of a speed skater on the straights based
on three lump masses: B to represent the skater’s body mass, and LS and RS
to represent the left and right skates’ masses, respectively. This simple model,
shown in Figure 1.4, was able to mimic propulsion forces and movements from
the center of mass and skates, among other variables, of a speed skater.

B

LS RS

X

Y

Figure 1.4. Speed skater model proposed by Fintelman et al. [19].
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To reduce the complexity of the biomechanics of the speed skater’s movement,
Fintelman et al. postulated a few simplifications. Among these, the following
considerations were made:

• The skater’s movement is restricted to two dimensions. This consideration
comes from the fact that speed skaters try to maintain the movement of
their center of mass on one plane.

• The contact between the ice and skate is modeled as a holonomic constraint
in the vertical direction and as a non–holonomic constraint in the lateral
direction of this contact.

• A leg extension constraint was used to couple the position of both skates
and the center of mass.

To validate the skater’s forces and movements, a force measurement system
installed on the skates and a combination of motion capture systems were used.
After seeing the results from this simple model, the idea of applying the same
concepts to the skier came up. If one compares the movement of the skater to that
of the skier performing the skate technique in cross–country skiing, the similitudes
are obvious. One of the most relevant differences is that the skier uses poles and
the skater does not. A visual comparison can be made using Figure 1.5.

(a) Speed skater [86] (b) Skate skier [42]

Figure 1.5. Techniques performed by speed skaters and skiers: visual similitudes and
differences.
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After intuitively inferring that the likelihood of using the speed skater model to
produce a similar type of multibody model for the skier was high, the scope of
the study topic was outlined. In the first phase, the initial concept in mind was to
create a simple multibody model of the lower limbs of a skier able to reproduce
the skier’s center of mass movement by proposing assumptions and simplifications
on the lower limbs dynamics.

With this first thought in mind, a literature review on ski multibody models was
carried out. However, little information was found on dynamic models applied to
cross–country skate style technique. Some of the most relevant articles related to
ski modeling will be presented briefly in the following section.

1.2 Review of cross–country skate skiing models

Skate ski style multibody models

The skate style is one of the main techniques present in cross–country skiing.
Figure 1.6 shows a high level classification according to Rusko [63] of the techniques
and sub–techniques found within cross–country skiing.

Cross–country skiing

Classic Skate

Diagonal stride

Double poling

Kick double pole

V1

V2

Open field

Figure 1.6. Cross–country ski technique classification [63].

The skate style made its official appearance in the 1980s [6,25]. Although the skate
technique was not classified as a technique of its own before that, it was already
part of the classic skiing technique. Classic skiers skated in step turns, or when
certain terrain conditions allowed it. The advent of machinery to mechanically
groom snow for the tracks at the end of the 1970s, together with the evolution of
the skis’ gliding properties, facilitated the debut of the skate skiing technique as
a discipline.
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The skate style has been around for almost 40 years. However, multibody
simulation models describing this specific technique are non existent. This opened
an area of opportunity to contribute to the vast amount of scientific literature
dedicated to the study of cross–country skiing in other topics as skiing physiology,
muscle fatigue, injuries, snow friction, aerodynamics, ski gear design, just to
mention a few of these topics.

In the case of the classic style, only a few dynamic simulation models studying
some of the sub–techniques of the classic style can be found in the literature.
One of the reasons behind the existent number of classic style dynamic models
has been attributed to the well coordinated patterns taking place in the saggital
plane found in this technique. Due to the symmetry of the skier’s movement
performing the classic style, it is possible to reduce the modeling complexity to a
one dimensional problem [26,28,47].

In skate style, modeling this technique can be a daunting task due to the complexity
of skiing movement patterns. As expressed in Smith and Holmberg [72], cross–
country skate skiing is so rich from the point of view of human movement that
researchers are still learning a great deal about human physiology, mechanics,
and human motor control. What makes skiing such a special activity are the
quadrupedal characteristics of its movement patterns, which are rarely found in
other sports. Despite this inherent complexity, it is still possible to simplify the
complex patterns in skate skiing to overcome the modeling challenges, as will be
seen in the chapters dedicated to the modeling of skiing.

Although the main topic of this dissertation is focused on the skate style, a review
of the approaches used to model the classic style is important as some of the
assumptions used in classic models can be applied to skate models.

To the best of the author’s knowledge, one of the first models of the classic style
correspond to upper–body model presented in 2003 by Holmberg and Wagenius
[26], followed by another upper–body model published in 2007 by Lund and
Holmberg [36] and a full–body model published by Holmberg and Lund [27] in
that same year. Later in 2008, Holmberg and Lund [28] modeled again the double
poling technique with a full–body model and Moxnes and Hausken [47] proposed
a one dimensional model based on differential equations of one particle to simulate
the diagonal stride of the classic style.

In 2009, Chen and Qi [11] studied the skier performing simple movements in a
two dimensional model consisting of six bodies to represent the skier and in 2010,
Oberegger et al. [18] used an inverse dynamic problem to investigate the skier’s
reaction forces originating from an purely gliding downhill. Table 1.1 summarizes
details present in the aforementioned models.
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Table 1.1. Published studies in cross–country skiing dynamic models. Papers published
by the author of this dissertation are not included.

Reference Data used Aim Method Findings

Holmberg
and
Wagenius
(2003) [26]

Kinematic
data from
video
recordings
and pole
forces
measured
with
ergometer.

Propose a first
biomechanical
skier model which
could assist in
studying common
injuries and muscle
activation in
double poling.

Two–dimensional
inverse dynamic model
of the right
upper–body. Friction,
air drag not considered
in the study. Field test
done on a tread mill.

Good agreement
concerning muscle
activation data.
However, not good
agreement between
experimental and
simulated power data.

Lund and
Holmberg
(2007) [36]

Kinematic
data from
Vicon Motion
capture
system.

Try to find
antagonists to the
pectoralis major
for a specific
movement in
cross–country
skiing.

Three–dimensional
inverse dynamic model
of the upper–body of a
skier. No pole, friction
or ground reaction
forces were included in
the study.

New method for
finding antagonists to
a muscle for a specific
motion.

Holmberg
and Lund
(2007) [27]

Two–
dimensional
motion
capture data
from a video
recorder and
pole forces
measured
with
ergometer.

Study the load
distribution
between the teres
major (TD),
latissimus dorsi
(LD) in
double–poling
technique.

Three–dimensional
inverse dynamic model
of the full body of a
skier. No friction or
ski ground reaction
forces were used.

It is possible to study
load distribution
between TM and LD.

Holmberg
and Lund
(2008) [28]

Two–
dimensional
motion
capture data
from a video
recorder and
pole forces
measured
with
ergometer.

Create a
three–dimensional
full–body that can
handle realistic
external loads and
to test the use of
inverse dynamics
and static
optimization in
this kind of
models.

Three–dimensional
inverse dynamics
multibody model of
the right upper–body
and pole. Constrained
Newton–Euler
equations. No friction
or ski ground reaction
forces were used.

Muscle forces output
which are used for
comparison with data
obtained from the
literature.
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Table 1.1. Continued.

Reference Data used Aim Method Findings

Moxnes
and
Hausken
(2009) [47]

Two–
dimensional
video
analysis, elec-
tromiography
(EMG), and
joint angles
measured by
goniometers.
Planar forces
taken
from [81].

Formulate a
mathematical
model to increase
skier performance
based on the study
the effect of the
kicking forces,
friction and ski
waxing on the
diagonal stride
skiing.

One–dimensional
forward dynamic
model based on
Newton’s equations.
Hill muscle model was
used to represent
kicking forces.
Ski–snow friction
modeled as Coulomb
friction force.

The kicking angle,
terrain and waxing
affect the velocity
achieve by the skier.
Additionally, the
optimal mechanic
characteristics of the
skis used have to
adapt to the
conditions find in the
terrain.

Chen and
Qi
(2009) [11]

Data from ski
movement
simulations.

Two–dimensional
inverse dynamic
model based on
Newton–Euler
equations.

The forces considered
by this model are the
ski–snow interaction
(penetration), air drag
and ski–snow friction
introduced as a
Coulomb friction force.
Ski–snow contact
simulated as a planar
joint.

The model mimics
simple types of
movements and can
provide kinematic and
kinetic data (not
shown) such as the
skier’s displacement,
velocity, acceleration,
joint moment and
force, and ground
reaction forces.
Focused on the
behavior of the ski.

Oberegger
et al.
(2010) [18]

Video camera
systems is
used to
acquired
kinematic
data and
force plates
installed
under the
two and heel
of the right
ski are used
to obtaining
the force
validation
data.

Three–dimensional
inverse dynamic
model based on
constrained
Newton–Euler
equations. Air
drag was neglected
and ski–snow
friction introduced
as a Coulomb
friction force.

Slope, track of the
right ski, and driving
constraint for the right
ski specified by the
user. This one degree
of freedom three
dimensional model is
represented by seven
bodies. The forces
considered are gravity
and ski–snow friction
modeled as Coulomb
friction. Kicking forces
are not considered in
this model.

The model yields
reaction forces
comparable with those
obtain from force
plates fixed under the
toe and heel of the
right ski.

Estimation of orientation of ski poles

In some techniques, ski poling is essential. As an example, in the double poling
technique of the classic style, poling is one of the largest producers of forward
motion [25, 32, 46, 88]. To measure the forward propulsion forces that ski poles
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add to the skier, a set of four variables are needed: pole ground contact force and
its direction, pole orientation in space, and pole–ground contact intervals. Figure
1.7 shows a simple body diagram of the pole forces generated in the double poling
technique and Figure 1.8 shows the poling forces in the skate style.

Total force
Propulsion force
Vertical force

Figure 1.7. Progression of the forces produced in the double poling technique represented
in the sagittal plant [63].

Y

Z

X

Total force
Propulsion force
Vertical force
Side-to-side force

Figure 1.8. Forces produced by the poles in skate skiing [63].

In this dissertation, the researcher is interested in investigating and proposing a
new technique to estimate the orientation of the ski pole in space. In the case
of the measurement of the pole force, researchers have measured them using
different techniques such as: force plates [32,52,81], ergometers [26–28], or force
transducers installed on the poles [5, 15,25,45,53,55,57,58,74,76,77,88].
Each of these force estimation methods come with certain advantages and
disadvantages. The amount of validated studies demonstrate that depending on
the method, they might be suitable for long–run applications. However, methods
for measuring the orientation of the pole and pole–ground contact intervals or pole
plant and pole lift have an interesting area of opportunity for further development.
In the scientific literature, three methods are commonly used to estimate the
orientation of the pole. These methods can be grouped into optical motion capture
systems, video recording, and goniometers. To detect the pole–ground contact
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intervals, methods based on optical motion capture systems, force value threshold,
video camera recorders, and inertial measurement unit (IMU) systems are used.
Table 1.2 presents a summary of the scientific literature related to estimating pole
orientation and pole–ground contact.

Table 1.2. Published studies related to ski pole orientation estimation and pole–ground
contact detection.

Reference Orientation estimation Pole – ground contact
detection

Comments

Smith et al.
(1989) [73]

Pole orientation was
estimated by inspection of
video recordings.

Pole–ground contact
detection was done by
inspection of video
recordings.

Pole data was used to
correlate V1 technique
cycle variables among
participants of the
1988 Calgary Games.

Millet et al.
(1998) [45]

Not performed. Pole–plant occurred when
force was greater than 27
N and pole–lift occurred
when force had a negative
value (pole extension).

Experiments done in
the skate style V2
technique.

Canclini et
al. [10]

Pole orientation was
estimated by inspection of
video recordings.

Pole–ground contact
detection was done by
inspection of video
recordings.

Pole data was used to
analyze the different
variants among skiers
performing the same
technique.
Experiments done in
the classic style.

Nilsson et al.
(2003) [51]

Optical motion capture
system.

Not performed. It was possible to
calculate pole angles
in the sagittal plane
by utilizing the
positions of the
reflective markers.
Experiments done in
the classic style double
poling technique.

Holmberg et al.
(2005) [25]

Not performed. Force data was used to
determine ground–pole
contact. Threshold values
were not specified.

Pole data was used to
analyze the poling
cycle rate within the
experiment.
Experiments done in
the classic style double
poling technique.



1.2 Review of cross–country skate skiing models 23

Table 1.2. Continued.

Reference Orientation estimation Pole – ground contact
detection

Comments

Zory et al.
(2009) [88]

Pole orientation was
estimated by inspection of
video recordings.

Pole–ground contact
detection was done by
inspection of video
recordings.

Pole data was used to
analyze poling cycle
rating and technique
to understand the
effect of kinematic
parameters in the
fatigue of professional
skiers. Experiments
done in the classic
style, double poling.

Stöggl and
Holmberg
(2011) [74]

Optical motion capture
system.

The vertical position of
the pole tip was used to
detect the pole–ground
contact.

Pole data was used to
analyze the correlation
between pole angles
and skiing speed.
Experiments done in
the classic style,
double poling
technique.

Pellegrini,
Bortolan and
Schema
(2011) [57]

Optical motion capture
system.

A force threshold of 10 N
was used to detect the
pole–ground contact.

Pole angles were used
as part of the
calculation of the
mechanical work for
each of the
experiments when
varying the inclination
of the track.
Experiments were
done in the classic
style diagonal stride.

Stöggl and
Karlöf
(2013) [75]

Optical motion capture
system.

The vertical position of
the pole tip was used to
detect the pole–ground
contact.

The three–dimensional
kinematics of the ski
poles were used to
assess the bending
behavior of ski poles
with different
cross–sections. Softer
poles demonstrated
greater bending
resulting in lower
performance for some
skiers. Experiments
done in the skate style
V1 technique.
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Table 1.2. Continued.

Reference Orientation estimation Pole – ground contact
detection

Comments

Pellegrini et al.
(2014) [58]

Optical motion capture
system.

A force threshold of 10 N
was used to detect the
pole–ground contact.

Pole angles were used
as part of the
calculation of the
mechanical work for
each of the
experiments.
Experiments were
done in the classic
style diagonal stride,
double poling, and
double poling with
kick.

Federolf et al.
(2014) [17]

Orientation was estimated
by video recordings.

Pole–ground contact
detection was done by
inspection of video
recordings.

Pole data was used to
analyze the different
variants among skiers
performing the same
technique.

Myklebust,
Losnegard, and
Hallén
(2014) [50]

Not performed. Jerk, span and
acceleration data obtained
from IMUs are used to
locate the pole–ground
contact events. Validation
was made by means of
video recording.

This algorithm allows
to detect pole cycle
ratings that can be
used to automatically
detect V1 to V2
technique changes in
the skate style.

Fasel et al.
(2015) [16]

Not performed. IMUs acceleration values
were used to detect
pole–ground contact.
Validation was made by
meas of optical motion
capture system.

IMU data–based
algorithms were used
to automatically
detect pole–ground
contact events.
Experiments done in
the classic style,
diagonal stride
technique.

Stöggl and
Holmberg
(2016) [76]

Optical motion capture
system.

The vertical position of
the pole tip was used to
detect the pole–ground
contact.

The three–dimensional
kinematics of the ski
poles were used to
assess the differences
in the classic style
double poling
technique in flat and
uphill conditions.
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After analyzing the information found in the scientific publications, two hypotheses
were postulated on the topics of ski pole orientation estimation and pole–ground
contact detection. The first hypothesis referred to be able to estimate the ski pole
orientation using the information obtained from the IMU system: acceleration
and angular velocity by means of a sensor fusion algorithm.

The second hypothesis pointed out to utilize a generalization of the ski pole’s
movement during skiing. The ski pole movements can be roughly seen as two
different phases: swing phase when the ski pole is not in contact with the ground,
and inverted pendulum phase while the ski pole is contacting the ground. The
researcher considered that it would be possible to develop a different method
to detect pole–ground contacts taking advantage of the kinematic relationships
occurring during the phases of the the ski pole movements.

1.3 Objective and scope of the dissertation

The objective of this dissertation is to present three main components of a dynamic
analysis system for cross–country skiing. Firstly, cross–country skiing is viewed
from the perspective of the multibody dynamics theory. As commented in the
section dedicated to the motivation to study cross–country skiing, this research
started from the multibody model of a speed skater done in the Netherlands.
The author of this dissertation produced two simple multibody models during his
doctoral studies. However, as also previously mentioned, these models involved
an important simplification: the skier performs the technique without poles.

Secondly, to compare results from different athletes and measurement systems, the
dynamic time warping (DTW) method widely used in voice recognition systems
was adapted as a comparison tool in skiing dynamics. DTW allows forming
a baseline which serves as a comparison line between athletes’ results and the
measurement systems’ accuracy. Baselines are not commonly seen in scientific
literature, but they help in monitoring the evolution of an athlete’s technique and
provide us with a comparison tool to understand the specifics of the performance
of different athletes.

Lastly, the poles, which were excluded from the initial multibody models, are
studied independently using IMUs.
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1.4 Outline of the dissertation

This dissertation comprises the following chapters.

Chapter 1: Introduction

The introductory chapter concisely presents, the origins of this research topic.
It briefly describes the history of skiing and its importance to certain countries
in the world and the study that served as foundation to develop the first skate
skiing dynamic models. A literature review on the relevant areas contemplated
by this dissertation form an important section of the introductory chapter. The
objectives and scientific contribution are also outlined in this chapter.

Chapters 2 and 3: Cross–country skiing multibody models

These chapters present two multibody models and their results. The first simple
model provides a simplified version of the skier’s leg movement, which is presented
as if it were a hydraulic cylinder. In the second model, extension of the first
simple model, a configuration closer to reality is introduced.

Chapter 4: Assessment of the skier technique’s evolution

This chapter describes the DTW and its use to compare results from two different
motion capture systems. This method is also proposed to create baselines to
evaluate the evolution of the athlete’s technique.

Chapter 5: Dynamics and kinematics of ski poles

This chapter introduces a new method for calculating kinematic parameters of
ski poles. Two important variables are studied here: the pole–ground contact
detection and the estimation of the ski pole relative orientation in space.

Chapter 6: Conclusions

Conclusions on the work done in the dissertation are provided here. Additionally,
lines of action for future work related to the subjects covered in this dissertation
work are outlined.

1.5 Scientific contribution and published articles

This dissertation provides the following scientific contributions:

• A simple skate skiing model able to mimic the movements of the center of
mass of a skate skier during several strides. The importance of this simple
model is that with a system of three bodies, the simplification of the skier’s
leg joints, and a set of non–natural leg movement prescriptions, the center of
mass trajectory and the skier’s overall velocity can be estimated to a certain
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extent. The skier’s leg joints are represented as follows: the foot–shank
constraint is represented as a spherical joint, and the shank–thigh relative
movement is described using a prismatic joint. The movement of the skier is
considered symmetrical, which introduces the first differences with respect
to the actual movement of the skier, which may be asymmetrical. The
differences found in the trajectory lie in the amplitude of the movement.
The frequency of the skier’s movement matches that of the real experiment.
The resultant velocity differs from the real skier’s velocity in values around
10.78%.

• A extended second ski–skating dynamic model consisting of a more detailed
description of the skier’s leg which allows to estimate leg propulsion forces.
This leg model uses two spherical joints to describe the relative movements
of the foot–shank and shank–thigh relative movements. Similarly to the
first model above, this dynamic model employs three bodies to represent
the totality of the skiers body. The inertia parameters of the leg are
constructed from statistical data found in the literature. This allows the
automatic generation of these parameters without the cumbersome detailed
measurement of the typical topological landmarks to calculate precisely the
mass and inertia of the body segments. The leg force obtained from this
model resembles the force measured using dedicated force sensors installed
in the ski bindings. The closeness of the simulated and measured leg
force is presented using the Pearson correlation factor, which for the case
presented in this dissertation is 0.94. The additional use of Bland–Altman
plot reinforces the affinity of the simulated and measured force data by
showing 95% agreement between the analyzed data sets.

• A tool is needed to monitor the evolution of the technique in different athletes
or to compare the execution of the technique among different practitioners
and thus understand where the differences lie. For this case, a method
widely used to analyze sounds is implemented. The method is based on
the dynamic time warping (DTW) approach that compares two time–based
data sets indistinctly of the amount of sample points within the same time
frame. The method based on imposing constraints to select which pair of
data sets should be compared uses a distance cost function to estimate how
far apart those points are in the data set pair. This cost function depends
on the type application and the careful selection of this cost function is key
to produce outputs for easy comparison. For the studied data sets, it was
observed that using the definition of the Manhattan distance works best for
most cases in human gait.

• Lastly, one of the important components of the skier gear set are the ski
poles that provide the skier with propulsion force originating in the arms



28 1 Introduction

and trunk. The influence of the ski poles has been assessed in highly
controlled conditions mainly because of the diversity of movements in the
use of poles and the complex level of measurement instrumentation required.
As the poles are located away from the skier’s body and can be detached
from the skiers hands, the data collection becomes difficult. To overcome
these limitations and to employ a system able to provide data not only
in controlled conditions but in the long run, IMUs are exploited. Using
IMUs, the orientation (roll and pitch angles) of the poles is estimated during
movement. Tests performed on Nordic walking confirmed the possibility of
estimating the ski pole orientation, and with the additional use of a force
sensor it would possible to propose an algorithm to calculate the component
of the ski pole force influencing the skier’s forward movement positively.
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Part of the results presented in this dissertation were published in the following
conferences and journal:

• Bruzzo, J. Schwab A. L., Mikkola, A., Ohtonen, O., and Linnamo V. A
simple Multibody Dynamic Model of Cross–Country Ski–Skating. ASME
2013 International Design Engineering Technical Conferences and Computers
and Information. Portland, Oregon, August, 2013.

• Bruzzo, J., Schwab, A. L., Mikkola, A., Valkeapää, A., Ohtonen, O., and
Linnamo, V. A Simple Mechanical Model for Simulating Cross–Country
Skiing Propulsive Force. ASME 2015 International Design Engineering
Technical Conferences and Computers and Information in Engineering
Conference, 2015.

• Bruzzo, J., Schwab, A. L., Valkeapää, A., Mikkola, A., Ohtonen, O., and
Linnamo, V. A simple mechanical model for simulating cross–country skiing,
skating technique. Sports Engineering, 1 - 14.
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Chapter 2
First simple skier simulation model

This chapter describes a simple multibody model of a cross–country skier employing
the skate skiing technique on a flat surface with a slight incline. The formulation
process will be described starting from the selection of the multibody approach,
following with experiments to obtain data for the validation process, and the final
results.

2.1 Assumptions in the description of the multibody model

The objective of this first model is to mimic the skier’s center of mass movement
by utilizing an equivalent body configuration to that of the skier. This model
proposes to simplify the skier’s body configuration – number of body segments –
by considering three bodies and a set of arbitrarily selected motion laws. The ski,
lower leg, and upper leg serve as a simplification for this purpose. One special
characteristic of this proposed model is that the interactions between these three
parts are represented differently from the real physiological relationships.

Studying the cross–country skate skiing technique through simple models is a
useful approach to describing and evaluating general questions, ideas, and the
specific phenomena under investigation. Also, they can be used as a means
of evaluating the different paths to follow when the decision of increasing the
complexity of the model is considered [84].

The following key points have been addressed to build and limit the skier model:

• Selection of the multibody dynamic theory to develop the equations of
motion of the skier model.

31
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• Construction philosophy and objectives of the skier model.

• Details on the construction of the skier equations of motion.

2.2 Multibody dynamic theory selected

The multibody dynamics formulation used in this research is based on the
augmented Lagrangian formulation [65, 69, 70]. Some of the advantages of the
augmented formulation are [7, 14,20,70]:

• The augmented formulation is widely used in multibody simulation models.

• Multibody models based on the augmented formulation allow the systematic
introduction of non-linear constraints or force functions and thus the
automation of the equations of motion formulation process.

• The motion of the bodies are often described using absolute Cartesian and
orientation coordinates.

• Using similar sets of coordinates makes it easy to add and remove bodies
and joints to the model.

• The constraint forces appear in the final form of the equations of motion.

• The equations of motion can be solved when the system is close to a singular
position or when in presence of redundant constraints.

One of the most important drawbacks of the augmented formulation is the
increasing number of generalized coordinates and equations to be solved. Despite
of this, sparse matrix structures can be used to solve efficiently the simple set of
differential algebraic equations product of using this redundant set of generalized
coordinates.

2.3 Construction and objectives of the skier model

One of the simplest form that the skier model can have is the form adopted by
Fintelman in the speed skater model [19]. One of the main differences between
the speed skater model and the skier model is the number of axes where the
models are constructed. In the case of the speed skater model, Fintelman limited
the study to a two–dimensional plane. The hypothesis used to consider only a
planar representation was that the planarity of the movement of the center of
masses of speed skaters is equivalent to a better throughput in their performance.
This statement seems to be taken from experienced coaches and athletes in this
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discipline. Further validation of the planarity statement is at the moment not
available in scientific reports.

In the case of the skier model, common knowledge of experienced athletes and
coaches exclude the planarity hypothesis and focus more on the resultant gliding
direction of the ski in skate skiing or force–kick coordination in classic skiing.
Then, the planarity hypothesis used in the speed skater model is left out of the
consideration in the skier model.

Taking into account a three–dimensional or three axes representation for the skier
model, one of the simplest forms this model can have is presented in Figure 2.1.

Z

X

Y

Right ski

Left ski

CoM

O

Glide direction

Center of Mass
movement direction

Left ski
direction

Figure 2.1. Simplest version of a skier model taking as a reference the speed skater
model from Fintelman.

As this model is analyzed in a stroke–by–stroke basis, meaning that the dynamic
analysis is done for every half of one skiing cycle, it is possible to identify two
modeling stages. One of these stages can be when the left leg is pushing while the
right leg is gliding and the second stage is the complementary action to this first
stage which is when the right leg is pushing while the left leg is gliding. These
stages are clearly divided by the instants when the pushing ski is not longer in
contact with the snow. Figure 2.2 shows the equivalent model representation for
a half phase or one stroke. Additionally, it is assumed that in the skiing cycles,
the strokes mirror each other symmetrically. Figure 2.3 shows this assumption.
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Y

Right ski

CoM

O

Glide direction

Center of Mass
movement direction

Push force

Figure 2.2. Reduced model considering just one stroke or half skiing cycle. The left ski
is substitute by its pushing force applied in the CoM of the skier.

Direction
of

movement

C
oM

la
te
ra
l

di
sp
la
ce
m
en
t

first stroke

second stroke

One skiing cycle

Half skiing cycle (stroke)

Figure 2.3. Description of the mirror–symmetric skiing cycles considered in the
assumptions of the ski model.

The model presented in Figure 2.2 could be described with six generalized
coordinates: three generalized coordinates x, y, and z to describe the position
of the right ski and three coordinates that describe the position of the center of
mass. The three generalized coordinates that represent the position of the CoM
correspond to two orientation angles θ and ψ of the line formed between the CoM
point and the right ski, and the distance l of the CoM with respect to the right
ski. Figure 2.4 represents graphically these six coordinates.
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Figure 2.4. Representation of the minimum set of generalized coordinates that can be
used to describe the simple skier model.

Considering future developments of this initial skier model, a similar case to the
SLIP (spring–loaded–inverted–pendulum) gait simulation model first proposed
by Full [22] and lately developed further by Poulakakis [61] and Millard [44] was
adopted. The SLIP model is a technique to model gait in the sagittal plane.
Figure 2.5 shows the SLIP model presented by Poulakakis.

Figure 2.5. SLIP model proposed by Poulakakis [61]. The terms presented in this figure
are defined in the original manuscript by Poulakakis.
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The final three–dimensional representation of the simple skate skier model adopted
resembles the one presented in Figure 2.5 with variations in the number of
generalized coordinates used to describe the laws of motion of the skier. Figures
2.6 and 2.7 present the adopted skier model and how it resembles the skier’s lower
limbs, respectively.

Body CoM
Prismatic joint

: planar joint

Figure 2.6. Description of the simplified multibody model of the skate skier.

Skier upper
body mass

Upper leg

Lower leg

Ski

Prismatic
Joint

Spherical joint

Figure 2.7. Description of the lower leg configuration in the first skier model. The joints
utilized in this model are a simplification of the natural relative movements in the human
leg.
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The initial objective of this model was to mimic the movement of the CoM of
the skate skier. The number of generalized coordinates in the skier model was
18. This corresponds to account for six degrees of freedom in each of the three
bodies used to represent the skier’s lower leg. Due to the configuration selected
for the skier model, the resultant number of DoF is one. This DoF represents the
movement of the ski on the gliding direction. The model is a mixture between a
kinematically driven system and a force driven system. Five rheonomic constraints
are imposed in the model in addition to the 12 geometric constraints used to
represent the movement relations between the model’s bodies.
At the present stage, the model produces the trajectory and velocity of the skier’s
CoM as a direct output from integrating the equations of motion of the model.
Indirectly, it could output the constraint forces from which, some interesting data
might appear.

2.4 Equations of motion of the skier model

The skier’s equations of motion formulated according to the augmented formulation
can be written as follows:

[
M CT

q

Cq 0

] [
q̈
λ

]
=
[
Qe +Qv

Qd

]
. (2.1)

In Equation (2.1), M is the mass matrix of the system, Cq is the constraint
Jacobian matrix, q̈ is the vector of generalized accelerations, λ is the set of
Lagrange multipliers, Qe and Qv are, respectively, the vector of external forces
and the quadratic velocity vector, and Qd is the vector that arises after taking
the second differentiation of the vector of constraints.
In the remaining part of this section, the terms comprising the skier’s equations
of motion will be described starting with the vector of generalized coordinates of
the system.

Vector of generalized coordinates q

Each body conforming the skier model has six generalized coordinates. Equation
(2.2) presents the vector of generalized coordinates q of the whole model.

q =
[
q1T

q2T
q3T

]T
(2.2)

In Equation (2.2), qi =
[
Rix Riy Riz ϕi θi ψi

]T
with i = 1, 2, 3 represent-

ing the bodies of the model, Rix, Riy, and Riz are the translational coordinates of
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the origin of the body i reference system with respect to the absolute reference
system, and ϕi, θi and, ψi are the Euler angles used to represent the orientation
of the body reference system.

The applied sequence of Euler angles is ZXY . This Euler angle sequence allows
introducing some similar leg angular movements during the performance of the
active phase of the skier in accordance with the data obtained from the Vicon
motion capture system. Figure 2.8 presents how the body reference systems are
oriented.

Figure 2.8. Body reference system orientation.

Jacobian matrix of the constraints Cq

The Jacobian matrix of the constraints is formed by studying first the constraints
of the system. These constraints dictate the interaction between the bodies of the
model, and also between and the bodies and environment. Table 2.1 summarizes
the constraints already shown in Figure 2.6 and presents the restrictions caused
by these constraints and the resultant DoF.
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Table 2.1. Summary of the skier model’s constraints. Initial number of DoF in the
model = 18.

Constraints Generalized coordinates
involved

Constraints imposed

Geometrical constraints
Ground–snow planar joint R1

x, R
1
y , ϕ

1, θ1, ψ1 4

Spherical joint R1
x, R

1
y , R

1
z , R

2
x, R

2
y , R

2
z

ϕ1, θ1, ψ1, ϕ2, θ2, ψ2
3

Prismatic joint R2
x, R

2
y , R

2
z , R

3
x, R

3
y , R

3
z

ϕ2, θ2, ψ2, ϕ3, θ3, ψ3
5

Rheonomic constraints
Ground steepness change R1

z 1
Leg extension R1

x, R
1
y , R

1
z , R

3
x, R

3
y , R

3
z 1

Leg orientation ϕ2, θ2, ψ2 3

Total constraints imposed 17

Total DoF left 1

The constraints presented in Table 2.1 are introduced in the model under the
following reasoning:

Geometrical Constraints:

• Planar constraint: used to model the ski–snow contact with the following
particularities:

– The rotation of the ski around any of the perpendicular axes is kept
fixed. The three constraint representing the no rotation are expressed
in Equations (2.3), (2.4), and (2.5).

C1 = ϕ1 − cϕ1 = 0 (2.3)

C2 = θ1 − cθ1 = 0 (2.4)

C3 = ψ1 − cψ1 = 0 (2.5)

In Equations (2.3), (2.4), and (2.5), cϕ1 , cθ1 , and cψ1 are predetermined
fixed angles that the ski should maintain.

– The ski does not slip laterally. The movement is only present in the ski
gliding direction. Figure 2.9 shows graphically the physical meaning
of this constraint, and Equation (2.6) describes mathematically this
condition.



40 2 First simple skier simulation model

X

Z

Y

DoF: ski gliding direction

ψ1 skier’s forward movement

Figure 2.9. Description of the skier model’s DoF

C4 = R1
x sinψ1 −R1

y cosψ1 = 0. (2.6)

• Spherical constraint: used to model the joint between the ski and the
foot of the skier.

– The real effect of the skier’s boot binding system used by the skier was
not considered.

– The spherical constraint is located in the ankle of the skier and lying
directly on the ski.

– The necessary condition to be fulfilled in the spherical joint is that two
points, P 1 and P 2 on bodies 1 and 2, respectively, coincide throughout
the motion. This condition may be written as

 C5
C6
C7

 = R1 +A1r̄1
P −R2 −A2r̄2

P . (2.7)

In Equation (2.7), A1 and A2 are the rotation matrices of bodies one
and two, respectively, and r̄1

P and r̄2
P are the local position vectors of

the point P .

• Prismatic constraint: used to model the joint between the upper leg and
lower leg. It substitutes the natural knee joint. Similar approach to the
SLIP model [22].

– Figure 2.10 shows the configuration used to formulate the constraint
equations.
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Al

1

1

Figure 2.10. Prismatic joint construction vectors.

A prismatic joint in three dimensions has one DoF and five relative
movement restrictions composed of two translations and three rotations.
The use of this joint in the model is convenient for describing the vertical
motion of the center of mass of the skier. In fact, this effect has not
been considered in an analogous research project carried out for the
speed skater [19], but it is a very important consideration because of
the close relationship with the force exerted by the skier during the
push–off phase.
The five constraint equations that arise from this joint are based on
the following assumptions [70]:

∗ There is no relative rotation between the two bodies.
∗ There is no relative translation between the two bodies along an
axis perpendicular to the axis of the prismatic joint.

Equations (2.8), (2.9), and (2.10) represent the non–relative rotation
relative rotation between the bodies.

C8 = r2T
1 r3

3. (2.8)

C9 = r2T
2 r3

3. (2.9)

C10 = r2T
2 r3

1. (2.10)

Constraints 11 and 12 represent the non–relative translation of the
bodies in directions different than the joint axis direction.
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C11 = r2T
1 rAl. (2.11)

C12 = r2T
2 rAl. (2.12)

Up to this point, the model contains 18 (generalized coordinates) minus 12
(constraints) = six degrees of freedom. It is necessary to specify additional
constraints controlling the physiological parameters of the leg extension and range
of angles.
Rheonomic Constraints: five rheonomic constraints are used to drive part of
the model. The five rheonomic constraints used in the model are described by
linear relationships between the studied variables R1

z, ϕ2, θ2, ψ2 and time, and
the distance of the CoM to the ski.
The maxima and minima ranges were obtained by direct observation of the motion
capture system data. The linear representation used is an over simplification to
the natural movement of the leg. The reason to assume this simple form lies
on developing a model able to predict the skier’s CoM movement with initially
simplified movements but opened to include more complex movement patterns.
Changes in the skier’s technique can be included in this simple model with a
specific time function representing the desired movement patterns. Then, the skier
could try to perform similar patterns to study the real effects of these changes.
The model is considered trivial but with opportunities to exploit simplicity to
obtain a rough draft of outputs under diverse situations.
These constraints are:

• Track stepness: The plane inclination or steepness is modeled with a
custom time function that represents this inclination.

– For the case presented in this dissertation, the custom function used is

z(t) = zt−1 + (amax − amin)
tcycle

t. (2.13)

In Equation (2.13), z represents height of the path at a determined time
t within one skiing half–cycle (this describes the characteristics of the
terrain of the ski tunnel where the tests were conducted). amax = 0.14m
and amin = 0 represent the initial and final height of the track at
the beginning and end of the half–cycle, respectively. Finally, tcycle
represents the time length of the stroke. It is important to mention
that any other function could be used to model the irregular change of
elevation of the terrain.
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– The time dependent function presented in Equation (2.13) is introduced
as a constraint as follows:

C13 = R1
z − z. (2.14)

• Leg Orientation: Two other custom time functions are used to prescribe
the orientation of the lower leg. This assumes a huge simplification on
the way the leg behaves in terms of orientation parameters. These two
custom time functions represent the change in the roll and pitch angle of the
skier leg according to an arbitrary law proposed by the researcher. Note:
although the Euler angles convention was used to represent the orientation
of the system the researcher names two of these Euler angles as roll and
pitch angle due to the simplicity assumed of the leg movement.

– The roll angle change is limited to a span of 0° – 45° (ϕmin to ϕmax).
This change is represented under the law presented in Equation (2.15):

ϕlaw(t) = ϕlawt−1 + (ϕmax − ϕmin)
tcycle

t. (2.15)

In Equation (2.15), ϕlaw is the leg roll angle. The rest of the terms are
similar to those introduced in Equation (2.13).

– The pitch angle change is limited to a span of -20° – 20° (θmin to
θmax). For this angle, the change is represented by the law described
in Equation (2.16):

θlaw(t) = θlawt−1 + (θmax − θmin)
tcycle

t. (2.16)

In Equation (2.16), θlaw is the leg pitch angle. The rest of the terms
are similar to those introduced in Equation (2.13).

– The leg yaw angle is considered a fixed value ψfixed during the skier
movement.

– To use the arbitrary rotation functions previously constructed the
following relationships are applied in the model.

C14 = ϕ2 − ϕlaw. (2.17)

C15 = θ2 − θlaw. (2.18)

C16 = ψ2 − ψfixed. (2.19)
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• Leg Extension: The fifth rheonomic constraint is related to the combined
glide–push action performed by the skier on the gliding phase. This is
represented as a leg extension constraint. It is assumed in the model, that
the leg extends in a range of 0.5 – 0.9 m (lmin to lmax). The leg extension
follows the law presented in Equation (2.20):

llaw(t) = llawt−1 + (lmax − lmin)
tcycle

t. (2.20)

In Equation (2.20), llaw is the distance of the CoM of the skier with respect
to the center of the ski (origin of the ski body reference system). The rest
of the parameters are similar to those introduced in Equation (2.13).

• The final constraint can be expressed as in the following equation.

C17 =
∥∥∥R3 −R1

∥∥∥− llaw. (2.21)

After defining these set of constraints, the equations representing the constraints
C1 to C17 are collected into the vector of constraints

C = [C1C2 . . . C17]T . (2.22)

Vector of generalized forces

The forces used to drive the model consist on the pushing force produced by
the pushing leg, the friction force in the ski–snow contact and the air drag force.
Figure 2.11 shows the points of application of these three previously mentioned
forces.

Friction force

Leg force

Air drag

X

Y

Z

Figure 2.11. External forces applied to the model.
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Leg force

To illustrate the forces produced during the propulsion phase, Figure 2.12 describes
the active forces present during this phase.

Propulsive force

Side to side force
Resultant

force

Vertical
force

Y

X

Z

Figure 2.12. Forces acting during the propulsion phase. Figure adapted from [63].

Rusko [63] proposes that the resultant force exerted by the pushing leg can be
defined as the vectorial sum of three main acting forces: the vertical force, the
side to side force and the propulsive force. This propulsive force is the component
that is actively related to the travel movement of the technique, thus affecting
the output speed of the skier. Actions or improvements to increase this force will
directly impact the performance of the skier.

The pushing force data originates from the system installed in the ski binding
system rigidly attached to the ski. Figures 2.13 and 2.14 show the attachment
device used to measure the leg forces. This system, validated by Ohtonen et
al. [54,55], provides information of the pushing force decomposed in three axes
oriented on the ski body reference system.
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Figure 2.13. Force plates installed in the ski bindings [55].

Figure 2.14. Force plates on the ski bindings [54].

Figure 2.15 shows an example signal obtained from the force binding system
utilized to acquire the leg force data. One important information that the leg force
measurement system produces is the ski–snow friction coefficient. By considering
a ratio between two of the components of the leg force, the z and y components
according to the reference system described in Figure 2.13, Ohtonen et al. [55]
estimated the gliding properties of a number of different skis.
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Figure 2.15. Vertical force exerted by the skier during the active phase.
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Additionally, Figure 2.16 present the leg force of a skiing half cycle or stroke
together with the correspondent fitted curve used in the skier model. To fit the
set of discrete data produced by the force measurement system, the procedure
based on Fourier series employed by Fintelman et al. [19] was used.

0 0.5 1 1.5 2
−200

0

200

400

600

800

1000

1200

1400

Fitted segment of vertical force

Time [s]

F
or

ce
 [

N
]

 

 

Fitted
Data

Figure 2.16. Results of the vertical force fitting process to obtain a continuous curve
from a discrete data set.

It is of importance mentioning that to conveniently implement the Fourier series
curve fitting procedure, it is necessary to segment the discrete data to be fitted.
The Fourier series requires the target signal to be periodic and in the case of the
skier model, the signal is input to the model in a stroke–by–stroke basis, that is,
segmented. Other curve fitting methods could be applied to accomplish a similar
outcome. However, because of the successful application of the Fourier series
technique in the speed skater model [19], this methodology was adopted thorough
the skier models presented in this dissertation.

Ski–snow friction force

Snow friction is a resisting force originating from by the interaction of the ski and
snow on the ski–snow contact layer. This friction force has a negative correlation
with the forward speed of the skier and has been studied over the past 100 years
with the aim to diminish its effects on the process of gliding [62]. Although
the small value of snow friction might seem deceiving when it is first taken into
account, snow friction may have a tremendously harmful influence on the skiers’
racing time.
To this day, one important fact has emerged from the different studies: the
mechanisms that explain the behavior of the ski–snow relationship are complex.
In addition, being the snow friction part of the field of tribology, is understandable
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Figure 2.17. f total friction coefficient, fd dry friction coefficient, fw lubricated friction
coefficient and fs capillary friction coefficient. Extracted from [13].

that most of the knowledge is empirical. Researchers have been unmasking the
complex relationships behind the observed snow friction phenomena by formulating
or adapting theories able to explain or to predict, to a certain accuracy level, the
behavior of sliding on snow.

The study of snow kinetics became a topic of special focus because of the increased
interest in studying skiing [13]. Additionally, this interest in skiing involves
understanding how the skier accommodates for the variable friction conditions [55].
Besides being a complex phenomenon, studying skiing in real conditions is even
more complex because of the variable conditions of the snow on the competition
tracks. Most of the research done to develop the tribology theory of snow friction
have been done in confined or controlled conditions.

The value of the friction force in the ski–snow contact depends on several factors
and mechanisms, such as the skier’s total vertical force, snow and air temperature,
snow hardness ski surface properties, and forward movement velocity [79]. Studies
show that the total friction comprises at least three components: dry friction,
lubricated friction and capillary friction. These three components affect the
friction coefficient used to determine the friction force. Figure 2.17 shows the
influence of the friction mechanisms in the total friction coefficients.

In the presence of very cold conditions, snow might reach frictional coefficient
values close to 0.3 (similar to sand). However, in most natural conditions and
because of the water layer beneath the skis, this frictional coefficients might be as
low as 0.01 [79].
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In the case of the skier model, these complex relationships between the snow
and ski were not considered in totality. Conversely, the ski–snow friction force
was introduced to the skier model as previously done by Moxnes and Hausken,
Chen and Qi, and Oberegger et al. [11, 18, 47]. Equation (2.23) describes the
mathematical form of the ski–snow friction used in the skier model.

ff = −µ‖N‖ vski
‖vski‖

. (2.23)

In Equation (2.23), ff is the friction force generated in the ski–snow contact, µ is
the Coulomb friction coefficient, N is the normal force applied to the ski, and
vski is the velocity of the gliding ski in contact with the snow. The value of the
normal force applied to the ski used in the simulation was approximated to the
body weight of the skier and the value of the friction coefficient was a calculated
average following the approach employed by Ohtonen et al. [55] and presented
briefly in Equation (2.24).

µ = Fy
Fz
. (2.24)

In Equation (2.24), the leg force components Fy and Fz are time dependent and
measured with respect to the binding system specific reference coordinate system.

Air drag forces

Air drag forces are the other existent resistive forces playing against the forward
movement of the skier. A few studies showed that the negative effect of the air
drag is seen more frequently in ski jumping [49,68]. Other studies have concluded
that for cases such as slalom and cross–country skiing, ski–snow friction is more
detrimental to the skier’s movement than air drag [78].
Although aerodynamics in general has been researched extensively, very little
is known about the aerodynamic relationships affecting the complex structure
of the skier [49]. As most of the skiing aerodynamic theory is based on the
Navier–Stokes equations, it is impossible to escape major mathematical difficulties
when computing its solution. Nevertheless, computational fluid dynamics is the
best chance researchers have to estimate the value of these drag forces associated
with different sports [49].
To obtain an idea of the air drag force value, researchers often use wind tunnels
to precisely determine this force under controlled conditions [43]. Wind tunnels
are the closest to an ideal environment to theorize about the experiment data
obtained. Figure 2.18 shows a typical test procedure in a wind tunnel performed
by Supej et al. [78].
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Figure 2.18. Typical wind tunnel setup [78].

To date, there are no validated systems to determine or measure the external forces
affecting the skier’s movement under race conditions or entire competitions [24].
Outdoors, 3D systems based on video cameras are commonly used to estimate the
skier’s forces. These camera systems monitor only one segment of the race track
with limitations on the volume of information they can handle and the costly
post–processing time [24]. One example of typical camera procedures is presented
in Figure 2.19 found in the study by Gilgien et al. [24].

Figure 2.19. Typical 3D camera system set–up [24]. This setup was used to study one
segment of a downhill track. It shows the complexity of using camera–based systems
outdoors.

Air drag is based on the aerodynamics of the set conformed to the skier’s
physiognomy, clothing, and gear design. These three aspects are accounted



2.4 Equations of motion of the skier model 51

for in the air drag force value as two specific parameters: the air drag force, where
the physiognomy is taken into account as a surface or more specifically as the
skier’s frontal area facing the movement, and the air drag coefficient to account
for the the aerodynamics of the skier’s clothing, equipment, and posture. This
relationship can be seen in Equation 2.17.

fd = −ρ2‖vskier‖
2cdA

vskier
‖vskier‖

(2.25)

where fd is the force drag acting on the skier, ρ is the air density, vskier is the
forward velocity of the skier, cd is the dimensionless friction coefficient, and finally,
A is the frontal area of the skier facing the movement. The value of cd adopted
for this simulation in Equation (2.25) is 0.5, taking as a reference the modeling
done by Chen [11]. The projected area used for the inclusion of the air drag force
was taken as a constant value similar to the rectangular dimensions of the upper
body of the skier obtained from Yeadon’s body model [85] (more details in the
mass matrix quantification segment following). This area was also considered to
be facing the main axis of displacement at all times.
Having the three major forces accounted for, the next step is to incorporate them
into the vector of generalized forces. The total vector of generalized forces has
the following form:

Qe =
[
Q1
eR

T
Q1
eθ

T
Q2
eR

T
Q2
eθ

T
Q3
eR

T
Q3
eθ

T
]T

(2.26)

where the terms Qi
eR
, with i = 1 . . . 3 being the number of the body, represent

the individual vector of generalized forces applied to each one of the bodies, and
Qi
eθ

represent the generalized moments also applied to each one of the bodies.
It is assumed that the lines of action of the forces pass through the respective CoM
of the bodies where they are applied. This assumption reduces the formulation of
the generalized forces by eliminating the possible torques (Qi

eθ
) appearing when

translating the real point of application of the forces. The components of the
generalized force vector acquire the form presented in Equations (2.27) and (2.28):

Q1
eR

= A1ff (2.27)

Q3
eR

= A3
(
f leg + fd

)
. (2.28)

In this specific case, vector Q2
eR

is equal to zero because no forces are applied
to this body. The vector Q1

eR
depends on the ski–snow friction force, and Q3

eR
depends on the leg and air drag forces. Friction forces and leg force are represented
in the body reference system.
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Mass Matrix M

• The inertia terms of the mass matrix of the system are obtained utilizing
the statistical model proposed by Yeadon [85]. Yeadon’s model requires
two main inputs: the height and weight of the subject. These inputs are
known and taken from the test subject’s physiological data. Yeadon’s model
produces a full description of the human body according to a predefined
segmentation. Each body segment is presented with its weight and inertia
tensor represented in the segment’s reference system. Body segmentation
and body reference system positioning and orientation is a priori postulated
by Yeadon. In the model, it is only visible the use of Yeadon’s parameters
for the lower and upper leg; Nevertheless, the mass contemplating the rest
of the body was extracted from Yeadon’s model.

• As the representation of the inertia terms in the mass matrix of the system
are firstly introduced in the body reference system, kinematic relationships
depending on time are used to represent these local systems in terms of the
absolute reference frame.

• The masses of the skier’s leg and ski are utilized in the model while the
rest of the skier’s body segments mass (trunk, head, arms, pushing leg) are
considered to be located at the origin of the body reference system of the
skier’s upper leg as a concentrated mass.

Form of the equations of motion

The equation of motion is presented as a set of ODEs index-1 system that can
be integrated using the built-in MATLAB (Math Works, Inc., Natick, MA, USA)
function ODE45 to obtain the velocities and positions of the relevant points
of the model during the simulation time. Equation (2.29) presents the matrix
configuration of the equations of motion, including the terms of the Baumgarte
stabilization method:

[
M CT

q

Cq 0

] [
q̈
λ

]
=
[

Qe +Qv

Qd − 2α (Cqq̇ +Ct)− (β)2C

]
. (2.29)

In Equation (2.29), Ct is the time derivative of the constraint vector of the system,
and α and β are the Baumgarte stabilization parameters.

To select a convenient value for these stabilization parameters, the method
proposed by Flores et al. [21] is used.
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As a summary, the sources of data utilized to construct the skate skier model are
presented next graphically. The equations of motion of the skier model together
with its inputs and the desired output can be depicted as in Figure 2.20.
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Figure 2.20. Inputs utilized to construct the skate skier model and their relationships
with the components of the equations of motion of the model.

2.5 Experimental procedure

Skier

A professional skier, former member of the Finnish Olympic team, was the test
subject to demonstrate the feasibility and validity of the simple mechanical model.
The physiological parameters needed as inputs in the skier model are the mass
and height of the skier, and the weight and dimensions of the ski and binding.

The different lengths of the leg segments were taken directly from the distance
measurement of the markers positioned on the topological points of the legs (ankle,
knee, and head of the femur). However, these data are only used at this stage
of development of the model as a validation tool for comparison with simulation
outputs. The model itself generates these data based on the physiological studies
presented by Yeadon [85]. The purpose of this is to provide the model in the
future with some generality to avoid adding more measurement procedures and
ease the use of the model as a practical tool by teams with different scopes: high
competitions, leisure activities, or beginners.



54 2 First simple skier simulation model

Parameters used in the model

Table 2.2 presents the detailed parameters used to produce the results in this first
model.

Table 2.2. Parameters used in the first skier model

Parameter Value Units

Mass of the skier 80 kg
Weight of the skis plus force bindings 24 N
Length upper leg 0.4288 m
Length lower leg 0.4489 m
Height of the skier 1.83 m
Coefficient of friction 0.15
Air drag coefficient 0.5
Integration time 0 to 2.5 s
ρair @ -5◦C 1.316 kg m−3

Skating angle ψ1 14.3 °

Measurement equipment

All of the data was collected in the ski tunnel in the Vuokatti Sports Institute [82].
The length of this indoor ski track is about 1 km with different track steepnesses
to perform tests and for skiing in general. The tunnel temperature is normally
kept between -5℃ and -9℃. Updates on the conditions of the ski tunnel can
be found on the Vuokatti website. All of the snow in the tunnel is maintained
mechanically, and also fresh snow can be produced when needed. Due to the
restrictions on the measurement length of the motion capture equipment, the test
was limited to 16 m. This length allows capturing approximately three complete
strokes of the skier.
The equipment can be divided into two important segments: the first is the
equipment dedicated to performing the experiment in the tunnel and the second
is used to develop the multibody dynamic model and the verification of the
results. In the experiments, the Vicon System MX manufactured by Vicon Motion
Systems, consisting of 16 cameras, was used to acquire the positions of the 37
markers set on the body. The markers were spheres attached to the body in the
locations shown in Figures 2.21 and 2.22 defined the motion capture system at a
sampling rate of 1000 Hz.
To measure the forces exerted by the foot on the ski, an in–house force measurement
system was used. The validity of this force system has been reviewed by Ohtonen
et al. [54, 55].
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Figure 2.21. Marker positioning represented by black dots. Frontal view.

This measurement system allows obtaining the full resultant force exerted by the
skier. It contains the sum of all forces produced during the propulsion phase
independently of how they are produced. At this stage of development, this feature
reduces the need for a detailed analysis of the role of the individual movements
and parts of the leg and foot.
The system Protom–Light System, Model Con 12 was used as a visual speed
indicator for the skier to carry out the test run. It is important to mention that
the velocity used as compare against the velocity produced by the model was
the real one calculated from the motion capture system data. The Protom–Light
system was used only as a reference for the skier.
To collect and transmit the data to the computer used to pre–process the
experiment data, the following equipment was used:

• Two custom–made small and lightweight (980 g) force plate pairs built by
the Neuromuscular Research Center, University of Jyväskylä.

• An eight channel ski force amplifier built by the Neuromuscular Research
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Figure 2.22. Marker positioning represented by black dots. Lateral view.

Center, University of Jyväskylä.

• An A/D converter with a sampling rate of 1 kHz, model NI 9205, National
Instruments, Austin, Texas, USA.

• A wireless transmitter WLS-9163, National Instruments, Austin, Texas,
USA.

• A PC laptop with a wireless receiver card and data collection software
LabVIEW 8.5, National Instruments, Austin, Texas, USA.

The final weight of the measurement and collection system combined with the
transmitting system was approximately 2030 g.

To manipulate the motion capture data from the experiments, the MATLAB
2013a software and the VICON Nexus software were used, respectively. MS Office
was used to preview the result of the measured forces and to apply the necessary
calibration offsets and conversion constants.
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Measurement procedure

The measurement system was configured, set and calibrated according to the man-
ufacturer’s recommendations, and the force measurement system was calibrated
using the internal existent protocol of the Neuromuscular Research Center of the
University of Jyväskylä. Further specifications of the measuring system can be
found in the work of Ohtonen et al. [54].

The test subject did not perform any structured warm–up prior to the tasks;
however, the one kilometer skiing run to reach the test zone inside of the tunnel
can be considered a warm-up. No other exercises were needed to get used to the
equipment, as the same test subject has performed this test many times in the
past. Then, a specific skiing speed was set as the only parameter to be followed
by the skier during the execution of the skating technique without poles. The
forward speeds used in the test were 5 and 6 m/s. For each specified speed, three
runs were made to ensure the availability of clean raw data.

All of the marker positions and force data were collected and saved in usable
formats to be input in the simulation model. The motion capture data was
exported in the .c3d format, and in the case of the force, the format used was .txt.
No synchronization issues between the position capture and force data appeared
thanks to the Vicon Nexus software linking these two sets. After selecting the
information of the markers to be input into the model, the forces exerted by the
foot on the ski were calculated and compared against those measured with the
force acquisition system.

Figure 2.23 shows the relationships of inputs and outputs of the skier simulation
model.
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2.6 Results

To test the skier model, Table 2.3 presents the basic parameters selected to perform
the simulation.

Table 2.3. Definition of the technique parameters.

Variable Value
Phase Time (s) 0.59
Skating angle (°) ± 14.3

Initial velocity (m/s) 0
Number of strides 30

As the simulation is based on several strokes and changing the active leg (right
or left) on every stroke, the skating angle can take a positive or negative value.
After simulating the simplified model with the above–mentioned assumptions, the
following results can be presented and discussed.
Figure 2.24 compares the skier’s CoM position with the data obtained from the
motion capture system (dotted line) and the results of the simulation after the
velocity of the skier model remained constant (continuous line).
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Figure 2.24. Skier’s CoM displacement comparison. The green continuous line represents
the simulated results and the brown dashed line represents the measured data.



60 2 First simple skier simulation model

Table 2.4 shows the differences between the trial run, motion capture, and
simulated velocity.

Table 2.4. Resultant average travel velocity.

Velocity (m/s) Value Difference (Rel.)
Trial run set up velocity 5 –

Motion capture system travel velocity 4.83 3.52%
Simulation travel velocity 4.36 10.78%

2.7 Conclusions

The use of multibody dynamic models in real–life applications has been undoubt-
edly useful for enhancing the processes in which they are involved. The skate
skiing technique does not escape this trend.

When developing this research, it became evident during the literature review
about skate skiing multibody models that the number of studies related to
multibody dynamic models of this technique is scarce. This leaves an interesting
open area to be addressed in the near future.

One of the most interesting results is the reproduction of the skier’s CoM position
after the simulation. As the movement of the legs is introduced as a combination of
data derived from the motion capture system and the capabilities of the constraints
imposed on the model, it is possible to refine the study even further to obtain
much closer results without converting the model into an inverse dynamic model.

Despite using a large set of redundant generalized coordinates, there were not
singularity problems during the integration of the equations of motion. This
evidences one of the advantages of adopting the augmented formulation to
construct the model.

In the case of velocity, the forces acting on the model have proven to be of
importance. In the present model and the environment where the trial runs were
performed, more precise values of the air drag coefficient should be considered. It
is also important to expand this model to recreate closer ski–snow interactions.

The comparison of the results was limited by the physical capacity of the Vicon
Motion Capture System. The system is highly recommended for studies such as
gait analysis in closed spaces. However, due to the characteristics of the skiing
technique, only a trial run of 12 to 14 meters could be captured.
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The author considers that this model can be used as step towards understanding
the skate skiing technique and its integration with the multibody dynamics.

Further development of multibody dynamic models may support the research on
muscle actuation, energy consumption, and stresses affecting bones. Also, the
possible impact of the skate skiing technique on athletes’ lower limb joints can be
assessed, and common injuries that top competitive athletes may develop with
the continued practice of this sport discipline can be studied better.
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Chapter 3
Extension of the skier simulation model

This chapter focuses on extending the simple mechanical model developed in
Chapter 2 for simulating and describing the general aspects of the skate technique
in cross–country skiing. The use of a simplified model is justified when the output
information is obtained within certain broad limits of accuracy, as is shown by
Bruzzo et al. [9]. When more accuracy or more detailed information is needed,
moving to complex models might seem the path to follow; however, as the model
increases its complexity, other complications have to be considered. Among
these are the computational burden if the model is used in real–time simulation,
precise knowledge of all needed system parameters and input variables, and the
appearance of unknowns which are difficult to estimate correctly and cannot be
experimented with (see Liu and Popović [35]). The main objective of extending
the skier model is to calculate the leg propulsion forces developed in the gliding
leg on one half cycle.

The main assumptions and considerations made to create the skier model described
in Chapter 2 remain valid. However, the following key aspects were addressed to
extend the previously described simulation model:

• The selection of a more adequate representation of the leg of the skier.
Specifically, the simulation of the knee joint.

• The input of the prescribed motion to represent the movement of the lower
limb of the skier.

• Calculate the leg propulsion forces developing in the gliding leg on one half
cycle.

63
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3.1 Simulation model

The skier representation assumed in the second model is shown in Figure 3.1. The
new shape of the skier’s leg considered the joint as a revolute joint instead of a
prismatic joint. Additionally, Figure 3.2 shows the new configuration of the skier
model in a schematic form.

Skier upper
body mass

Upper leg

Lower leg

Ski

Spherical joint

Revolute joint

Figure 3.1. Description of the lower leg configuration in the second skier model. The
joints utilized in this model more closely resembles the natural relative movements in the
human leg.

Using a revolute or hinge joint to model the knee considers only the flexion and
extension of the knee during the simulation process. The joint between the lower
leg and the ski is remains as a spherical joint allowing only rotational movements
of the ski with respect to the lower leg. And, the joint between the ski and the
ground will have five constraints, such that, when on the snow, it is only able to
move in the longitudinal or gliding direction of the ski.

3.2 Form of the model’s equations of motion

The augmented formulation form of the equations of model of the skier model
can be written as

[
M CT

q

Cq 0

] [
q̈
λ

]
=
[

Qe +Qv

Qd − 2α (Cqq̇ +Ct)−
(
β2)C

]
(3.1)
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Knee joint

Ankle joint

Upper leg

Lower leg

Ski

Upper body massZ

Gliding

direction

X Travel

direction

Y

Figure 3.2. Simplification of the leg in the second skier model. The dark circles represent
the positions of the joints of the lower limbs and the shaded circle represents the mass of
the rest of the skier’s body.

Equation 3.1 remains similar to Equation 2.29 presented in Chapter 2. Similarly,
the vector of generalized coordinates conserves the same structure. Equation 3.2
shows the vector of generalized coordinates in the extension of the skier model.

q =
[
qT

1 qT
2 qT

3

]T
(3.2)

The Euler angle sequence used remains ZXY , Figure 3.3 shows the location and
orientation of the body reference systems.

X3

Z

Gliding

direction

X Travel

direction

Y

Y3Z3

X2

Y2

Z2

X3

Y3Z3

Z1

X1

Y1

CM Body one

CM Body two

CM Body three

+ upper body

Figure 3.3. Body reference system location and orientation. Consideration of the initial
orientation of the body reference systems used in the second skier model.
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Treating the knee as a revolute joint and replicating the real angular movement
performed by the skier’s leg represents new challenges. As the rotational move-
ments of the lower leg with respect to the ski have to be prescribed and have to
reproduce those taken from the motion capture system, constraints C14, C15, C16,
and C17 represented in Equations (2.17), (2.18), (2.19), and (2.21), respectively,
were substituted as follows:

C14 = ϕ2 − ϕ2
fitted (3.3)

C15 = θ2 − θ2
fitted (3.4)

C16 = ψ2 − ψ2
fitted (3.5)

where ϕ2
fitted, θ2

fitted, and ψ2
fitted are the prescribed Euler angles that the body

reference system has to follow.

And in the case of the revolute joint representing the knee joint:

C17 = θ3 − θ3
fitted (3.6)

where, θ3
fitted is the reference value that the angle θ3 has to follow.

With Equations (3.3), (3.4), and (3.5), the spherical joint that represents the
ski–ankle joint is defined completely. And Equation (3.6) provides the angular
movement of the knee while the skier is transitioning from gliding to pushing.

Consequently, after describing a set of 17 constraint equations, the resulting
number of DoF of the model is one.

Mass matrix of the system

The construction of the mass matrix of the system is based on theoretical
information found in the literature. The inertia components of the different
body parts included in the model (lower and upper leg) are taken from previous
studies that collected these physiological data. More detailed information can be
found in the work of Yeadon [85].
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Vector of generalized forces

Figure 3.4 presents the external forces on the model and their direction of
application.

Z

Gliding

direction

X Travel

direction

Y

Air drag

Snow friction

Gravity force 

on body 2

Gravity force 

on body 3

Gravity force 

on body 1

Figure 3.4. External forces considered in the skier model.

As it can be seen, the number and nature of forces applied in the skier modeled
were not changed in comparison with the model presented in Figure 2.12.

Parameters used in the model

Table 3.1 presents the detailed parameters used to produce the results in this
paper.

Table 3.1. Parameters used in the second skier model

Parameter Value Units

Mass of the skier 80 kg
Weight of the skis plus force bindings 24 N
Length upper leg 0.4288 m
Length lower leg 0.4489 m
Height of the skier 1.83 m
Coefficient of friction 0.15
Air drag coefficient 1
Integration time 0 to 0.55 s
ρair @ -5◦C 1.316 kg m−3

Skating angle ϕ1 16.5 °
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3.3 Data analysis

The data needed some prepossessing to make it suitable for use in the model.
Firstly, the data belonging to the selected propulsion phase was isolated from
the rest of the measurements. This was done by analyzing the marker positions
attached to both skis and the positioning of the center of mass of the skier with
respect to each ski. Finally, a comparison of the measured force from each binding
clarified which leg was pushing and which one was gliding. Only the position and
force data of the leg performing the propulsion was taken.

Secondly, as the multibody model needs to use the position of the selected lower
limb markers to extract the respective Euler angles of the leg parts, it was
important to guarantee that these functions representing the Euler angles were
smooth, continuous and differentiable up to the second degree. A Fourier fitting
process also applied by Fintelman et al. in the speed skater model [19], was used
to convert the discrete data into continuous functions. In this chapter, more detail
is given to the fitting process because four new discrete variables are introduced
to drive the model.

Finally, to verify that the fitted continuous functions represented the discrete
data well, the Pearson correlation coefficient, the analysis of residuals, and the
Bland–Altman plots were used to test the goodness of fit.

Figure 3.5 present the resultant force raw data and the resultant curve from the
fitting process. Additionally, Figure 3.6 shows the resultant residuals after the
fitting process showing that a large percentage of differences encountered in the
fitted function are between -10 and 10 N . This is a quantitative indication on
how good the fitting process might be considered.

0 0.1 0.2 0.3 0.4 0.5 0.60

200

400

600

800

1,000

1,200

Time [s]

Fo
rc
e
[N

]

Fitted curve
Raw data

Figure 3.5. Comparison of the raw total ski force data and fitting results.
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Figure 3.6. Histogram of the residuals related to the fitting process of the total ski
force.

It is also important to show the fitted data used as an input in the model. Figure
3.7 presents the graphical representation of the measured Euler angles representing
the orientation of the leg during the analysis and the curve produced by the fitting
process. To quantify the difference between the raw and fitted data, the histogram
of the residuals of the deviations is also constructed for these curves. Figure 3.8
presents the residual product of this fitting process. Also, the good agreement
of the raw vs. fitted data can be seen here indicated by the residuals of the
deviations being close to zero.
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Figure 3.7. Comparison of the raw kinematic data and fitting results of the Euler angle
θ2 used to represent the orientation of the leg.
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Figure 3.8. Histogram of the residuals related to the fitting process of the kinematic
data for the Euler angle θ2.

In this part of the study, it is not possible to show error bars on the uncertainties
of the measurements. The force and position measurements for different test runs
cannot be compared because of the high variability of the skier’s movement in
the trial, the lack of a well–established reference point for comparison and the
multiple changes that the skier could introduce with slight changes in technique.
Each measurement has to be taken as an individual set of data that could be used
in the model. However, the force measurement system is validated and showed
minimal differences to reference systems in various test situations, which can be
seen in the work by Ohtonen et al. [54].

3.4 Results

After inputting the positions measured during the propulsion phase as a reference,
the first important simulation output to show is the comparison of the measured
and modeled trajectories of three specific topological points on the leg. This
comparison validates the response of the model that uses movement simplifications
for the leg joints, meaning that it is possible to keep the generality of the leg
movements with the assumptions made.

Figure 3.9 shows the X–Y plane projection of the position of these simulated and
measured points, and Figure 3.10 presents the X–Z plane projection.
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Figure 3.9. Plane X–Y : projection of the measured and simulated points for one skiing
stroke.
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Figure 3.10. Plane X–Z: projection of the measured and simulated points for one
skiing stroke.

A simple visual inspection reveals the similarities between the trend of the
measured and simulated points on the lower leg. A difference exists in the
trajectory of the points: one reason is that even though the markers of the data
acquisition movement are attached to the body, they still have some relative
movement that affects the measurement of the position of those points. This was
determined when the assumed constant distance between the reference markers was
investigated. These marker errors are a common issue to deal with in movement
analysis experiments. As presented by Andersen [4], where close accuracy of the
measurement is needed, corrective actions have to be enforced.
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In Table 3.2, the Pearson correlation coefficient is used to find out how well the
simulated data describes the experimental data. The closer this value is to one,
the better the description of the phenomena is by the simulated data. It can
be seen that the values obtained for each case are in good agreement with the
expected results.

Table 3.2. Pearson correlation coefficient of the position simulated results

Ankle marker Knee marker Femur marker

Plane X–Y 0.9537 0.9927 0.9997
Plane X–Z 0.9724 0.9338 0.9410

A comparison between the measured and calculated forces is shown in Figure
3.11. Although differences are expected to occur because of the assumptions and
simplifications made, the results are still in agreement with the measured data.
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Figure 3.11. Comparison of the simulated and measured resultant total ski forces for
one skiing stroke.

In Figure 3.11, a simple inspection shows that the simulated force follows a
trajectory similar to the measured force. For the present case, the shapes of the
curves are very similar, with a dwell around t = 0.35 s and a clear push around
t = 0.47 s (with an overall Pearson correlation of 0.94). The mean values are
approximately the total weight of 785 N of the skier and the maximum difference
between the measured and calculated values is about 263 N, occurring at around
0.27 s.
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As the Pearson correlation coefficient by itself is not enough to assess the agreement
between the experimental and simulated set, Figure 3.12 introduces the Bland-
Altman plot of the comparison of the two time series data representing the
resultant force. The Blant–Altman plot quantifies the agreement between two
quantitative measurements by studying the mean difference and constructing
limits of agreements [8, 23].

From Figure 3.12, it can be seen that despite a negative bias, most of the points
are within the 95% confidence interval. This shows that there is a difference
between the methods compared. However, the fact that most of the points are
concentrated within the confidence interval can be considered as an acceptable
agreement between the simulated results and the measured data.
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Figure 3.12. Bland–Altman plot showing the 95% limit of agreement between the
measured and simulated resultant force.

This level of proximity in the results might be considered as one of the key aspects
towards certifying the validity of the proposed model.

Finally, the experimental and simulated resultant forces are projected onto the X,
Y , and Z axes to obtain the propulsive, lateral, and vertical force components
which are shown in Figures 3.13, 3.14, and 3.15, respectively.

In the propulsion force in Figure 3.13, the shape is close to the one obtained by
Fintelman et al. [19] in the speed skater model. Additionally, it can be seen that
both the measured and the simulated forces, follow a similar path with coincident
positions of peak values.
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Figure 3.13. Simulated and experimental propulsion force for the selected active phase.

A similar case occurs when comparing the lateral forces. Figure 3.14 demonstrates
how much the shape of both experimental and simulated curves resemble each
other.

0 0.1 0.2 0.3 0.4 0.5 0.60

100

200

300

400

500

Time [s]

Fo
rc
e
[N

]

Simulated force
Measured force

Figure 3.14. Simulated and experimental lateral forces for the selected active phase.

Figure 3.15 shows the vertical component of the leg force. It is noticeable that
this force influences the general shape of the total leg force and it is larger, almost
the double, than the propulsion force.
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Figure 3.15. Simulated and experimental vertical forces for the selected active phase.

The information provided by the components of the resultant force is obvious
when looking at their shapes. Propulsion and lateral forces clearly indicate the
propulsion moment represented by the peak at the end of the movement. The
vertical force contains the information of three important phases during the stroke.

These phases could be defined as follows: the initial touch of the ski represented
by the first peak value, the gliding phase denoted by the valley of the curve, and
finally, the propulsion phase described by the second peak value towards the end
of the curve.

3.5 Discussion

Simulation models can be used in training, technique research, and the development
of new equipment. Additionally, the advantages of human models are countless in
the investigation of injuries in sports.

This study presented a mechanical model for a skier performing the skating
technique in cross–country skiing. The selections of the joints used to model
the human movements are, at the same time, simple to implement but also
general enough that they cover a wide range of movements included in the natural
physiology of the leg. To present an additional advantage of simulation models,
Figure 3.16 shows a timed visualization of the sequence of leg movements during
the propulsion phase.
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Figure 3.16. Leg extension sequence obtained from the multibody skier model. The
subsequent time frames are 0.55 seconds representing the start and end of the leg extension
cycle.

Visualizations facilitate the analysis and add relevant information that a mere
numeric chart or table cannot present openly to the user. Visualization and move-
ment animation are well–recognized features used more and more in biomechanics
study cases. For example, in the visualization figure, it is simple to observe the
bodies forming the leg, the position of the joints and the travel direction of the ski.
Also, the flexion and rotation movements can be identified. Another important
aspect of this model is the fact that certain parameters that have a high impact on
the technique can be changed easily. Track steepness, athlete data, snow friction,
and air drag can be changed very quickly, and a new simulation set is ready to be
performed.
The researcher considered it convenient to implement once again the anthropo-
metric data uncovered by Yeadon [85] in the model. This type of statistical
representation relies on the simplicity that the researcher wants to achieve.
Counting on a model that minimizes the amount of input data and continues to
give close enough results approximates this research to what a simple model should
be. Movement and force representation, movement details on the joints of the lower
leg during the execution of the phase, and a wide range of visualization speeds
guarantee that the customization of the post-processing will fit the requirements
of the user.
As the model presented had the objective of resembling the trajectory of certain
representative points during a single stride and of determining the forces exerted
by the skier on the ski from them, the simplifications and assumptions made
were adequate to accomplish the task. However, the model may be adjusted and
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customized for more detailed applications and other areas of study. For example,
the only parameter assumptions made in the present case were related to the
determination of the snow friction and air drag. These parameters were tuned in
an iterative form but always kept within the limits proposed in the literature.

It is important to mention the limitations of the present model. This study focuses
on modeling one skiing stroke without the use of poles. Although this might seem
a significant limitation, it is instead the starting point of a more complete modeling
system where a complete race could be simulated or reproduced. Advances in
wireless technology and miniaturization will, in the near future, enable taking
information related to force production, speed or rhythm automatically from
athletes during a competition. This information and the results can be used
to enhance the accuracy of the simulation model towards the point where the
simulation of a race can become reliable and several scenarios could be analyzed.

Currently, the limited availability of position measuring devices for longer runs with
enough accuracy affects the development of other simulation attempts directly. It
could be possible to extend the amount of data collected for one short experiment.
However, the variability of the skier’s movement while performing the technique
rapidly prevents the idealization of the model.

It is proposed as a future step to work towards the development of this type of
reliable equipment, to elaborate more general models, and factoring in simulations
for the athlete’s fatigue. Working on the development of user–friendly interfaces
where the coaches, practitioners, and public in general could benefit from these
models without the participation of a multibody specialist.

One specific task where this simulation tool can be used is in understanding how
the propulsion force is produced taking advantage of the measured kinematic data.
In the skate skiing technique is a key factor in achieving speed and fluidity. As
maintained by Rusko [63], there exist many elements to be controlled while skate
skiing – some of them are done intuitively and others can be learned and reinforce
by training.

This tool would allow producing information to be used in the development stage
of athletes. For example, the technique of a young or aspiring athlete can be
compared with that of a top level athlete, enabling the detection of important
differences by using a simulation tool. Additionally, a baseline of the practitioner’s
parameters can be generated to be compared later as the practitioner improves,
and force variations caused by modifications in the leg movement of the athlete
can be simulated quickly without the need for field measurements.



78 3 Extension of the skier simulation model

3.6 Conclusions

A simulation tool that could help coaches or researchers in general during the
training phase can expedite improvement and serve as a means to evaluate the
performance of athletes. This study demonstrated the possibility of using simplified
multibody models to simulate the human movement specifically in winter sports
such as cross–country skiing.

Even though this is a simple model where the upper mass of the skier’s body
was positioned in the point representing the femur, the results obtained on the
calculated motion and forces are in good agreement with those measured.

Extending the model with the usage of poles to analyze poled cross–country skiing
is a challenging direction for future work.



Chapter 4
Assessment of the skier technique’s

evolution

To assess how well the results from one measurement system can follow the results
of a gold standard system, or how an execution technique has evolved, an efficient
comparison tool has to be adopted. Comparing the results of a variable obtained
from different measurement systems might involve a series of adjustment steps.
Actions like cropping, linear trend removal, offset removal, and amplitude scaling
belong to the tool–set of research teams. However, part of the work to implement
these techniques is still manual, laborious, and varied. This variety turns the data
post-processing into a lengthy and complex task [71].

The majority of the research studies omit detailed information on their data
handling process. As an example, in certain studies such as those based on
camera–recorded movements, researchers study the position of specific body
landmarks frame by frame [83]. This represents a gigantic amount of work.

For this study, the raw gait data was available from two different motion capture
systems. A high–speed camera-based system with skin–attached markers and
an inertial measurement unit system. To simplify the extent of the procedural
application proposed in this chapter, the knee flexion–extension angle, from the
known range of gait kinematic variables, served as the test signal. The dynamic
time warping (DTW) technique, initially developed for the recognition of spoken
speech [66], is tested as a tool to arrange and compare these test signals in an
automated fashion.

The specific objective of this contribution is to investigate DTW as a technique to
provide comparable knee joint flexion–extension angle data collected at different
walking speeds and with different acquisition systems. The researcher compared
the flexion–extension knee joint angles measured at different walking speeds. On

79
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a general point of view, the objective of this apart is to adapt a tool to efficiently
compare time–based sequences prone to be used in an automatized fashion with
minimum manual intervention. For this purpose, a single subject design protocol
following the guidelines proposed for gait studies [37] was implemented.

4.1 Dynamic time warping implementation

DTW is a technique able to handle nonlinear fluctuations due to the speaking
rate variation in the analysis and recognition of speech [64]. It is also able to find
an optimal global alignment between time series, becoming the most commonly
used measure to quantify dissimilarities between sequences [59]. These important
characteristics make it suitable for analyzing gait or human movement temporal
series data that may vary in speed or time. DTW can also be applied in other
fields than speech recognition. From analyzing gene expressions to recognizing
hand signatures [3, 60], DTW has demonstrated its relevance.

DTW has been used in prior studies to recognize walking, climbing and descending
stairs using data acquired with a single inertial sensor unit [34]. To the best of
the author’s knowledge, this method still needs work in the analysis of gait and
ski data across different measurement systems or between trials acquired with the
same measurement system.

DTW minimizes the distance between two time series, no necessarily equal in
length, by calculating an optimal warping path P . This warping path maps the
series’ points with same shape to each other. DTW considers the two time series
or sequences in the form: X = {x1, x1, . . . , xn} and Y = {y1, y2, . . . , ym}, with
n ∈ [1 : N ] and m ∈ [1 : M ] and N and M representing the length of X and Y ,
respectively. The warping path can be denoted as p = (p1, . . . , pL), where each
element of p is represented as an ordered pair pl = (nl,ml). In the warping path,
l ∈ [1 : L], being L the length of the warping path constrained to the interval
L ∈ [max(N,M),M +N − 1].

Figure 4.1 shows the target points on each time sequences that DTW tries to
align.

Time

Sequence X

Sequence Y

Figure 4.1. Time alignment of two time–dependent sequences. Adapted from [48].
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A cost function or local distance measure is used to calculate a matrix of
accumulated cost between the different points of the analyzed curves. After
constructing the accumulated cost matrix, the minimum cost path or warping
path that is not always unique is derived, fulfilling the constraints of the boundary
condition, monotonicity and step size condition.

4.2 Experiment configuration

The two motion capture systems used in this study were Vicon Nexus [1] and
Xsens MVN BIOMECH [2]. The Vicon Nexus system utilizes a set of high–speed
cameras and retro–reflective markers attached to the subject to collect position
data of anatomical landmarks. The data is later used by the system to calculate
joint angles, velocities, accelerations, and other related kinematic variables. In
contrast, the Xsens system is based on measuring acceleration and the angular
rate of body segments with inertial sensors. The acceleration and angular rate
data are then fused to obtain joint angle data [29].

The Vicon Motion system set up consisted on thirty–four 14 mm retro-reflective
markers which were attached to the test subject according to the Plug–in Gait
full body model. An eight–camera system (Vicon T40, Oxford, UK) was used to
record marker positions at 120 Hz. The marker trajectories were first low–pass
filtered using a fourth order Butterworth filter with a cut–off frequency of 12 Hz,
and joint angles were then calculated using Plug–in–gait model (Vicon Nexus).
The standard Vicon calibration procedure was applied prior to performing the
measurements.

In the case of the Xsens setup, 17 IMUs were attached to the subject. To minimize
the movement of wires during walking, a lycra body suit was used. Additionally, the
sensors were placed on bony surfaces as recommended to minimize measurement
errors, and the sampling frequency of 120 Hz was used to match that used by the
Vicon system. N–pose–type calibration was used to express segment kinematics in
the global frame, and it was done after each five trials to minimize measurement
errors caused by the drifting of the sensor data.

The Vicon and Xsens systems were synchronized via the standard synchronization
protocol provided by Xsens in its instruction manuals. The master system was set
to be Xsens while Vicon remained a slave system during all of the measurements.

After setting up the equipment, a healthy male subject performed 27 walking
trials at different speeds over a runway of approximately six meters. Each trial
started with at least three seconds of standstill in which the test subject did not
move. To minimized the common drift errors in IMU systems, an N–pose–type
recalibration was performed after every five trials.
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4.3 Analysis of the data

The systems’ output data was filtered to work only with the knee joint angle values,
i.e. the knee flexion and extension angles. Additionally, axis alignment orientated
the main reference axes in which the systems represented their data. These two
actions guarantee the same angle representation for the studied flexion–extension.
The baseline offset in the measurement data of the different systems was corrected.
This offset is suspected to exist because the angular calculation method and initial
calibration protocol used by the two systems are different; however, no additional
tests were performed to validate this assumption. The initial knee joint angle
when the subject is standing still should be approximately 180 degrees (leg fully
extended). The offset was calculated such that the closest signal from any of the
two systems to 180 degrees was considered to be the reference configuration. The
other system’s reference configuration was moved by the amount indicated in the
offset.
After correcting the offset between the two systems, the knee joint flexion–extension
angle data was normalized with the DTW normalization technique. In the
next section, the DTW implementation procedure is presented. This form of
implementation was taken from [67] and is one of many other forms that can be
found in the literature.
All of the studies were conducted using the software MATLAB for Windows
(MATLAB, 2013). A custom-made script was written to read the Xsens system
native .mvnx format and the Vicon system .c3d format as well as to generate the
alignment.

4.4 Results

After orienting each of the systems’ axes to match the measurement of the flexion–
extension angles of the knee joint, the data obtained for a typical trial looks like
the sequences shown in Figure 4.2.
Next, the offset between both signals was accounted for and compensated. As
previously mentioned, this compensation was made in all of the cases by aligning
the sequences to the one with a starting point close to 180°. Other offset
compensation techniques may be applied, such as the baseline removal. However,
as a healthy subject is likely to have a knee angle close to this value when standing
still, the research team used this simple approach.
Once the offset was corrected, the DTW analysis was performed according to
the methodology outline in the method section. Figure 4.3 shows the aligned
sequences after applying DTW. It can be observed how well the curves aligned
after the procedure.
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(a) Before offset removal. (b) After offset removal.

Figure 4.2. Example time sequences obtained from Vicon and Xsens systems. Right leg
knee flexion–extension angle.

After the alignment, as an exercise, several pieces of statistical data were calculated
by extracting important points from the studied sequences e.g., maximum knee
flexion angle. Statistical analyzes can be also automated together with the
application of the DTW algorithm. Selecting an adequate method to analyze
the data, allows for determining if two or more sets of data can be considered
statistically equal, how one variable correlates to another, or how the athlete’s
technique has change from a quantitatively point of view.
In this example, Figure 4.4 shows the mean of the maximum knee angle found in
the complete set of trials.
With the statistical data easily obtained from the aligned sequences, a common
analysis such as the one-way ANOVA [30]. ANOVA is a method commonly
used to test the differences among means by analyzing the variances. ANOVA
gives indications whether the means of the groups are different or statistically
equal. Table 4.1 shows the results of the F–value for each comparison set, and
the probability of observing an F–value larger than the F–value obtained in the
study are also presented.

Table 4.1. One-way ANOVA results of the flexion–extension angle differences.

Variable One-way ANOVA
F-value df = 3.2 p-Value

Left knee flexion–extension 2.964 0.061787
Right knee flexion–extension 1.743 0.186568

If it is of interest to compare the leg movements to analyze how different the
athlete executes the technique, DTW presents a straightforward method to do it.
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Figure 4.3. Resultant sequence alignment after DTW. Right leg knee flexion–extension
angle.

In Figure 4.5, DTW was applied to compare the right and left knee angle values
of the test subject obtained from the Xsens data. Graph 4.5–a presents the raw
initial values, and graph 4.5–b shows the results of applying DTW with no extra
manual intervention.

4.5 Discussion

The post–processed results on the two sets of flexion–extension angle sequences
demonstrated that DTW provides comparable data across different measurement
systems with minor manual processing. The list of necessary tasks to post–
processed the experiments results is as follows:

• Orient results according to the same reference system.

• Correct baseline offset.

• Perform DTW algorithm.

• Perform automated statistical analysis.

Figure 4.2 showed that apparently dissimilar curves might be obtained when using
different systems or inclusive the same system to measure the same variable without
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Figure 4.4. Mean of the maximum knee angles and standard deviations (in red). The
data is divided into three gait cycles to present the maximum angle for the left and right
knee.

using a suitable post–processing method. Often, a dedicated post processing
procedure is performed to make sequences comparable. One method is to divide
the sequences into isolated gait segment cycles and proceed with the adjustment.
In contrast, a straightforward method outlined here can be used to compare the
full measurement data.

Figure 4.3 shows the typical outcome for all experiments conducted in this study.
It was observed that in all of the cases, the sequences were aligned successfully,
and after that, any statistical posterior analysis can be performed directly on the
normalized data. Even in testing data, the arrangement of the right and left knee
angles is proven, to work with almost no manual intervention.

In addition, a posterior one–way ANOVA test was carried out determine if any of
the differences between the means are statistically significant. For the one-way
ANOVA test, the maximum flexion–extension angles and the time when they
occur were identified. Table 4.1 displays the results of the ANOVA analysis.
The probability values obtained in the analysis are low enough to reject the null
hypothesis using the common significance level of 0.05. However, in the case of
the means of both sets, the means of the left knee flexion–extension angle seems
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Figure 4.5. Application of DTW to normalize right and left leg knee angles.

to belong to the same group, while in the case of the right knee flexion–extension
angle the means seem not to be equal.

As the experiment is based on two simultaneous measurements of one subject
performing all the trials, it is rapidly shown that there exist an important difference
in the results of both systems. As it was shown in Figures 4.3 and 4.4, Xsens
consistently showed larger flexion values than those obtained by Vicon.

Figure 4.5 compares data from the Xsens system for one example trial. the results
show consistency in the flexion angle measurement.

4.6 Conclusions

This chapter demonstrated one application of the dynamic time warping technique
in the study of the human body movement analysis. Several time series sequences
of the flexion–extension angles measured with two different measurement systems
served as input data to test the implementation of the DTW method. It was
shown that implementing DTW, originating from the speech pattern analysis,
was suitable for the automated post–processing stage of the analysis without
affecting the nature of the experiment. As DTW mainly requires the use of a
distance measure function for sequence alignment, the Manhattan distance worked
in 100 % of the cases in this study. The comparison between measurement data
from DTW treated Vicon and Xsens was easily assessed highlighting differences
between the two systems. For the present set of studies, it could be quickly
seen that the results of the left knee flexion–extension angles obtained from
both systems can be considered statistically equal. That was not the case of
the right knee flexion–extension angles. One of the causes of this difference
might be attributed to magnetic distortion found in the test area. As Xsens
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relies on magnetic measurements to estimate the orientation of its sensors, any
magnetic interference can disturb the results and make them useless. With aims
of incorporating fast automated analysis in portable instruments wore by the ski
practitioner, the researcher considers that DTW as a tool to compare sets of data,
fits the objectives presented in this chapter.
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Chapter 5
Ski pole kinematics

In the preceding chapters, the cross–country skiing modeling was approached
excluding the effect of the ski poles. Nevertheless, ski poles play a relevant role in
the discipline. It was described that in some cross–country techniques, the skier
relies mainly on the poles to achieve the forwards propulsion. That is the case of
the double poling technique of the classic ski style. The question raised at the
moment is how to include the poles in the modeling process?

Studies similar to those carried out by Cignetti [12] show the importance of
using ski poles and their coordination with the overall movement of the skier.
The differences between athletes are noticeable when detailing the movement
coordination and the kinematics in the execution of the technique. Due to the
cyclic nature of cross–country skiing, the kinematics of the skier can be based
on cycles as fundamental study units. Some benchmarking measurements used
by researchers are based on cycle duration, cycle speed, cycle length, ski thrust
duration, ski glide duration, ski thrust duration, and recovery phase duration [16].

To study the kinematics and dynamics of the ski pole action in particular, the
methods used to study the skier’s movement can be used. Camera–based methods
based on infrared cameras or high speed camera recording are popular among
research groups [16]. However, the instrumentation of these methods is complex
and their application is limited by the spatial setup of the test site. Camera–based
methods are expensive and it is inaccessible to most ski practitioners interested
in the conclusions that can be drawn from data provided by camera systems.

The need for extending cross–country ski studies beyond the confined conditions
imposed by camera based systems motivated researchers to look at other alterna-
tives. One of the systems increasingly utilized in human movement research is
the one based on IMUs. IMUs are less accurate than infrared camera systems,

89
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but their advantages supersede those of camera–based systems. These inertial
measurement systems are portable, light, and can be carried in any race situation
without interfering with the skier’s technique.

In this chapter, the kinematics of the ski poles will be approached in the following
manner. Firstly, the findings related to the recognition of an important phase of
the ski pole kinematics, the pole plant, will be introduced. The pole plant refers
to that phase of the pole movement in which the tip of the pole is in contact
with the ground, thus closing the kinematic loop snow–skier–pole–snow. During
this phase, the skier might take advantage of the forces produced by the contact
between the ski pole and ground. The second point of view is related to the
orientation of the ski pole during the pole plant phase. Knowing the ski pole plant,
the orientation of the pole at this moment, and the axial forces that the ski–snow
contact produces, it is possible to estimate the propulsive reaction forces from
these contacts. The development of this chapter is the result of a seven-month
exchange visit to the Laboratory of Dynamics of Human Motion of the University
of Michigan in the US.

5.1 Pole plant phase determination

To estimate the pole plant phase from the IMU reading, it is necessary to perform
a deep analysis of the information gathered from IMUs and their kinematic
relationships. The main idea at this stage, is to be able to determine the pole
plant start and end with the use of the sole IMUs information. Several methods
have been used in the past and recently to closely determine these instances. In
the following paragraphs, few comments will be given to some of these methods
and a new way of defining these instances will be proposed and tested.

The methods to determine the pole plant phases can be listed into three basic
groups: force sensors, camera–based inspection methods, and acceleration analysis
methods. One of the first researchers to study the forces produced in cross–country
skiing was P. Komi in the 1980s [32]. Komi conducted his research under the
premise of accounting for the leg and pole forces separately in order to determine
their contribution to the forward progression. To measure the forces produced
by the ski poles, Komi used long force platforms installed onto the ski tracks,
which allowed him to determine the ski pole force components and their action
instances directly. Force platforms such as those used by Komi provide almost
direct force measurement with the drawback of the installation and calibration
they require. The time and effort to set up the system is considerable and highly
dependent on the calibration. This system was used also by Vähäsöyrinki et al.
in a ski tunnel under controlled conditions [81]. Vähäsöyrinki’s findings resemble
to those by Komi.
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Other research teams have installed strain gauges and piezoelectric force sensors
to measure the pole forces and thus detect their actuation time. That is the case
of the studies by Holmberg [25], Stöggl [74], and Street [77]. Strain gauges and
piezoelectric force sensors provide the researchers with more portable equipment to
perform their experiments. They are comparatively easier to set up and calibrate,
and the measurement range is increased notably with respect to the fixed force
platform systems.

In the case of camera–based and IMU systems, the former are often used as a
means of validating for the latter. Because of the inherent inaccuracy of the
systems based on IMUs, it becomes necessary to provide them with a form of valid
comparison to assess the proposed detection algorithm. It can be seen in studies,
such as the one by Fasel et al. [16], where the ability to detect spatio–temporal
parameters on the skier, and more specifically on the ski poles, is verified by using
infrared camera systems. Myklebust [50] used a similar concept to study the
differences between the V1 and V2 technique of cross–country skiing.

These two studies [16, 50] present the first attempts to estimate the kinematics of
ski poles using IMUs and utilize different approaches to estimate the pole plant
and pole lift instants. As mentioned in the previous paragraphs, knowing the
contact events of the poles will allow determining the behavior of the ski pole
orientation during this phase, and consequently, the components of the pole forces
promoting forward propulsion can be determined. Fasel and Myklebust did not
estimate of the ski pole angles during the contact phase, and studies where the
orientation information can be found are based mainly on camera systems, as
detailed in the introduction of this dissertation.

To determine the pole plant and lift, Myklebust [50] used the jerk and span of
the raw acceleration, i.e. the first and second derivative of the raw acceleration,
respectively. The jerk in this case can be understood as a jump–discontinuity in
the acceleration, the effect of which can be seen when touching or leaving the
ground contact. Fasel approaches the problem by analyzing the acceleration peaks
measured during the pole contact. Fasel’s approach is simpler because no extra
calculations are needed to identify the moment of the pole plant and lift. One
important aspect to highlight is that neither of the approaches is suitable for
automation. Manual work is needed to locate the peaks representing the contact
instants.

The method used in this work exploits the kinematics of the ski pole. Considering
only the classic ski and skate skiing techniques, the ski poles present two types of
movements: swing or actuated–inverted pendulum movements. During the swing
phase, the ski pole is subjected to the arbitrary movements controlled by the
skier. However, the arbitrariness of these movements could be better explained by
implying that the skier performs some sort of natural arm optimization [56,87] in
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the ski pole movement in the air. During the snow–pole contact, the kinematics
of an inverted pendulum can be used to propose some hypotheses which enable
estimating the instants of the pole plant and lift. In the next sections, a brief
description of the inverted pendulum kinematics will be presented to define the
foundations of the method proposed.

5.2 Ski pole as an inverted pendulum. Pole plant and lift

The kinematics of the inverted pendulum problem has been widely approached
and taught in mechanical engineering courses around the world. The methods
used to study the inverse pendulum kinematics span almost all of the formulations
in classic mechanics. For this specific case, the inverse pendulum kinematics is
described by analyzing the accelerations from two specific points on the ski pole:
one located close to the hand grip and the other located at the tip. The exact
positioning of these points is shown in Figure 5.1 together with the coordinate
reference system used to represent the part of the pole kinematics relevant to this
case.

Y

O X

Z

Point 2

Point 1

Ski pole

Figure 5.1. Location of the points on the ski pole used to explain the kinematics
approach to the pole plant and lift detection problem. Point 1 is located at the ski pole
hand grip and point 2 is located at the pole tip.

Taking O as the origin of the coordinate reference system, it is possible to calculate
the linear velocity and linear acceleration of both points as follows:

vp1 = vO + ω × rp1/O (5.1)
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vp2 = vO + ω × rp2/O (5.2)

ap1 = aO + ω̇ × rp1/O + ω × ω × rp1/O (5.3)

ap2 = aO + ω̇ × rp2/O + ω × ω × rp2/O. (5.4)

In Equations (5.1) to (5.4), vp1 and vp2 are the linear velocities of points 1 and 2,
vO is the linear velocity of the origin of the reference system, ω is the angular
velocity of the ski pole, ap1 and ap2 are the linear accelerations of points 1 and 2,
respectively, aO is the linear acceleration of the origin of the coordinate systems,
ω̇ is the angular acceleration of the pole, rp1 and rp2 represent the position vectors
of points 1 and 2 measured from the origin of the coordinate reference system,
respectively.

For the following parts, it is important to remind that the variables measured
directly by the IMUs are the linear acceleration (including inertial accelerations
and gravity) and the angular velocity. Any other variable derived directly from
those previously mentioned is subjected to a cumulative error which introduces
noise in the calculations. For this approach, the use of derived variables will be
limited to just one: the angular acceleration.

During the inverted pendulum movement (pole contacting the ground), the vectors
vO and aO are zero. This simple characteristic of the movement of the pole during
contact brings to the surface an important simplification which allows proposing
the following evident relationships:

• The linear velocities of the points differ only by a factor related to the ratio
between rp1 and rp2. Figure 5.2 shows graphically this particular condition
recurring during the pole–ground contact. Equation (5.5) expresses this
ratio,

‖vp1‖
‖vp2‖

= ‖rp1‖
‖rp2‖

(5.5)

• The values of the linear accelerations calculated using Equations (5.3) and
(5.4) should be close the linear acceleration measured by the IMUs except
for the effect of the gravity acceleration, which can be subtracted from the
IMUs measurement.

Using these two hypotheses, the estimates of the pole plant and pole lift instants
should yield coherent results suitable for the purposes of the ski pole study. The
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Figure 5.2. Linear velocities calculated using sensors’ information during the inverted
pendulum phase.

first hypothesis presents the advantage of utilizing variables measured directly from
the sensor and the mounting of the sensor on the pole. It minimizes the inclusion
of the the error produced when integrating or differentiating the angular velocity.
The drawback of this approach is that the ratio ‖rp1‖/‖rp2‖ might vary during the
contact movement depending on the ski pole movement, and setting a fixed value
to evaluate the contact condition might be misleading. The second hypothesis
provides a direct comparison of a calculated value with a direct measured value.
This condition eliminates the ratio variability presented in the first hypothesis;
However, it is necessary to differentiate the angular velocity to obtain one of
the terms needed in the equation. As mentioned recently, differentiating the
angular velocity introduces errors caused mainly by the noise present in the sensor
readings.

To validate the effectiveness of these approaches in determining pole plant and lift
instants, camera–based systems are usually used. These systems bring associated
manual work that might introduce errors into the validation of the contact points,
and they might lead to erroneous conclusions when assessing the effectiveness of
the method. For this case, a contact button installed at the very tip of the pole
is used. Every time that the ski pole hits or leaves the ground, the push–button
will immediately detect this situation without manual intervention. The details of
the equipment used for the experiment and their setup will be described in the
following sections.
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(a) Inverted pendulum phase (b) Swing phase

Figure 5.3. Relation of the linear acceleration measured by the sensor and calculated
using Equation (5.3) during the inverted pendulum and Swing phases.

5.3 Signal treatment and estimation of the pole orientation

The data measured by the sensors is noisy and biased. Additionally, using the data
unsmoothed may increase errors when calculating integrals or derivatives from the
acceleration or angular velocity signals. When searching for high accuracies in the
outcome of new processing algorithms, noise can hinder the comparison between
the outcomes from the proposed algorithm and the system used to validate the
former.
To minimize errors, two actions were taken: Firstly, the sensors used in this
experiment were previously calibrated to reduce the bias error and cross axis
sensitivity errors according to the internal procedures existent in the Laboratory
of Dynamics of Human Motion [31]. Due to the controlled conditions maintained
during the tests, no concerns arose from possible radiometric, temperature, or
sensitivity errors. Lastly, to eliminate the noise, which is characterized by its high
frequency, a first order Butterworth filter with a cutoff frequency of 10Hz is used.
To determine the orientation of the ski pole (roll and pitch angles), the method
published by McGinnis et al. [39] is used. This method is a modified complementary
filter which is able to extract the true quantities from the acceleration and angular
velocity readings. Although the acceleration and angular velocity values are
directly read by the IMUs, these readings are formed by a linear combination of
the real value, white noise, bias and/or gravity in the case of the acceleration.
As mentioned by McGinnis et al., the goal of the technique is to use the measured
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linear acceleration to estimate the bias and noise on the gyroscope readings and
remove them from the measured angular velocity, leaving only the true angular
velocity (ω) which will be used to calculate the orientation of the sensor in the
form of a direction cosine matrix CG/I .

5.4 Experimental setup

Three types of experiments were conducted to validate the accuracy of the
complementary filter algorithm in controlled conditions, how accurately the ski
pole plant and lift phases were detected, and to determine the orientation of the ski
pole while being in contact with the ground. Thus, the propulsive force components
can be estimated with the use of a load cell. The same setup configuration was
used throughout the experiments presented in this chapter.

5.4.1 Validation of the accuracy of the complementary filter imple-
mentation under controlled conditions

A controlled experiment was performed to learn about the techniques and behavior
of the filter. The experiment consisted of provoking inverse pendulum controlled
movements of the ski pole where the ski pole was oscillated from the vertical
position to an incline position of ±15.12°. This is shown in Figure 5.4. According
to this setup, the ski pole oscillation should have a total travel of 30.24°.

254 mm 254 mm

940 mm

Figure 5.4. Inverted pendulum experiment setup.

For this experiment, two YEI 3-Space sensors (Yost Engineering, Portsmouth,
Ohio) were attached to the had grip and tip area as shown in Figure 5.5.
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(a) Hand grip mounted sensor. (b) Tip mounted sensor.

Figure 5.5. YEI 3-Space sensors mounted on a) hand grip area and b) tip area. The tip
area is considered the closest point of the pole to the ground when in contact. To avoid
the relative movement between the sensors and the body of the ski pole, an adhesive tape
is used in the position where the sensors are mounted. Then, sensors are fixed to the
body using a pair of zip–ties.

These sensors are capable of measuring angular rates up to 2000 °/s with a 16–bit
resolution, and a 0.03 °/s/

√
Hz noise floor. The acceleration has an adjustable

range up to 24 G’s, with a 14–bit resolution and a 650 µg/
√

Hz noise floor.

The sensors’ calibration data were previously obtained by the researchers in the
laboratory of Dynamics of Human Motion [31]. Then, the measured data written
on the internal flash memory on each sensor were retrieved using a USB connection
and a MATLAB code developed by the laboratory researchers for this purpose.
All of the data processing was done successively in MATLAB. At this point, the
interest was focused on the travel angle captured by the hand grip sensor. The
angle read by this sensor should be close to the theoretical travel angle for which
the experiment was designed. One of the results of these experiments can be seen
in Figure 5.6.

5.4.2 Ski pole plant and lift instant extraction from IMU data

To validate the hypotheses proposed in section 5.2, the same sensor setup used in
section 5.4.1 setup was used. The experiments consisted of performing several
Nordic walk trials on a flat surface of approximately six meters. The author
served as test subject in all of the cases presented in this section.

The sensor systems employed in the experiment lacked proper synchronization
software. This obligates the users to develop their own synchronization routines to
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Figure 5.6. Ski pole orientation obtained from the hand grip IMU reading and processed
by the complementary filter algorithm.

match the data measured from the IMUs. In this experiment, the synchronization
action was induced by tapping the ski pole three times against the ground at
the beginning and end of the walking trial. Tapping the ski poles produces
visible peaks which serve as synchronization points. Using three taps reduces the
synchronization algorithm to a manual task which involves a simple time axis
alignment between the signals.

5.5 Results

After applying the algorithm proposed by McGinnis, it was found that averaging
the start and end point values of the experiment and subtracts them, a difference
of 91.37° – 91.31° = 0.06° is obtained. The mean of the difference of the maximum
and minimum peak angles in the ski pole oscillation was found to be 30.245°,
which presents a difference of 0.05° with respect to the theoretical expected value.
The results present an angle determination free from the typical drift found in
angle calculations using the angular velocity measured by the gyroscope.

Figure 5.7 presents the acceleration measurement from the hand grip IMU of one
of the trials. At first sight, the figure seems to convey little information; however,
if we focus on the signal peaks, we can distinguish three sectors. The first sector
corresponds with the initial synchronization tapping (three in total), the second
sector belongs to the walking action, and finally, in the the last sector we find the
last synchronization tapping.
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Figure 5.7. Sample of a Nordic walk experiment. Values of the acceleration measured
by the hand grip IMU represented in the sensor reference system.

Although it might be evident that sectors 1 and 3 are the synchronization moments,
what happens during walking is not clear. The magnitude of the acceleration
peaks during walking minimizes the part of the signal of interest. Analyzing
the sensor axis information separately will make proving the contact hypotheses
difficult.
Instead, if we choose the magnitude of the acceleration measured in the sensor
reference system, then the information it conveys will be much clearer. This can
be seen in Figure 5.8.
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Figure 5.8. Magnitude of the acceleration measured in both sensors mounted on the ski
pole. The aim of using the magnitude of the acceleration is to detail the pole plant and
lift behavior on these curves instead of using separate signals which are highly dependent
on the sensor orientation.
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Using these clear tapping points, the manual synchronization is performed and the
resultant signals match perfectly. This can be observed in Figure 5.9. Additionally,
it is possible to easily identify the following parts of the walking: pole plant
characterized by the highest peak in the walking sector, pole cycle defined between
two pole plants, and pole lift, which cannot be detected visually, but the time
span when it occurs is rapidly located, pole contact occurring between the pole
plant and lift and the flying phase between the pole lift and the next pole plant.
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Figure 5.9. Signals from hand grip and tip sensors synchronized. Some of the important
characteristics in the walking action are found.

Knowing that the beginning of the pole plant is represented by the highest peak
during walking, it is possible to impose the hypotheses proposed in section 5.2 to
find the pole lift instant. Additionally, these hypotheses will help us discard any
extra high peak that might appear during the activity due to other factors such
as the pole hitting any other surface or the body of the test subject.

Before showing the results of applying the hypotheses presented in section 5.2, it is
important at this point to present the method used to validate the contact points.
Other studies used a motion capture system based on cameras to determine the
contact instants of the ski pole. In this case, a push–button attached to the tip of
the ski pole is used. The push–button setup is shown in Figure 5.10
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(a) Configuration of the push–
button used.

(b) Push–button installed in the
pole tip area.

Figure 5.10. Push–button setup to detect the contact phases of the ski pole during the
experiments.

Every contact action of the ski pole against the ground passed through the
push–button assembly. When the ski pole is in contact with the ground, the
push–button sends an active signal to the data–logging system which is responsible
for acquiring this data at a frequency of approximately 100 Hz. The data logging
systems comprise an Arduino UNO board and an SD card shield capable of storing
up to 2 gigabytes of information. The system was powered with a 9 V battery.
Figure 5.11 presents the details of this system setup.

Figure 5.11. Details of the data–logging systems used to acquire the push–button data.

The data obtained from this push–button data–logging system is easily retrieved
by reading the SD card in a computer. The data collected only comprises the
time stamp and situation of the push–button – activated or not. Figure 5.12
visualizes an example of the data. To minimize the mechanical bouncing when
using this type of mechanical push–button, a combination of a software debouncing
algorithm and additional hardware elements were used.
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Figure 5.12. Example signal obtained from the push–button setup. There are only two
states in these measurements: non–active and active.

Next, in Figure 5.13, two signals are superimposed: the push–button signal and
the magnitude of the acceleration measured by the hand grip sensor. This graph
of superimposed signals is important to the determination of the pole–plant and
pole list–off instants.
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Figure 5.13. Comparison of the push–button signal and the signal obtained from the
IMU setup.
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5.6 Discussion

The complementary filter used here has already been validated in several dynamic
applications [38, 40, 41]. The test done in this experiment had the purpose of
getting familiar with the application of the filter. With the values obtained using
the complementary filter, it was possible to account for the roll and pitch angles
obtained during the inverted pendulum movement of the ski pole. The yaw angle
remains unknown as there is no possibility to orientate the global reference system
with respect to the the vertical axis aligned with the gravity. Because of the
absence of a fixed global horizontal axis, as the one defined by the magnetic pole
when using magnetometers, the solutions to the problem of transforming the
sensor reference system to the global reference system are infinite.

Another important objective of the experiments performed was to validate one
specific hypothesis found in the literature. In the research performed by Fasel
et al. [16], the pole lift instant was considered to be at the peak at the end of
the contact phase. However, Figure 5.13 shows that the contact is lost before the
instant proposed in [16].

Pole–ground contact detection is important to account for the ski pole forces
correctly. Applying the hypotheses proposed in section 5.2, it is possible to start
drawing specific conclusion for each of these hypotheses and their applicability to
determine pole plant and pole lift contact instants.

As mentioned previously when the linear velocity assumption was introduced in
section 5.2, the description of the plant and lift instants would be determined
by the linear velocity ratio. One of the drawbacks of utilizing this method was
that the value of this ratio could vary during the inverted pendulum movement,
making a strong conclusion difficult to draw.

Figure 5.14 illustrates that the behavior of the ratio during the pole–plant phase,
characterized by the high level of the push–button signal, is difficult to differentiate
from the swing phase. Besides, during the pole–plant, the velocity ratio changes
instead of being constant, as ideally hypothesized.
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Figure 5.14. Detail of the accelerations, push–button data, and velocity ratio measured
by the sensors during the walking trial.

For the case of the acceleration hypothesis, the results obtained are more promising.
The initial thought of utilizing two sensors, one at the pole tip and another at the
hand grip to gather the necessary information to determine contact instants was
tested. Figure 5.15 displays that during the pole plant phase, both accelerations
are quite similar to each other. At this point, it is presumable to utilize just
one sensor to detect the pole plant and lift phases if the hypothesis related the
the acceleration presented in section 5.2 is met. It is evident that using a sensor
near the tip of the ski pole could present some disadvantages such as the inherent
inconvenience of the location. The hand grip sensor, instead, is conveniently
positioned in a secure location, and it can be used to determine the pole plant
and lift instants.
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Figure 5.15. Detail of the accelerations measured by the hand grip and tip IMUs during
the walking trial.
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Figures 5.16 and 5.17 show the results of applying the second assumption to the
experiment. Although the assumption of equality between the calculated linear
acceleration and the measured sensor acceleration during the pole plant phase
is far from being a perfect match, there exists a correlation between theses two
signals during the pole plant phase.
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Figure 5.16. Verification of the second hypothesis using the hand grip IMU.

Actually, as can be seen in Figure 5.17, the change in the push–button signal
corresponds closely to the instant where both signals (calculated and measured
acceleration) start drifting apart. The problem now is to identify this point for
each pole plant phase.
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Figure 5.17. Verification of the second constraint: details of one walking cycle.
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To accomplish the automatic selection of the closest point to the push–button down
signal, the following condition is added: the automatic algorithm will calculate
for the difference between the calculated and measured acceleration signals. A
arbitrary threshold will be imposed which will make the value of this difference
zero if the threshold value is not met. Another possibility would be to look for
the intersection point between the calculated and measured signals in the interval
formed by the flat zone of the measured acceleration signal and the first of the
characteristic double peaks formed by the calculated signal.

Figure 5.18 shows the graphic results of imposing the automatic detection
algorithm via a threshold condition. It is found that the mean of the difference
between the computation of the constraint and signal button difference was about 7
ms and its standard deviation is 25.8 µs out of the tests selected for the estimation.
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Figure 5.18. Results of imposing the threshold condition the calculated and measured
acceleration differences.

Figures 5.19 and 5.20 show the results of using the complementary filter to
determine the pitch and roll angle. Figure 5.20 details the typical behavior of
the pith and roll angle during the pole plant phase. While the roll angle might
stay close to the initial angle at the beginning of the movement, the pitch angle
presents the larger variation.
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Figure 5.19. Pitch and roll angles shown with the correspondent acceleration and
reference signal to estimate the pole lift instant.
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Figure 5.20. Pitch and roll angles shown isolated from the rest of the signals.

5.7 Conclusions

The behavior of the complementary filter was consistent during the experiments
performed to estimate the partial orientation (roll and pitch) and the pole–ground
contact instants. In the case of the two main skiing techniques existent in cross–
country skiing, classic and skating, roll and pitch angle are considered as the main
angles providing the most information to calculate ski pole force components. The
yaw, not accounted in this experiments, is important from an athlete’s execution
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technique point of view. There is no doubt of the influence of the technique in
obtaining larger propulsion forces; However, this topic was not planned to be
addressed at this moment.

Different methods found in the literature deal with algorithms to estimate pole–
ground contact instants. Each one of them provides advantages and their results
might be said to be close to the vicinity of the real contact and lift instants.
In this dissertation, another method was provided based on exploiting a few
kinematic relationships of the parameters directly read by the IMUs. The first
supposition where two sensors were used to estimate the contact instants based
on their linear velocity ratio led to unsatisfactory results. The second approach,
where the measured acceleration was compared against a calculated acceleration,
provided better results. These results were compared with those produced by a
contact detection system based on a push–button installed at the tip of the pole.
The push–button system detected precisely the contact instants of the poles and
it can be said that it provides a reliable source to compare the results obtained in
the experiments. After the application of the hypothesis based on accelerations, it
was found a difference of approx. 7 ms between the push–button system and the
proposed algorithm. This difference in the contact detection is improved when
compared with the results obtained by applying the method presented by Fasel et
al. [16] of 14 ms or those found by using the algorithm developed in Myklebust,
Losnegard and Hallén [50] of 12 ms.



Chapter 6
Conclusions

This dissertation presents the findings of studies on the dynamics of cross–country
skiing – specifically the skate technique. The content of this work introduces in
their chapters three main concepts applicable to the development of the study of
skiing dynamics. The study field includes the utilization of the multibody dynamics
theory, the application of speech analysis techniques, and the manipulation of
information acquired from IMU sensors.
The mix of approached in this dissertation yields a wealth of knowledge that
might be used to fill in information gaps in the field of skiing and develop the
sport further. The dissertation may also contribute to the creation of a more
complete evaluation system based on computer simulations.
This dissertation presents the following key conclusions:

• The dynamics of the cross–country skate skiing technique can be simulated
using the multibody systems theory.

• The evolution of an athlete’s performance can be quantified by applying
techniques used in speed recognition, such as the DTW technique.

• IMUs can be used to estimate the skier’s pole orientation and floor contact
period during the execution of the technique.

For the first key conclusion, two models were developed. The aims of the models
were to replicate the movement of the center of mass of the skier using a reduced
number of bodies to represent the skier and to estimate the propulsion force exerted
by the skier’s leg. For both models, several assumptions were made regarding the
interrelation between the skier’s body parts, the ski–snow contact and the skier’s
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body mass distribution to simplify the simulation of the full body dynamics. In
the first model, the constraints representing the lower leg joints were selected
such as these constraints did not reproduce exactly the natural movements of the
leg joints. Instead, a series of composed movements were proposed to match the
skier’s leg movement, and thus, to achieve the natural movement of the center of
mass of the skier. For the second model, the constraints representing the lower leg
joints were selected to match the joint’s natural behavior. The ski was considered
to move in a straight line on the snow, although in reality, the travel of the ski
on the snow is non–rectilinear. Regarding the mass distribution of the skier, the
lower leg was considered to have, in both models, its real mass while the mass of
the rest of the body was considered to be located on the top of the femur. The
results obtained in both models can be considered closed to the data measured via
camera–based systems for the body movement and force measurement systems
for the leg propulsion forces. For the center of mass of the skier, the position
simulation results are close to the results measured by camera–based systems, and
the model was able to produce results with a difference of 10.78% with respect to
the measured velocity. The second model was able to replicate the leg propulsive
force with a Pearson correlation coefficient of 0.94.

The second key conclusion is related to how it would be possible to compare
two sets of data to evaluate the evolution of the execution of the skiing activity.
This apart introduces a novel technique, applied frequently in the field of speech
recognition, to compare two sets of data based on time. This technique is suitable
as it disregards the meadurement technology, the effects of unequal acquisition
rate sampling, the amount of data acquired, and time interval differences. After
the application of the implementation algorithm, DTW produces two reorganized
data sets which can be compared directly without further manipulation. The ease
of automation in the application of the DTW to the skier’s data series opens the
door for more advance evaluation systems where a diagnosis of the evolution of
athletes’ technique could be assessed to detect the main differences which make
one athlete perform better.

Finally, the IMU technology was used to estimate pole–ground contact events
and the orientation angles of the ski pole during a Nordic walking trial. A simple
setup allowed for the accurate estimation of two of the most important ski pole
angles: pitch and roll. These angles, in conjunction with the use of an axial force
measurement system, and the pole–ground contact detection, will allow us to
estimate the skier’s poling forces during the execution of the technique. This piece
of information adds a great deal to the study of how the skier can benefit from the
ski pole forces and which are the characteristics of an effective poling action and.
Little has been done in this regard, and the findings of the experiments in this
dissertation can be used further to develop the use of these inexpensive sensors
for determining the positive evolution of the poling technique.
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6.1 Suggestions for future work

This dissertation contributes to the scientific and sports literature related to
skiing techniques. This information can be used further to develop certain, little
examined areas not only in the field of skiing but also in other closely related fields.
However, much experimental and theoretical research is still required. Below are
a few suggestions for future works for researchers interested in the topic.

• A more extended dynamic model of a skier’s body could benefit the study of
specific cases, such paralympic athletes and the effect of the different parts
of the human body on the different skiing techniques.

• Detail dynamic models of the skier’s body and specific joints such as the
knee joint could help to study more in detail the causes of injuries in athletes
and practitioners. The combination of these dynamic models and finite
element concepts could improve the scientific level of the study of these
injuries, and researchers could even simulate different scenarios.

• The effect of the ski–snow interaction as well as the impact of clothing on
skier’s performance could benefit from extended dynamic models.

• The algorithms used to estimate positions and orientations from the infor-
mation produced by IMU systems need to be refined more. This is necessary
to take full advantage of the long–term acquisition capabilities of these IMU
systems.
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