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The superior performance of a firm is achieved neither through technology nor the
surrounding organizational structure per se, but through the successful alignment of
technological resource dependencies and interorganizational structures in
interorganizational networks. This dissertation focuses on the dependencies that emerge
from the product system level and from technological knowledge, and their impact on
interorganizational relations and the boundaries between firms. This thesis adopts the
viewpoint of a focal firm that is either a systems integrator or incumbent firm engaged in
technology acquisition, and is trying to manage these technological resource
dependencies.

Publication | concentrates on concerns of how direct and indirect dependencies in a
network could be better understood. This approach was also applied in conceptual
publications 1l and IllI, which investigate the characteristics of buyer-supplier
relationships and the make or buy question faced by a focal firm due to technological
resource dependencies, as well as the moderating role of the complexity of the product
system. Publication IV provides the main empirical part of this dissertation by leveraging
patent data with data on mergers and acquisitions. Statistical analyses of U.S. technology
acquisitions in various high-technology industries confirm the expectation that the target
firm prices increase, especially when many other firms directly or indirectly build on the
target’s knowledge, as measured through patent citations. Thus, this thesis develops and
empirically tests the hypothesis that the position of a target in its interorganizational
resource dependence network affects the value of their resources to the acquirer, as
reflected in the acquisition price.

This thesis mainly contributes to the theory of systems of production by suggesting that
technological resource dependencies at the technology and product system levels are the
ones which influence where the boundaries of firms are, but there are technological
knowledge level structures emerging from technological trajectories that set the directions
of these dependencies. It is crucial to emphasize the sequence of tasks, such as design or
production from the focal firm’s perspective, and thus the direction of technological
resource dependencies, both direct and indirect, between the focal firm and other firms.

Keywords: modularity, product architecture, product system, interorganizational
network, outsourcing, make or buy, technology acquisition
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1 Introduction

Technological change appears to be ceaseless, and firms must innovate continually to
survive the pressures of competition. Some technologies are systemic in their nature,
meaning that they consist of multicomponent products that connect to each other. The
automotive industry or the building of a turbo generator or wind turbine are examples of
industries, in which products are not just products but product systems. In this thesis I use
the terms product system or complex product system when | refer these product systems.
Complex product systems can be defined as sets of humans and technologies merged to
perform a specific function beyond the capabilities of a single person, but which can be
accomplished collectively (Johnson, 2003). The development and production of complex
product systems require significant investments in valuable and complementary
resources, such as expert scientists from various fields, engineers, manufacturing
personnel, and operations management personnel. Complex product systems are
engineering constructs that are highly costly and technology-intensive, covering multiple
technological domains (Davies, Brady, and Hobday, 2007).

For a single firm, such an amount of diverse technological resources militates against the
ability to concentrate on core competences (Teece, 1980). That is why firms in these
industries do not produce entire products alone, but as part of interorganizational
networks. System integrator firms ensure that the integrity of the system is maintained.
The integrity of a technological system (or entire product) is defined as “the consistency
between a product’s function and structure: the parts fit smoothly, components match and
work well together, the layout maximizes available space” (Clark and Fujimoto, 1990:
108). This thesis takes the viewpoint of incumbent firms that operate in product systems
(or complex product systems) industries with large engineering-sensitive capital goods,
and take the roles of buyers that outsource and acquire other firms. These firms are large
industrial manufactures, coordinating their suppliers and trying to cope with
interdependencies between components and other technological resources (Argyres and
Bigelow, 2010; Brusoni, Prencipe, and Pavitt, 2001). These firms are called system
integrators, defined as firms that manage the integration of larger systems or the end-
product. The term often refers to car manufacturers (Jacobides, MacDuffie, and Tae,
2016) but this thesis is not limited to that sector. Rather, system integrator is seen as a
role that a firm bears.

From the viewpoint of system integration, the overarching question concerns how
interorganizational relations are arranged between buyers and suppliers, even though
technological resource interdependencies are present, and when the overall product
architecture must be coordinated (Johnson, 2003). Where are the boundaries of firms in
this interorganizational network, and how do technological resource dependencies
influence these boundaries? Which components should a firm design or produce in-house
and which can be bought from suppliers? Or, if there is no internal option, what kind of
resources are drivers for technology acquisition? What is the role of technological
resource dependencies in determining the boundaries between firms? Previously, answers
to these questions were sought not only from system integration literature but from
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modularity and technology acquisition research streams, with the support of grant theories
of transaction cost economics (TCE) and a knowledge-based view (KBV) (Baldwin,
2008).

Figure 1 provides an overview of the technological resource flows from the firm’s
perspective. It indicates the interactions between different activities, as well as technical
resource flows from the system integrator’s perspective, within firm boundaries but also
outside of these boundaries. There are business processes inside a firm, and project
contexts related to these processes, but also firms external to a specific project’s context,
emphasizing the focal firm’s coordinative role (Gann and Salter, 2000).

Clients
Technology Development
Partnerships with Other
Firms The Firm
In-house R&D and .
Mobilise & Feedback
Technical Support obilise & Feedbacl Projects
External Research and
Technical Support
Services
Suppliers

Figure 1. System integrator firm and technical resource flows (adapted from Gann and Salter
(2000)).

In complex product system industries, firms must manage both projects that lead to
product outcomes as well as business processes beyond the project-level (Gann and
Salter, 2000). Projects demand capabilities such as the ability to complete projects within
a schedule, within a budget and the ability to respond to unique customer specifications
(Davies and Brady, 2000). To achieve this, internal functional departments and their
business processes, such as R&D, design, production, marketing and top management
capabilities must be in line with upcoming projects, and these capabilities must be
replicable across projects (Davies and Brady, 2000). The projects which this thesis
focuses on can be divided into roughly two distinct types: product development projects
and implementation projects, such as the implementation of production (Winch, 1996).
Regardless of the internal capabilities of these firms, they also leverage suppliers to
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design and produce product system entities. Projects related to product systems involve
various tasks, involving the cooperation of many organisations such as clients, suppliers,
and partnerships with other firms from a range of industrial sectors. Competitiveness and
performance are not up to a single firm, but rely on the efficient functioning of the whole
network (Gann and Salter, 2000).

Individual projects are often burdened with a heritage of constraints defined by existing
systems and the legacy of the current technologies they apply (David, 1985). The strategic
management of resources concerns issues such as how firms develop their core technical
competences, solve issues of integration in planning, design, systems integration and
assembly (Gann and Salter, 2000). System integrators have multiple competencies, first,
of course, the core and fundamental technological knowledge for their activities, but they
also possess more marginal competencies (Paoli and Prencipe, 1999). This more marginal
knowledge can be fundamental for system integrator’s suppliers, which manufacture
components for system integrators, but the system integration of a focal firm also requires
this kind of knowledge, especially with complex parts such as aircraft engines (Paoli and
Prencipe, 1999; Prencipe, 1997).

1.1 Research gaps

This thesis focuses on the influence of technological resource dependencies on interfirm
relations. Thus, it is linked with the strategic management literature that is interested in
where to locate firm boundaries and transactions in the presence of technological resource
dependencies. In the traditional view of previous studies, when technological resource
dependencies between tasks are intense, they are better to be left within the firm’s
boundaries (Baldwin, 2008; Sanchez and Mahoney, 1996). Briefly, Gap 1 shows a defect
in knowledge on how technological resource dependencies influence the characteristics
of the buyer-supplier relationship. Gap 2 concentrate on mixed findings, how
technological resource dependencies, in terms of the modularity of components, influence
the make or buy question, and moderate the effects of complexity on that relation. Finally,
Gap 3 lays the foundations for why technological resource dependencies could have an
impact on the price of technology acquisition.

Gap 1. There has been interest in shedding light on the relationship between product
modularity and buyer—supplier characteristics, including information and knowledge
sharing, to describe the intensity of the relationship, and speculate on the performance
implications of these settings (Cabigiosu and Camuffo, 2012). It is important to
understand how modular architecture influences buyer-supplier relationships among
other organizational choices and processes (Ethiraj, 2007; Hoetker, Swaminathan, and
Mitchell, 2007). Modular components enable buyers to easily change suppliers if they
want to respond to changing conditions (Garud and Kumaraswamy, 1995). From the
supplier’s view point, suppliers of highly modular components benefit more from
autonomy, but suppliers of low-modularity components benefited more from strong ties
to system integrator firms (Hoetker et al., 2007). With modularity, suppliers can serve
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several buyers and reach economics of scale (Hoetker et al., 2007). Thus, it is proposed
that modularity enables more market-based, arms-length relations, whereas integral
design is suitable for relations that are not easily switched. Empirical support for this
proposition is ambiguous, and a more nuanced view is needed (Cabigiosu and Camuffo,
2012; Colfer and Baldwin, 2016). To respond to this, switching the costs of, and needs
for, investments of buyers and suppliers, and the technological expertise employed in
buyer-supplier relationships, are characteristics which are proposed to be influenced by
technological resource dependencies that are seen and investigated in a more nuanced
way than the previous division between the modular and the integral.

There is a need for interplay between technical resource dependencies and buyer-supplier
characteristics in purchasing and supply management literature. Buyer-supplier relations
have also inspired interest in the purchasing and supply management literature, in which
supplier relations or items purchased have been categorized into a four-category
framework called the Kraljic Portfolio Matrix (Caniéls and Gelderman, 2005; Kraljic,
1983). This matrix approach has been argued to represent the best available tool for
diagnostic and prescriptive purposes with which purchasing organizations can
differentiate between supplier relations (Wagner, Padhi, and Bode, 2013). Although these
attempts to categorize buyer-supplier relationships have investigated industries that
produce product systems, such as the automotive (Bensaou, 1999), they do not
straightforwardly discuss component-level technological interdependencies, but, for
example, use supply risk and profit impact as subjective measures with to which
categorise products or components and direct the characteristics of the buyer-supplier
relationship (Caniéls and Gelderman, 2007; Padhi, Wagner, and Aggarwal, 2012). The
weakness of the matrix is that it cannot take into account interdependencies between
products (Olsen and Ellram, 1997), and therefore further research should strive to
incorporate new attributes that objectively contribute to the matrix’s dimensions (Howard
and Squire, 2007; Montgomery, Ogden, and Boehmke, 2018). By problematizing the
simple modular-integral division with a more sophisticated concept of technological
resource dependencies and applying that to the current knowledge on buyer-supplier
relations regarding the purchasing matrix, a contribution about the influence of
technological resource dependencies on buyer-supplier relationships is developed in this
thesis.

Gap 2. One should examine the relationships between tasks (such as design and
production) and technical knowledge, however the knowledge partitioning between buyer
and supplier is not the same thing as the partition of design and production tasks
(Takeishi, 2002). System integrator firms need careful management of technical
knowledge while making make-or-buy decisions about components (Brusoni et al., 2001;
Takeishi, 2002). The direction of technological resource dependencies between
components is connected to the knowledge structures of firms; which firm has knowledge
that lets it set technological dependencies on others. In the context of the make or buy
question, the direction of technological dependencies and hierarchical positions between
components matter. This is the broader viewpoint when compared to the division between
the modular and the integral.
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It is informative to consider a firm’s decision to make or buy in the context of complex
product systems, which have multiple interactions between design and production
activities (Parmigiani and Mitchell, 2009). There is also a need to consider of the
performance implications of these choices, by taking the system level into account
(Parmigiani and Mitchell, 2009). Park and Ro (2013) suggest further theoretical and
empirical research into the relationship between product architecture and the make and
buy choice of a firm, and about the impact of sourcing decisions on performance, because
their current empirical findings are mixed.

The conventional view proposes that the high degree of interdependence among
components and subsystems demands a close configuration of their performances to
successfully integrate these components into the product-system entity. It is suggested
that the conventional view on the product modularity of interfirm relations is too
simplistic to be applied generally, since it does not always hold (Colfer and Baldwin,
2016). There are empirical examples of when this conventional view has not held, for
example, modular products do not let firms out of the hierarchy between them, or let them
be more loosely coupled (Hoetker, 2006).

Rather, one should ask the question in a new way: when does it hold, and when it does
not (Colfer and Baldwin, 2016; Ulkii and Schmidt, 2011). When product modularity and
interfirm relations are investigated, the complexity of the product system has an influence
on this relation (Sorkun and Furlan, 2017). Complexity hampers the correct identification
of the dependencies between components, which may lead to an insufficient alignment of
the interactions between developmental units (Sosa, Eppinger, and Rowles, 2004). In
turn, Gokpinar et al. (2010) found that misalignments with interactions between
development units occur when technological resource dependencies are at intermediate
degrees in components, since firms have difficulties setting the right level of interaction
for those, and complex systems usually feature this kind of components.

Gap 3. The dynamics of a new technology can intersect with existing organizational
relations, and thus require adjustments to these relations (Brusoni and Prencipe, 2006),
such as technology acquisitions. The existing technology acquisitions literature has
largely focused on analysing dyadic resource relationships between the acquiring and the
target firm (a firm that is bought), for example in terms of how their resource relatedness
affects the benefits of the acquisition (Chondrakis, 2016; Grimpe and Hussinger, 2014a).
However, a few studies have taken the more broader view of the interorganizational
relationship: when acquiring a target, it results in a structural change in the whole
interorganizational network of the acquirer and the target (Hernandez and Menon, 2017;
Hernandez and Shaver, 2018). It has been shown that the network position of the target
adds acquisition likelihood (Hernandez and Shaver, 2018). However, there is a lack of
empirical evidence on how the network position of the target and technological resource
dependencies influence the acquisition price. For example, if a target firm has
technological resources that have a possibility to be foundational for the further
technological trajectory of that industry, will this influence the acquisition price?
Acquirers cannot obtain all strategically valuable resources from outside, but they must
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strategically choose which technological resource dependencies to absorb and which to
control indirectly (Brusoni and Prencipe, 2011; Santos and Eisenhardt, 2005).

1.2 Objective

Ties between organizations can be categorized as ties caused by product architecture and
technologies, organizational level ties, and ties caused by knowledge (Brusoni and
Prencipe, 2011). This thesis focuses on the dependencies that emerge from product
architecture and technological knowledge, and their impact on interorganizational
relations. Figure 2 clarifies the positioning between publications and different analytical
levels (organizational relations, knowledge, technology and the product system level).
The different publications of this thesis are marked P1, P2, P3 and P4 with a summary of
their main objectives. The overall main objective is to adopt the viewpoint of a focal firm
and investigate how technology-level and knowledge-level dependencies influence its
boundaries. Extant modularity literature mainly concentrates on technological-level
dependencies that come into existence from networked technological knowledge. That
knowledge is owned by several firms, and their patents are one visible source of this
knowledge.

The argument that technological resource interdependencies have a one-way influence on
interorganizational relations, and thus on industry architecture, is reductionistic (Zirpoli
& Camuffo, 2009). Rather, the organizational level and product architecture level
influence one another mutually; the relationship between organizational architecture and
product architecture is bidirectional (Zirpoli and Camuffo, 2009), and a change in either
of the architectures would influence the other (Brusoni and Prencipe, 2011). The overall
objective of this thesis is to shed light on the relationship between technological resource
dependencies and interorganizational relationships in terms of the buyer-supplier
relationship, the make or buy question, and the price of the target of a technological
acquisition. This thesis adopts the perspective of a focal firm that is a system integrator
or incumbent firm that makes technology acquisitions.
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Technology level Knowledge

Focal firm
boundaries

Figure 2. Publications and objectives.

Therefore, this thesis focuses on one main research question:

How do technological resource dependencies affect interorganizational relationships
from a focal firm’s perspective?

To answer this, theoretical development and empirical work in the form of four
publications were established. Two publications (P1 and P2) develop a way to conceive
indirect and direct dependencies in a network, a way of understanding technological
dependencies, and how these affect buyer-supplier relationships. A buyer-supplier
relationship is the consequence of a firm’s decision to buy, whereas a make decision
(understood here as, and used interchangeably with, internalisation) leads to a focal firm’s
internal tasks, or if not feasible, to technological acquisition. That is why P3 concentrates
on the influence of technological-resource dependencies on a firm’s
internalisation/externalisation decisions. Finally, P4 assumes the perspective of
technological-acquisition and technological-resource dependencies, using patent data
together with mergers-and-acquisitions data. Table 1 shows the connections among the
publications, the related sub-questions and the main research question of this thesis.

Together with main research question, this thesis has three sub-questions:
1) How do technological resource dependencies affect buyer-supplier relationships?

2) How do technological resource dependencies affect a firm’s decision to internalize
design or production?
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3) How do technological resource dependencies affect a target firm’s price in
technological acquisitions?

Table 1. The research questions and the related publications.

Main RQ:
How do technological resource dependencies affect interorganizational
- relationships from a focal firm’s perspective?
S
5 Sub-RQ1: How do Sub-RQ2: How do Sub-RQ3: How do
S technological resource technological resource technological resource
2 dependencies affect buyer- dependencies affect a firm’s  dependencies affect a target
0 supplier relationships, and decision to internalize firm’s price in technological
how to measure technological design or production? acquisitions?
resource dependencies?
I: Hidden structure and value
network: Shedding light on
position assessment
11: Linking technological
. system architecture and
S purchasing categories
&
o 111: Technological system
o) complexity and system
T integration
1V: Interorganizational
resource dependence and the
value of firm resources in
technology acquisitions

1.3 Definitions and research positioning

This thesis is positioned in the field of technology and innovation management, being in
intersection of the management of product systems, modularity and technology
acquisitions literatures. From the perspective of system integrator firm, technological
resource dependencies at the component level are important questions in the management
of product systems and their architectures, (Brusoni and Prencipe, 2011). The modularity
research stream discusses the mirroring of the product architecture to organizational
structures (Colfer and Baldwin, 2016; Sanchez and Mahoney, 1996). By conceiving
technological acquisition as a transfer some knowledge resources inside a focal firm
boundaries, | also view the technological acquisition literature as one of the research
streams of this thesis (Chondrakis, 2016; Grimpe and Hussinger, 2014b).
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The theoretical point of departure of this thesis stems from Baldwin’s theory of systems
of production (Baldwin, 2008), which leverages theories such as knowledge base view
(KBV), transactions cost economics (TCE) and modularity. Interorganizational relations
are defined by the location of the transaction between firms, and these transaction
locations are not only technologically determined, but are a consequence of the interplay
of firms’ strategies and knowledge, and of the requirements of specific technologies.
Tasks can be, for instance, design or production tasks. Transfers are movements of
energy, material or information. Areas in the task network where transfers between tasks
are dense and complex should be located in transaction-free zones, for example, inside
one organizational unit that does not require work to define, count or compensate these
transfers (Baldwin, 2008). Thus, interdependent tasks should be located inside a firm’s
boundaries or in an environment of strong and close relations between firms, which is
similar to the conclusion provided by KBV or TCE (Baldwin, 2008). Technological
resource dependencies between components at the product system level or knowledge
level suggest transfers of information between tasks. When dense, the transactions costs
rise, whereas thin transfer (low amount of transfers) points to groups of tasks associated
with low transactions costs. This theoretical viewpoint is fully explained at the beginning
of Chapter 2. Next, the key concepts of this thesis and their definitions are listed below.

Technological resource dependence. This is defined as: a resource is dependent on
another resource if the former builds on the knowledge required to develop the latter. In
other words, resource A is dependent on resource B if A builds on knowledge that is
intrinsic to resource B. Technological resource dependence is similar to the concept of
technological knowledge dependence (Howard, Withers, and Tihanyi, 2017).
Publications Il and Il discuss technological resource dependence from the viewpoint of
the interdependencies between physical components of the product system, in which the
unit of analysis is at the technological level rather than at the level of pure knowledge
about a production system (Baldwin, 2008; Baldwin and Clark, 2000; Brusoni and
Prencipe, 2011; Ulrich, 1995). There, the definition is, “if something in component 1
changes, then component 2 may change as well” (Baldwin and Clark, 2000; Colfer and
Baldwin, 2016). Publication 1V discusses technological resource dependencies in the
context of patents, following a definition of dependence at the knowledge level.

Interorganizational relationships. Firms enter relationships with one another, and form
linkages with each other. This thesis take the approach that the choice of firm boundary
depends on economic incentives and on production and transaction costs (Riordan and
Williamson, 1985). The place of business firms’ boundaries and the division of tasks
between them is signalled by transactions between firms. Technology acquisition is a
situation in which a transaction with a target is not a sufficient condition for the acquirer
to get access to target’s resources.

Product architecture. Product architecture is a scheme in which the function of the
product is allocated to components. It is defined through the following three aspects. First,
the arrangement of functional elements defines what the product does (its functions from
the global level to the subsystem and component levels). Second, the mapping from
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functional elements to physical components combines the function and components that
implement that function. This mapping may be one-to-one, many-to-one, or one to many.
Third, the specification of the interfaces between interacting components is also a part of
product architecture (Fixson, 2005). An interface specification defines what kind of
primary interactions between components or subsystems there may be. (Ulrich, 1995)
Fixson and Park (2008) found that product architecture can be changed from modular to
more integral, and that change can be made by a firm that possesses a broader component
spectrum, or at least related knowledge of the components involved. Simultaneously, this
product architecture change can negatively affect suppliers that provide components by
destroying the compatibility of their components with the entire system (Fixson and Park,
2008). However, the evolution of product architecture usually develops from integral to
modular, but can also be reversed for reasons such as the incorporation of a previously
modular component into a new product system (Shibata, Yano, and Kodama, 2005).

1.4 Structure of the thesis

Following this introduction, this thesis begins by providing background knowledge on
technological resource dependencies and what is known about the influence of these
dependencies on the interorganizational relations between firms. At the beginning of the
second chapter, I discuss the theoretical premises of this thesis. Then, in the third chapter,
I discuss the methodology as well as ontological and epistemological foundations of this
thesis. | provide an overview of the results of the four publications in the fourth chapter.
Regarding the research questions, I discuss and conclude the contribution of this thesis in
the fifth chapter. In the fifth chapter, the theoretical and practical implications and
conclusions of this thesis are summarized.
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2 Theoretical background

2.1 Theoretical lenses for systems of production

In this thesis | follow the theories of Baldwin, (2008) who draws her arguments on the
synthesis of insights mainly from transaction cost economics (TCE), knowledge based
view (KBV) and the theory of modularity to construct a theory of the locations of
transactions and the boundaries of firms in a productive system with multiple tasks
(Colfer and Baldwin, 2016; Langlois, 2006; Nickerson and Zenger, 2004; Williamson,
1973). Williamson’s theories concentrate on the risks that are related to opportunistic
actions and provide only little theoretical backbone for questions that deal with both
technological products and organizational boundary choices. For example, TCE is unable
to discuss situations when technological change influences firms’ boundaries (Baldwin,
2008). Regardless of the tempting logic of KBV, it is insufficient in its current form to
explain firm boundary choices in the context of product systems (Baldwin, 2008). This is
because there is misalignment between knowledge levels and firm boundaries. For
instance, system integrators have more knowledge than they actually employ in
production activities (Brusoni et al., 2001). Baldwin (2008) concludes that knowledge
and firm boundaries are related, but not the same. That is why TCE or KBV alone are not
sufficient to frame this thesis, but a synthesis of TCE, KBV and modularity theory within
a theory for systems of production is (Baldwin, 2008). First, the background of TCE and
KBV is provided in the following sections, then Baldwin’s theory that, based on grant
theories of TCE, KBV and modularity. | then highlight the modularity theory at the end
of this section in more detail because of its importance for this thesis.

Transaction cost economics. The literature on TCE originates from the work of Coase
(1937), who noted that there is a cost for organizing production through price mechanisms
between firms. The stages of a production process can be designed to take location within
one firm or across several firms, depending on costs. A transfer of goods or service is the
unit of analysis in TCE, and firms want to achieve effective outcomes in their actions
(Williamson, 1985). Costs emerge from production costs but also from opportunistic
actions that arise from misalignment of incentives between actors, known as transaction
costs. Williamson notes that, ‘Kenneth Arrow has defined transaction costs as the “costs
of running the economic system™”’ (1969: 48). Such costs are to be distinguished from
production costs, which is the cost category with which neoclassical analysis has been
preoccupied. “Transaction costs are the economic equivalent of friction in physical
systems.” (Williamson, 1985: 18-19). The central proposition of TCE is that transactions
will be handled in such a way as to minimize these costs and the risks involved in the
transaction. The fundamental question is, when will allocating resources beyond the
boundaries of the firm provide higher gains than the risks involved with choosing market
options.

Williamson (1973: 1-2) found the key insight of TCE to be that, “transactions and the
costs that attend completing transactions by one institutional mode rather than another”,
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referring to the choice of governance mode and its influence on costs. These governance
mode options include three generic forms of economic organization: market, hierarchy
and hybrid (Williamson, 1991). These governance modes differ in terms of contract law,
and each employs its own coordination and control systems (Williamson, 1991). Market
refers to governance in which transactions are made purely through the market, in which
price method is leveraged, and no dependency between the parties exist. In hybrid
governance mode, the parties of a transaction maintain autonomy but are bilaterally
dependent on each other’s actions in a way that is not trivial (David and Han, 2004;
Williamson, 1991). The identity of the parties matters, which is the difference between
market and hybrid (Williamson, 1991). Hierarchy refers a governance mode in which the
law of forbearance is present. Any issue rising between parties is resolved by parties
themselves or by the hierarchy (Williamson, 1991), which is the case, for instance, within
the boundaries of a firm. The governance mode is decided by reflecting on the attributes
of transaction.

Transactions have different attributes, including asset specificity, which refers to assets
that are directly bound to a specific transaction relationship and that have no alternative
use (Peteraf, 1993). If two product designs are interdependent, each is specific to the
other, meaning that change in the one may produce change in the other. That is why
Baldwin (2008) reasons that design interdependency is a form of Williamson’s asset
specificity (Williamson, 1985). Thus, she further develops the TCE lenses for the
question involving technological products and the organizational governance mode. TCE
propose that when asset specificity increases, the optimal choice of governance mode
moves towards hierarchy because of the increase in governance costs (David and Han,
2004; Williamson, 1991). Thus, an increase in design interdependency is a move towards
hierarchy if a decrease in governance costs is desired. In general, asset specificity as a
transaction characteristic has been regarded as quite a convincing variable in TCE theory,
having empirical support, and thus explaining both the choice between make or buy
(hierarchy vs. market) and integration between independent buyers and sellers (David and
Han, 2004).

Knowledge based view. The creation of new design or production facilities for a product,
for instance, is a problem-solving activity (Nickerson and Zenger, 2004). Firms have
technological resources such as knowledge that is required conceive of technological
products (Huenteler et al., 2016). Knowledge is needed to transfer inputs into valuable
outputs, and these valuable knowledge resources should be kept within the boundaries of
firms so that they may remain competitive (Barney, 1991). A firm that has specialized and
advanced knowledge of a technology can probably stay ahead of its competitors in
technological development (Grant, 1996). The internal development of strategically valuable
technological resources in not fast, and firms should concentrate on accumulating unique
resources gradually if they are developed internally (Dierickx and Cool, 1989). Taking that
into account, firms often engage in mergers and acquisitions to obtain technological resources
from outside the firm (Barney, 1988; Holcomb and Hitt, 2007). Instead of only focusing on
internal knowledge protection, the topical question is how to produce that knowledge, and
how the boundaries of firms are related to this matter (Nickerson and Zenger, 2004).
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Alternative organizational forms for generating knowledge or capabilities regarding to
KBV theory are market-based, authority-based and consensus-based hierarchies
(Nickerson and Zenger, 2004). Market-based forms of governance rely on decentralized
decision making between parties, and are suitable for problem solving that has order and
direction (decomposable problems and low knowledge-set interaction). For problems
with moderate knowledge-set interdependence (nearly decomposable), there must be an
authority to arbitrate the problem solving and order trials. When the type of problem and
knowledge sets needed are non-decomposable, actors must first educate one another
regarding in knowledge relevant to defining collective search heuristics (Nickerson and
Zenger, 2004). This is a consensus-based hierarchy. Inside a firm’s boundaries, there is
infrastructure for more efficient coordination and communication when compared to
market-based transactions (Kogut and Zander, 1996). In order to reach a viable solution,
firms shift their boundaries in response to changes in the problems that they address to let
search processes align with the problems (Nickerson and Zenger, 2004).

A theory of the location of transactions and the boundaries of firms in a productive
system. Drawing on modularity theory, Baldwin (2008) define systems of production as
networks in which tasks-cum-agents are nodes, and transfers (of materials, energy,
information) between tasks (and agents) are edges between those nodes. In her theory,
transactions are not the unit of analysis as they are for Williamson (1985), but defined as
mutually agreed-upon transfers with compensation, that are located within the task
network and serve to divide one set of tasks from another (Baldwin, 2008). Drawing from
modularity theory, this network view uses units of analysis including decisions,
components or tasks and their dependencies that are more concreate and directly
observable than knowledge distribution (Baldwin, 2008).

In a reciprocal exchange between agents, a transfer must be (i) defined; (ii) counted (or
measured); and (iii) compensated (Baldwin, 2008). Definition provides a description of
the object being transferred. A quantity—a number, weight, volume, length of time, or
flow of transfer is referred as counting. Compensation is moved from the recipient to the
provider of the transacted object, which requires the system to valuate the object and for
both seller and buyer to accept the valuation (Baldwin, 2008). These three conditions
must be met to establish a mutually agreeable exchange. The creation of this common
ground between agents requires work and thus adds new tasks to the task network. As a
result, Baldwin (2008: 164) observes that, “a transaction is a transfer (or set of transfers)
embellished with several added and costly features” and calls these costs the mundane
transaction costs (Langlois, 2006). The location of transactions is based on the argument
about the amount of mundane transaction costs in these locations in the task network
(Baldwin, 2008).

KBV states that decomposable knowledge sets can be governed through markets, in
which each agent can concentrate mainly on their own knowledge, and only limited
amounts of transfers cross organizational boundaries (Baldwin, 2008; Nickerson and
Zenger, 2004). In these thin crossing points, mundane transaction costs will be low.
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Transactions are best located at these points at the boundaries of modules, not within task
modules (Baldwin, 2008).

Whereas in thick crossing points (with plenty of complicate transfers of information,
material and energy) between firm boundaries, the market-based governance mode is not
optimal. Opportunistic actions are more likely, since agents want to reduce information
transfers, and make defensive investments, because compensation is provided only for
the product itself, not for tasks, per se. To reduce opportunistic actions, contracts are
required, but the creation of a contract that can cover all these tasks increases mundane
transaction costs (Baldwin, 2008). A thick crossing point between tasks is a location in
which an attempt to fully compensate all transfers is impossible, since it will burden the
productive system with extra overhead and create the wrong incentives for agents to
initiate more transfers than necessary (Baldwin, 2008). Total transaction costs are the sum
of mundane and opportunistic transaction costs, and relational contract forms with trust
between parties reduces these costs when compared to formal contracts (Baldwin, 2008;
Mayer and Argyres, 2004).

No transfers between tasks are optimal for contract-based governance, but transaction
free locations are needed in the system of production. There are locations and time frames
in which technology determines that transfers must be dense and complex (Baldwin,
2008). Mundane and opportunistic transaction costs will be high in such locations, and
that is why transactions between sovereign agents could not be reasonable, because of the
overload of mundane transaction costs (Baldwin, 2008). Modern corporations are
transaction-free zones, encapsulated by transactions with others. This reasoning is in line
with idea that if a contract between parties cannot be written because of output being
idiosyncratic and uncertain, a firm should keep that activity inside its boundaries
(Mowery, 1983).

Modularity and mirroring hypothesis. The mirroring hypothesis states that
interorganizational structure leads to certain product architecture (Colfer and Baldwin,
2016). It implies a positive bi-directional relationship between product architecture and
organizational architecture, whether analysed from intrafirm, interfirm, supply network
or industry levels (Sorkun and Furlan, 2017). For instance, there are not many
technological resource dependencies between firms that have an arms-length or
adversarial relationship. However, high levels of organizational integration in terms of
information sharing lead to integral product architecture instead of modular
(MacCormack, Rusnak, and Baldwin, 2006). On the other hand, there is research that
proposes the opposite direction of causality, suggesting that a given product architecture
leads to a certain organizational structure, and if it does not, there is a misalignment
(Gokpinar et al., 2010; Sosa et al., 2004).

In this thesis the interplay between product architecture and organizational structure is
assumed to bidirectional, even though the actual research in this thesis focuses on the
influence of product architecture (in terms of technological resource dependencies) on
organizational structures. Mirroring hypotheses have received support in empirical
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studies, but also critiqgue (Colfer and Baldwin, 2016; Sorkun and Furlan, 2017).
Depending on the industry, and multiple contingency factors, the theory can be either
more or less appropriate. For instance, it has been argued that the openness of designs
between the actors in the industry reduces the appropriateness of the mirroring
hypothesis, such as in software industries (Colfer and Baldwin, 2016). In the software
industry, transfers of information can be visible to all participants simultaneously,
diminishing the boundaries between firms that distract information transfers over
boundaries. Sorkun and Furlan (2017) found six distinct contingency factors in their
literature review: component technological change and diversity, innovativeness of
product architecture, complexity of product architecture, capability dispersion along the
network, rivalry among firms, and logistics costs. These factors challenged the expected
pattern of the mirroring hypothesis in previous empirical work. To understand the
mirroring, the principles of modularity in product architecture are described in the
following sections.

Many kind of entities (e.g. technological, organizational and other social entities) can be
regarded as hierarchically nested systems. In a system, varying unit of analysis levels can
be found, suggesting that the entity is a system of components, and each of those
components is, in turn, a collection of finer components, until the level of elementary
particles is reached (Simon, 1962). Thus, technological entities can be viewed as
hierarchical systems, meaning that regardless of the unit of analysis, the entity is a system
of components and each of those components is, in turn, a system in itself (Simon, 1962).
By extending the idea of hierarchy as an organizing principle of complex systems (Simon,
1962), Sanchez and Mahoney (1996) apply this idea to the analysis of product designs
and new product development processes between organizations in order to define the
concept of modularity.

When there is little or no managerial authority over hierarchy rules that refers to a
decomposition of a complex product system into structured ordering of subsystems, both
the organization structure and the product can be modular. For instance, at the firm level,
it is suggested that when necessary tasks are more complex, there is a need to have more
divisions to share managerial responsibilities, but also more hierarchy. On the other hand,
when tasks are more interdependent, the number of work units involved decreases (Zhou,
2013). In line with that, Thompson (1967) argued that reciprocally interdependent tasks
should be located within a common organizational boundary when complexity is present.
Building on this, Puranam (2012: 421) states that “two tasks are interdependent if the
value generated from performing each is different when the other task is performed versus
when it is not”. Thus, independent tasks are those in which the combined value created is
the same as the sum of the values created by performing each task alone, meaning they
are discrete contributions to the whole (Puranam et al., 2012). It is important to separate
sequential from reciprocal (Thompson, 1967), one task can be asymmetrically
interdependent with another task, but the converse need not be true (Puranam et al., 2012).
Organizations and tasks within organization differ in terms of their coupling to other tasks
and the strength of these dependencies (Orton and Weick, 1990). Modularization of



28 2 Theoretical background

product architecture (product-level) might be insufficient to reduce dependencies at the
actor or organizational level (Puranam et al., 2012; Sorkun and Furlan, 2017).

Modular product architecture refers to de-coupled component interfaces (Sanchez and
Mahoney, 1996). A de-coupled interface means that a change made to one component
does not require a change to the other component to ensure the overall product works
correctly. As opposed to modular, integral architecture requires changes to several
components in order to ensure the overall product works when changes occur (Ulrich,
1995). An integral product architecture exists when functions of the product cannot be
mapped onto a set of components on a one-to-one basis (Ulrich, 1995), and the interfaces
are highly interdependent. Engineers look for modularity in product design to manage the
complexity of technological systems, to allow working units to perform their tasks
simultaneously (production and subsystems design), and to create innovation opportunities
in the submodules of larger systems (Baldwin and Clark, 2000; Ulrich, 1995). Modularity
can be seen both in product architectures and in organizational structures in the network,
when product architecture enables this (Sanchez and Mahoney, 1996). Schilling (2000)
defines modularity as a continuum describing the degree to which components can be
separated and recombined. It also refers both to the tightness of coupling between
components and to how well the system architecture within its design rules enable
recombination. With modularity, there are greater opportunities to mix and match modules
to the system and thus to respond to heterogeneous customer needs (Baldwin and Clark,
2000).

Standardized component interfaces let component design development processes happen
in a more loosely coupled way, which decreases the requirements of effective
coordination and managerial authority, since relational properties between components
are defined (Schmidt and Werle, 1998). This is because the information structure
embedded into interface specifications enables the modular form of units or organizations
that develop the entire product. When product architecture is integral, organizations are
more tightly coupled (Sanchez and Mahoney, 1996). A nearly independent system of
loosely coupled components base on standardized interfaces, provides embedded
coordination to firms involved in entire product design activities (Sanchez and Mahoney,
1996). Through connecting, transferring, transforming, and controlling, interfaces
manage the interactive functions between components (Sanchez and Mahoney, 1996).
This embedded coordination is enabled by an established information structure
(standards) for functional, spatial, energy and other relationships between components
that are not allowed to change during an intended period in a product development phase
(Sanchez and Mahoney, 1996).

Some product systems reach their functionality only through sizing each of the
components to work as entity. Each component is then specific to the system, and change
to non-specific options could cause loss of performance (Schilling, 2000; Simon, 1962).
Extensive interactions between components (caused by the design or nature of the
component) may create a situation in which any change in a component requires extensive
compensating changes elsewhere in the system, or desired functionality is lost (Sanchez
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and Mahoney, 1996). On the other hand, some systems have independent components,
meaning that the degree of separation a system is able to retain lies on a continuum
(Schilling, 2000).

Modularity of product architecture allows greater product variety since heterogeneous
inputs to a system can respond to heterogeneous demands of customers (Sanchez and
Mahoney, 1996; Schilling, 2000). Modularity can decrease or increase over time,
depending on scientific advances and customer preferences (Schilling, 2000). Modular
architecture adds flexibility to design processes, since parallel design is possible when
design rules (specifications that ensure that components fit together) are obeyed by
distinct design units (Baldwin and Clark, 1997; Sanchez and Mahoney, 1996). Thus,
modular design can speed up incremental product performance improvement by
decoupling the solution space from other constraining subsystems, maintaining stability
of design rules, and the accumulation of experience of certain problems by certain
development teams (Pil and Cohen, 2006). Modular architecture also provides strategic
flexibility in terms of the number of different product models, having a positive impact
on firm performance (Worren, Moore, and Cardona, 2002). A disadvantage of design
modularity can be, especially when the product system is simple rather than complex,
imitation by competitors, since the modular structure is easier to understand (Pil and
Cohen, 2006).

2.2 Technological resource dependence

The evolutionary approach toward knowledge conceives of knowledge as a system of
processes deeply rooted in their contexts of production (Paoli and Prencipe, 1999). These
processes are never reducible to their outcomes nor have decomposability characteristics,
since knowledge has a tacit dimension and an explicit dimension; individuals always
know more than they can tell (Polanyi, 1962). Processes can also be described as
interactions between agents and physical systems within teams of people (Greeno and
Moore, 1993). In this thesis, I follow this evolutionary view on technological knowledge,
leading to the following assumptions of its characteristics.

Technological knowledge has many characteristics that distinguish it from other types of
knowledge: it is explicit but also heavily tacit in nature, sometimes hard to teach or even
articulate, non-observable in use, complicated, involves elements of a system, is context-
dependent and relies on the deeply multidisciplinary view of engineering sciences (Paoli
and Prencipe, 1999; Winter, 1998). Similarly, Dosi (Dosi, 1982) defines technology not
only as physical devices and equipment but as a set of pieces of knowledge. This
knowledge refers both to theoretical and to technical knowledge (whether already applied
or not), and to practical problem-solving skills, methods, and procedures and learning
gleaned from previous failures and successes. This thesis uses the word technological a
lot, which is defined by Oxford dictionary as an adjective that refers to using technology
or relating to it directly.
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The definition of technological resource dependence is the following: a resource is
dependent on another resource if the former builds on the knowledge required to develop
the latter resource. In other words, resource A is dependent on resource B if A builds on
knowledge that is connected to resource B. Technological resource dependence is similar
to the concept of technological knowledge dependence that exists between resources and
across firms (Howard et al., 2017). A system integrator firm deals with these resource
dependencies that cross the organizational boundaries between firms. One trigger of
product architecture change or a re-arrangement of relations in the network constitutes
technological change (Fixson and Park, 2008).

Technological change in resources may emerge from market needs or from technological
progress, being influenced by both (Dosi, 1982). The needs to upgrade parts of the
product, add-ons, and different-use environments are motivations for product change
during a product life span (Ramachandran and Krishnan, 2008; Ulrich, 1995).
Technological change is easier to handle with modular architecture (Ramachandran and
Krishnan, 2008; Ulrich, 1995), rather than when technological resource dependencies are
present among components. But what forces cause dependencies between technological
resources? One force is the cumulative nature of technological knowledge, caused by
technological trajectories (Dosi, 1982; Murmann and Frenken, 2006). On the other hand,
technological components sharing a common product architecture make these
components depend on the entire product architecture in order to make the system
function as a whole (Murmann and Frenken, 2006).

Communities of researchers hold incompatible meta-theoretical assumptions, which are
consistent within a single scientific paradigm (Kuhn, 1962). By leveraging the analogy
of the scientific paradigm, Dosi (1982: 152), defines the technological paradigm as a
“model and a pattern of solution of selected technological problems, based on selected
principles derived from natural sciences and on selected material technologies” that the
community of engineers follows. Similarly, as the scientific paradigm determines the
problems, the procedures, the tasks to solve and the field of enquiry in the natural
sciences, so does the technological paradigm when selected constraints of its field of
enquiry are met. The definition of technological trajectory is “the pattern of “normal”
problem solving activity on the ground of a technological paradigm”(Dosi, 1982: 152).
The technological paradigm retains strong prescriptions on the directions of technical
change both to follow and to neglect. Technical progress is the actualization of former
promises and expectations within the technological paradigm, building on an established
foundation of knowledge. Technological progress (improvements in technology) solves
the tasks the paradigm involves in respect of economic factors such as speed, noise-
immunity or other factors.

There may be trade-offs between these economic and technological dimensions when
technological development is established by engineers. That is why one can imagine the
technological trajectory as a cylinder containing both economic and technological
variables; the outer boundaries of which are limited by the paradigm itself (Dosi, 1982).
That is why the state of technology forces trade-offs between economics and product
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features, in order to maintain the most preferred service characteristics (Casadesus-
Masanell and Almirall, 2010). When new features are added, the product is likely to
become less desirable in some dimensions in customers’ judgement (Casadesus-Masanell
and Almirall, 2010). Ethiraj (2007) found that in complex product systems, inventive
efforts in terms of R&D are concentrated on components that constrain overall product
performance. Even firms that do not producing constraining components participate in
resolving constraints of the product system, since their investments into the R&D of their
own components cannot fully be leveraged without reducing constraining issues (Ethiraj,
2007). This is one example of a situation in which the firm’s own resources cannot be
seen in isolation from the rest of the product system. Similarly, Ethiraj and Posen (2013)
found that component-level interdependencies either expand or constrain the options for
innovation activities available to a firm. Asymmetry of these dependencies can enable
some firms to influence other firms by setting and dictating the trajectory of progress in
their industry (Ethiraj and Posen, 2013). Empirical evidence from the PC industry
suggests that constraint-enhancing design dependencies are negatively related to
innovation productivity, whereas influence-extending dependencies positively affect
innovation productivity (Ethiraj and Posen, 2013). The product development efforts of
firms in PC and other systemic industries are governed by information received from
others, and target a part of their R&D efforts depending on the stage of the technological
trajectory (Mékinen and Dedehayir, 2013).

Within technological product systems, components are organized in a hierarchical fashion
(Clark, 1985; Murmann and Frenken, 2006). Component choices at any given level of the
hierarchy place design constraints on the lower-order components. When the high-order
components of hierarchy change, the compatibility between components is harder to
maintain, because design constraints change simultaneously with many lower levels
(Clark, 1985; Garud and Kumaraswamy, 1995). Core components are tightly coupled
with other components, and these must be stabilized before design parameters are
available for more peripheral components (Murmann and Frenken, 2006).

The amount of interdependencies between elements of the product system is not the only
factor when interdependencies are considered, their pattern of distribution also matters
(MacCormack et al., 2006; Sosa, Eppinger, and Rowles, 2003). If the order is simple and
hierarchically organized, it is much simpler than dependency patterns with non-
hierarchical settings. Poorly placed dependencies, especially those that link otherwise
independent entities, may cause a cascade of unwanted indirect dependency chains
(Baldwin, MacCormack, and Rusnak, 2014; MacCormack et al., 2006).

Simpler products do not have the same extent of innovation management problems as
product systems with component interdependence (Nightingale, 2000). This is because
these product systems have, to a larger extent, systemically related subcomponents and
an increased possibility of widespread consequences when changing the design of one
component (Sosa, Mihm, and Browning, 2013). Such a design change will produce design
changes in sensitive subcomponents, also resulting in feedback loops to multiple
components at many levels of the product system (Brusoni et al., 2001; Sosa et al., 2013).



32 2 Theoretical background

These costly redesign loops are reduced by making sure that the design of a component
matches its specifications and constraints, and making sure these specifications are
correct (Nightingale, 2000). By managing these feedback loops of component
dependencies, an organization has better control over the project schedule, costs and
product system quality (Nightingale, 2000; Sosa et al., 2013).

Component interdependencies and component types have been defined in many ways
(Mikkola, 2006). One definition is provided by the modularity literature (modular vs.
integral interfaces of components) (Cabigiosu, Zirpoli, and Camuffo, 2013; Hoetker et
al., 2007). Sosa, Eppinger and Rowles (2004) define interfaces between components i
and j as component i depending on component j in terms of functionality. The
functionalities that j imposes on i are geometric constraints or transfers of forces, material,
energy, or signals. Component i functions properly when these constraints sent by j are
considered when designing i. When applying this kind of logic, the extent to which a
component depends on itself via other product components, and these components form
cycles, is called cyclicality (Sosa et al., 2013). This has been proposed to be an important
product architecture feature, together with modularity (Sosa et al., 2013). If the cyclical
dependency chains between components also cross the module boundaries of the product,
it increases proneness to defect (Sosa et al., 2013). Ethiraj and Posen (2013) define
technological design dependencies by leveraging both the nature of dependence (pooling,
sequential, reciprocal) (Thompson, 1967) and the content of dependency (Sosa et al.,
2003). They concentrate on informational dependencies (Sosa et al., 2003) between
components in an R&D context, meaning the flow of design information or constraints
between components.

To investigate technological resource dependencies at the component level, 1 have
leveraged concepts called inbound and outbound dependence (Figure 3). Similar concepts
have been applied as measurement tools in previous literature (Baldwin et al., 2014).
These are close to Ethiraj and Posen’s (2013) concepts of below diagonal dependencies
(the design influence of the focal component on the rest of the product ecosystem) which
are closely related to outbound dependence, and above diagonal dependencies (the design
influence of the product ecosystem on the focal component) which is closely related to
inbound dependence.

A B C D E F A B C D E F
A 0 1 1 0 0 O A1 1 1 1 1 1
B 0 0 0 1 0 O B 0 1 0 1 0 O
c 0 0 0 0 1 0 c o0 0 1 0 1 1
D O 0O 0 0O O O DO OO0 1 0 O
E 0 0 0 0 0 1 E 0 0 0 0 1 1
F 0 0 0 0 O O F 0 0 0 0 0 1

Figure 3. Inbound and outbound dependency (modified from Baldwin et al. (2014)).
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Integral versus modular concepts do not consider the technological constraints that
components place on the components that are located at lower levels of the design
hierarchy. The design hierarchy is an outcome of the demanded service characteristics
that the product system must perform, and gives privileges to the core subsystems that
are most important for those demanded service characteristics (Huenteler et al., 2016).
Innovative activity in technological knowledge base level is in line with design hierarchy
of a given product system (Huenteler et al., 2016). The knowledge structure between
firms has been identified as an important factor when product architecture and firms’
boundaries are investigated (Brusoni and Prencipe, 2001; Cabigiosu et al., 2013).

The inbound and outbound concepts are based on the network view of a technological
system (Ethiraj and Posen, 2013; Sosa, Eppinger, and Rowles, 2007), in which nodes are
components and ties are dependencies. Dependency ties have directions, which form a
design hierarchy between components (Ethiraj and Posen, 2013). The lengthier the
dependency path a focal component can cause, the bigger the change in the system, if it
is changing, the more outbound-dependent the component is. Inbound dependence
reflects constraints in the design of focal components, because the component must adapt
to the dependencies, not vice versa. It is important to consider both direct and indirect
dependencies among the components in a system (Baldwin et al., 2014; MacCormack,
Baldwin, and Rusnak, 2012).

The outbound dependence of components indicates the degree to which components
might be affected by a change in the focal component. The inbound dependence of a
component indicates the degree to which components might affect the focal component
if they change. The concepts of outbound dependence and inbound dependence are
inspired by the measures of the hidden structure method (Baldwin et al., 2014), although
they are leveraged in that and previous research as measures instead of concepts, with
only a few exceptions (Ethiraj and Posen, 2013). It should be noted that inbound and
outbound dependency variables are independent of one another; thus, the same
component can have high dependencies for both. In Figure 5, there is an example of the
concepts describing them in a more understandable way. The graph is on left hand side,
whereas the graph is matrix from in the middle. On the right-hand side, there is a matrix
that has all direct and indirect dependencies in it, suggesting that component A is high in
outbound dependence (row value) and component F in inbound dependence (column
value).

2.3 Technological resource dependence and buyer-supplier
relationships

The main assumption from the existing literature is that modular product architecture
leads to more loosely coupled organizations, whereas integral product architecture leads
to more tightly coupled organizations (Campagnolo and Camuffo, 2010; Sanchez and
Mahoney, 1996). However, empirical evidence suggest that this assumption is
oversimplified, since definitively supporting evidence has not been found (Cabigiosu and
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Camuffo, 2012; Campagnolo and Camuffo, 2010; Furlan, Cabigiosu, and Camuffo,
2014). For instance, in some industries, coordination is not embedded into modular
interfaces but rather into knowledgeable system integrators (Brusoni and Prencipe, 2001,
2006). In this section, modularity in the lenses of buyer-supplier relations is discussed,
and after that the viewpoints from purchasing and supply-management literature are
included to enrich the view on buyer-supplier relationships. This stream of research
concentrates less on straightforwardly technological resource dependencies than the
modularity literature does, but rather focuses on related issues such as the impact of
technical specifications on buyer-supplier relationships (Bensaou, 1999).

Integral architecture entails intensive communication and knowledge sharing between
buyers and suppliers when certain components are outsourced. Component and
subsystem interdependencies create a need for the exchange of technical information
across a range of engineering disciplines, which requires the teamwork of multiple experts
(Gann and Salter, 2000; Sosa et al., 2004). Product definition, development, testing and
production are processes that necessitate knowledge transfer through complex networks
of suppliers, including multiple rounds of interaction (Gann and Salter, 2000).
Collaboration and information sharing with suppliers can reduce product interface
constraints during the development phase of modular products (Mikkola, 2003). Asset
specificity mediates the effect of supplier modularization on buyer-supplier collaboration
(Howard and Squire, 2007). As explanation of this, a particular problem that can occur is
opportunistic re-contracting, where either the buyer or supplier can act opportunistically
when contracts are renewed, but relation-specific investments could hinder this (Howard
and Squire, 2007).

The stronger the dependencies between physical components, the greater the likelihood
that team interaction increases when designing those components (Sosa et al., 2004).
Customization is the extent to which a product is customized for a buyer, being one
dimension which is related to the technological resource dependencies that influence the
characteristics of buyer-supplier relations. A customized product is designed specifically
to respond to the needs of a particular customer (Duray et al., 2000). Suppliers can serve
multiple buyers through customization, even if this may be challenging, since
customization often requires non-transferable buyer-specific investments. A high degree
of customization leads to buyer involvement in the design phase, whereas a low degree
of customization leads to a situation in which the supplier provides standardized and
repeatable components to many customers (Duray et al., 2000).

By contrast to integral components, highly modular components can be incorporated into
multiple product systems (Schilling, 2000). When the product architecture is modular,
teams and developers can be more dispersed (MacCormack et al., 2006). Highly modular
products can be designed and produced by disaggregated networks of firms, and when
there is no specialized interfaces between a particular buyer and supplier, the network is
more flexible in terms of partner changes (Langlois and Robertson, 1992; Sanchez and
Mahoney, 1996). Thus, component modularity enables buyers to change, add or drop
suppliers easily (Garud and Kumaraswamy, 1995). From a buyer’s perspective, long-term



2.3 Technological resource dependence and buyer-supplier relationships 35

and trust-based relations with suppliers are linked to integral design, whereas more arms-
length and transaction based relations are linked with modular design (Ulkl and Schmidt,
2011).

When product architecture is stable (no technological change) at the component level,
and the buyer designs more modular components (ex-ante), there is less information
sharing between the buyer and component supplier (ex-post) (Cabigiosu and Camuffo,
2012). However, at the firm level, findings are more ambiguous; modular products can
be associated with intense information sharing in the design phase, whereas product
modularity and buyer—supplier information sharing go together because of the synergistic
effects and benefits of adopting them simultaneously. Another choice for a firm is to make
a trade-off between intense information sharing and modularity (Cabigiosu and Camuffo,
2012).

Technological change is positively related to buyer-supplier information sharing (Furlan
et al., 2014). Further, when a component is changing above the median over time when
compared to other components, the effects of component modularity on buyer-supplier
information sharing do not hold (Furlan et al., 2014). However, a component
characterized by high modularity and low technological change requires comparatively
less buyer—supplier information sharing (Cabigiosu and Camuffo, 2012; Furlan et al.,
2014). Technological change goes beyond existing module boundaries, affecting
interdependencies between the modules, and thus modular architecture does not decrease
buyer-supplier information sharing, regardless of modular interfaces (Furlan et al., 2014).

In their research on the interface definition process between buyer and supplier,
Cabigiosu, Zirpoli and Camuffo (2013) found that the buyer’s strategic orientation and
choices in knowledge domain drive its choice on how new product development activities
are managed, for instance by modular interfaces with clear specifications given by buyer,
or by a process with changing and fluid interfaces managed together with the supplier. As
a consequence, only system integrators, or firms with a knowledge domain that can span
to coordinate multiple firms’ design efforts, can take advantage of modularity (Cabigiosu
et al., 2013; Zirpoli and Becker, 2011).

The developmental paths of the knowledge bases of firms plays a fundamental role in
mediating the relationship between product and organizational design (Brusoni et al.,
2001). Changes in organizational design can be driven by engineering know-how, which
could be triggered by new core subsystems, including varying preference of what is
important (Brusoni and Prencipe, 2006). This could be one explanation as to why
component modularity is negatively related to buyer—supplier information sharing only
when component technological change is low (Furlan et al., 2014). These findings
emphasize that the roles of engineering knowledge and technological interdependencies
could together be more accurate tools for investigating the impact of product architecture
on organizational relations than the traditional modular-integral divide.
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The extent to which a supplier can act independently of its buyers is called autonomy,
and is an important characteristic of the buyer-supplier relationship. A supplier’s potential
autonomy measures its opportunities to form relations with new buyers compared to the
buyers’ opportunities to develop ties with new suppliers. In terms of survival, highly
modular component suppliers benefit more from potential autonomy than low modular
component suppliers (Hoetker et al., 2007). The reason for this is that low modularity
component suppliers cannot increase their bargaining power over buyers with credible
alternatives, since relation-specific coordination and routines bind it to its current set of
buyers (Howard and Squire, 2007; Monteverde and Teece, 1982). Highly modular
suppliers have low switching costs if they need to change their existing buyer
relationships, whereas low modularity means high switching costs for the supplier.
Whether the supplier is a low or highly modular component provider, it will survive better
over time when its existing customer base provides it with autonomy and thus reduces its
dependence on a single buyer (Hoetker et al., 2007).

Buyer-supplier relationships and the characteristics of these relations, such as switching
costs, relation-specific investments and the need for another party’s technological
expertise within these relations are widely discussed not only in modularity literature, but
also in purchasing and supply management literature (Bensaou, 1999; Dabhilkar,
Bengtsson, and Lakemond, 2016; Nellore and Séderquist, 2000). For instance, Bensaou
found (1999) four types of buyer-supplier relationships in his survey of the context of car
manufacturing. These were divided according to buyers’ specific investments (low-high)
and supplier’s specific investments (low-high). Buyer-supplier relationship
characteristics, or items purchased, have traditionally been approached with Kraljic’s
matrix (Kraljic, 1983) and its modifications (Caniéls and Gelderman, 2005, 2007;
Dabhilkar et al., 2016) to set how supply risk and profit impact the product’s influence
on the characteristics of the relationship and further strategy choices. Below, each
purchasing category from Kraljic’s matrix and its buyer-supplier relationship
characteristics are discussed, as these are applied in theory developed in this thesis.

Non-critical components. Non-critical components have a low profit impact and low
supply risk (Kraljic, 1983). Buyers have many alternative suppliers, and vice versa.
Neither supplier nor buyer is tied to the other; thus, there is a balance of power and a low
level of interdependence at the relationship level (Caniéls and Gelderman, 2007). Many
different buyers can leverage the same component that the supplier provides. When the
relationship specific-investments of both sides were low, an arms-length market-
exchange type relationship with highly standardized and mature products was found
(Bensaou, 1999; Nellore and Séderquist, 2000).

Strategic components. Strategic components have high profit impact and high supply risk
(Kraljic, 1983). Strategic components are typically purchased from a single supplier and
have high supply risk and profit impact. Single-source purchasing involves significant
risks, which a buyer may attempt to reduce by building supplier partnerships. A situation
in in which the investments of both supplier and buyer where high led to a strategic
partnership with high customization (Bensaou, 1999). Both parties require the other
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party’s technical specifications (Bensaou, 1999). If a firm seeks to reduce its long-term
supplier dependence risk, it may consider backward-integrating to achieve in-house
production. With these components, firms seek to develop long-term, close, and
collaborative relations with strategic component suppliers, which can be seen as
extensions of the buying firm. Total mutual dependence is at its highest level in terms of
essentiality and non-substitutability; in such a case there is high switching costs and no
alternative partners are easily available (Caniéls and Gelderman, 2005).

Bottleneck components. Bottleneck components have low profit impact and high supply
risk. Buyer’s specific investments are high and supplier’s low, the product is complex and
the supplier has proprietary control over its technology (Bensaou, 1999). Thus, the system
integrator is heavily depend on these suppliers, their technology and skills, and the
suppliers of this type have strong bargaining power over the buyer (Bensaou, 1999;
Caniéls and Gelderman, 2005). In this category, buyer switching costs are high but
supplier’s switching costs are not that high (Caniéls and Gelderman, 2005). Buyers do
not have alternative suppliers for these kind of components, and their supplier-specific
investments are high (Bensaou, 1999).

Leverage components. Leverage components are associated with high profit impact but
low supply risk (Kraljic, 1983). In this category, supplier’s specific investments are high
but buyer’s low, products are, in many cases, technically complex. Even if the supplier
has strong R&D skills in this relationship type, they have low bargaining power, and the
supplier is heavily depended on the buyer (Bensaou, 1999). On the other hand, buyers
can shift between suppliers; there are alternatives available (Bensaou, 1999; Caniéls and
Gelderman, 2005). Because of heavy buyer-specific investments, switching costs are
significant for the supplier. In addition, the specification of components comes mainly
from the system integrator, even though co-development is possible, binding supplier to
buyer (Nellore and Séderquist, 2000).

2.4 Technological resource dependence and the make or buy decision

The traditional make and buy decision has been expanded to cover both aspects: product
design and production (Ulrich and Ellison, 2005). In this thesis, the terms internalization,
externalization, make and buy are applied interchangeably respectively and understood
the same way. The make-buy decision is also equivalent to the concept of the vertical
integration decision, in the sense that a firm choses whether or not to integrate with a
supplier (Ulrich and Ellison, 2005). Not all firms in product systems industries follow the
view of component interdependencies when making make or buy decisions, since product
design engineers and purchasing departments might be separated units, and units deciding
strategic purchasing matters take care of make or buy decisions (Novak and Eppinger,
2001). Even if these departments certainly interact, in most cases, joint decision making
is insufficient to incorporate the engineering perspective on make or buy decision making.
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Design is a collection of instructions that specify how to produce a new product (Baldwin
and Clark, 2000). With a particular design, one is trying to reach maximize functionality
in the given dimensions that are considered important for that product system (Ulrich,
1995). To produce a component, design is needed, and it can be provided from the same
firm that produces the component or from another firm. Park and Ro (2011) call the
choice in which a firm only outsources production but keeps design in-house as the
pseudo-make strategy. When the product architecture is integral, the pseudo-make
strategy helps deal with this architecture (Park and Ro, 2011). In this strategy, the
knowledge capability is kept in house (Brusoni et al., 2001) while a firm is still learning
from suppliers. Keeping this in mind, design and production choices are separated but
interlinked choices, leading to four organizational arrangements from a theoretical
perspective: 1) internal design, internal production 2) internal design, external production
3) external design, internal production and 4) external design, external production (Ulrich
and Ellison, 2005).

Letting a supplier design or produce a component or subsystem of a product entity
involves tempting but also forbidding characteristics. It is a trade-off between these
characteristics when compared to keeping all design and production of system under a
firm’s own authority. On the other hand, suppliers can stimulate innovation by providing
multiple product features for the entire product that a focal firm could not imagine
otherwise (Casadesus-Masanell and Almirall, 2010). As side effect, as new technology
develops, design and production arrangements are mutually evolving and sensitive to
interactions between firms and among their own interests (Garud and Munir, 2008).

Previously, the design choices of the firm and how the network of firms is organized were
seen as outcomes of decisions taken to minimize transaction costs (Williamson, 2008),
but this view does not take into account systemic interdependencies that arise between
components that also influence costs (Garud and Munir, 2008). There are costs involved
in informing other firms of product system changes but also in persuading them to
cooperate accordingly (Baldwin, 2008; Langlois, 2006).

It is remarkable that a firm can end up with concurrent sourcing, meaning that the same
component is both made internally and outsourced externally (Anderson and Parker,
2002; Parmigiani, 2007). Parmigiani (2007) found that concurrent sourcing may appear
when there is greater combined firm and supplier expertise for a single component. Also,
when a focal firm shares its technical expertise on multiple components (a family of
components), it is more likely to end up concurrently sourcing this set of components
than producing these components internally (Parmigiani and Mitchell, 2009). Thus, firms
can outsource some parts of production and design effectively if they retain an
understanding of the owverall system (Brusoni and Prencipe, 2001; Parmigiani and
Mitchell, 2009).

Design. When several firms are involved, these design preferences may be diverse over
time (Garud and Munir, 2008). When a design change occurs, the relationship between
design and production arrangements is not discrete or one-off, but can cause reactions in
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erstwhile partners that do not want to adapt to the change within their own business
(Garud and Munir, 2008). That is why these design change costs are not fully calculable
a priori (Garud and Munir, 2008). Thus, when multiple firms design product systems,
decisions are not purely technical in nature, but also revolve around the self-interest of
firms (Tuertscher, Garud, and Kumaraswamy, 2014; Tushman and Rosenkopf, 1992).
Aligning interests among interdependent actors in a product systems context is a
challenge for the firms involved (Tuertscher et al., 2014).

When there is low complexity in terms of the mapping of product features to technologies
involved, all industry participants agree on what the ‘right” design should be (Casadesus-
Masanell and Almirall, 2010). In this kind of situation, the cost of devolving control of
product architecture is low since partnering firms will want to make similar choices as
the original system integrator would have made (Casadesus-Masanell and Almirall,
2010). This kind of situation emerges when the product is not in its initial stages but
mature, and thus allows a wide variety of product features to be available for the product
(Casadesus-Masanell and Almirall, 2010).

Park and Ro (2011) found that when a firm in bicycle industry deals with integral product
architecture, firms that choose a make strategy are more likely to have better product
performance than those firms that choose a buy strategy. Further, when a firm is dealing
with integral product architecture, firms that choose in-house design but outsourced
production are more likely to exhibit better product performance than firms that choose
to outsource both design and production strategy (Park and Ro, 2011). The reason for this
is the effective knowledge integration and task coordination mechanisms that are in place
when keeping design capability in-house. Keeping the design of components in-house
can make a firm sensitive to the quality of its internal knowledge, and risks internal
knowledge becoming obsolete when there is no new knowledge to obtain from suppliers
(Henderson and Clark, 1990). On the other hand, Park and Ro (2011) found that the
performance of integral products do not significantly differ between a pure make strategy
and a strategy where design is done in-house and production is outsourced to a supplier.

Zirpoli and Becker (2017) found in their case study about car manufacturers that
components of the car and the make or buy decisions of R&D can be set by matching the
“level of interdependencies between component and the rest of the product” and a
“component’s impact on overall product performance” (how much a component is
responsible for the main service characteristics). When both interdependencies and
impact on performance are high, the design competence should be keep in-house (Becker
and Zirpoli, 2017). Similar to the bicycle industry, those firms that choose the make
strategy with integral product architecture were likely to show superior technological and
financial performance (Park and Ro, 2013). Since the study was about core parts of a
bicycle (index shifting technology), with the buy strategy, the buying firm was sensitive
to opportunistic actions of suppliers, and could not leverage the benefits of knowledge
integration and sharing in the full range that would have been the case with an internal
make decision (Park and Ro, 2013).
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In contrast to assumptions of mirroring between product architecture and organizational
structure, in bicycle markets, with integral product architecture, firms did not show a
strong tendency to pursue a make strategy (neither for design nor production) (Park and
Ro, 2013). However, this led to lower technological and financial performance when
outsourcing integral components (Park and Ro, 2013). Zirpoli and Becker (2017)
proposed that when the level of interdependencies is high, but a component’s impact on
performance low, the manufacturer should have collaboration with design activities, and
the supplier could retain the component-specific knowledge (Becker and Zirpoli, 2017).
With components with low interdependence and low impact on performance, the advice
is to delegate the overall system development to suppliers and provide only a broad
specification (Becker and Zirpoli, 2017). Similarly, with modular product architecture,
the likelihood of firms to choose a buy strategy were not supported empirically (Park and
Ro, 2013).

When interdependencies are low but impact on performance high, the advice is to provide
detailed specifications but outsource subsystem development (Becker and Zirpoli, 2017).
In sum, there are risks of gradually losing component-specific knowledge, creating
difficulties in providing specifications to suppliers if too many tasks are outsourced
(Becker and Zirpoli, 2017). Nevertheless, with modular product architecture, firms that
chose the buy strategy for sourcing are more likely to exhibit greater financial
performance than firms that chose a make strategy for sourcing, without losing
technological performance (Park and Ro, 2013).

Besides dealing with a network of many firms, the division of design tasks inside one
globally dispersed firm can be challenging because of the difficulty of harmonized
coordination. If the design tasks of a subsystem are more globally dispersed within a firm,
the higher the rate of design errors that lead to quality problems or delays requiring
additional engineering work will be (Gokpinar, Hopp, and Iravani, 2013). These design
errors emerge from difficulties in transferring technological knowledge, conflicts
between dispersed teams, and a lack of communication quality and frequency between
teams (Gokpinar et al., 2013). In the context of dispersed design teams, when a subsystem
has a lot of interfaces to other subsystems, and thus a central position in the product
architecture, it is prone to a higher design-error rate (Gokpinar et al., 2013). The reason
for this is the increased need for coordination when interdependencies increase (Sosa et
al., 2004, 2013). This would suggest keeping the design of highly interdependent
subsystems in one location (Gokpinar et al., 2013). While coordination is a burden for
subsystems with a central position in product architecture, this not the case with
subsystems that have a limited number of interfaces with other subsystems. Sufficiently
low error rates are present with these modular subsystems, when design tasks are globally
dispersed among highly specialized and capable design teams (Gokpinar et al., 2013).
Similarly, Monteverde (1995) found that the efficiency of unstructured, interpersonal
technical dialog in the design and production stages is positively related to an arrangement
wherein a single hierarchy organizes both tasks with an integrated structure.
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When there are organizational boundaries between design teams, the interaction between
the teams was not sufficiently addressed because technological dependencies were seen
as weaker than these dependencies actually were (Sosa et al., 2004). Further,
misalignment between interaction patterns and product architecture was also found be
present because of indirect dependencies, in which the technical change came through
other components to the focal component, and it seemed that these misalignments occur
across organizational boundaries rather that within them (Sosa et al., 2004). Gokpinar,
Hopp and Iravani (2010) found that mismatches between product architecture and
organizational structure (in terms of sufficient communication between engineers) cause
product warranty claims, suggesting quality problems in the product. More specifically,
subsystems with an intermediate level of dependencies on other subsystems had
abnormally high levels of quality problems because of unnoticed communication needs
(Gokpinar et al., 2010). Even though there are computerized systems designed to facilitate
communication and collaboration, it has not been sufficient to ameliorate every case, even
within a single firm (Gokpinar et al., 2013).

However, there are numerous technological trajectories involved that impact continuous
innovation in product-systems (Prencipe, 1997). The joint interaction of a variety of
technological paths is present, so that the most important strategic problem facing system
integrators developing such products is located in the need to control these developments
through dominance over those technologies regarded as being the most crucial (Paoli and
Prencipe, 1999). Prencipe (1997) found through patent data and qualitative interviews
that system integrators should keep the design of core technologies (in terms of product
performance) inside the firm’s boundaries, both because of mastering technological
change but also mastering and improving efficiency of highly interdependent design and
production. However, with more peripheral technologies, some design can be outsourced
as long as a firm can maintain full design capability over the entire system (Brusoni et
al., 2001; Prencipe, 1997).

As a consequence, system integrator research emphasizes a proposition that if a firm
proceeds to reduce its investments in in-house R&D beyond a critical (sector-specific)
level, the firm loses the ability to develop and model alternative development paths for
the entire product system, because of the complex nature of technological knowledge
inherent to the evolutionary approach (Paoli and Prencipe, 1999). Takeishi (2002) found
that even though the actual tasks of design and manufacturing were outsourced,
automakers retain relevant knowledge in order to obtain better design quality. The
cumulative, context-specific nature of technological knowledge, and its need to integrate
diverse knowledge domains are the reasons why system integrators ability to outsource
R&D are limited (Paoli and Prencipe, 1999). If technological knowledge or components
can be presented in simple format, it is more explicit than tacit, and if a firm possesses
one discipline rather than multiple knowledge disciplines, tasks can be outsourced more
easily (Paoli and Prencipe, 1999).

By outsourcing the design of some subsystems, a firm can leverage the design
competencies of suppliers, and change between suppliers when conditions change
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(Takeishi and Fujimoto, 2001). Outsourcing non-core subsystems can also help firms to
concentrate on subsystems that are prominent in firm’s initial competitive advantage, as
well as manage costs (Venkatesan, 1992). On the other hand, recent studies suggest that
a buying firm can apply modular interfaces when it has enough knowledge about
supplier’s components and technologies, and only then use modularity as a coordination
and control mechanism (Cabigiosu et al., 2013). Second, there is evidence that modularity
alone is not a sufficient condition to ease interfirm coordination in new product
development, at least not in the automotive industry (Cabigiosu et al., 2013). Similarly,
Park and Ro (2013) suggest that heterogeneous make or buy decisions within same
architecture can be contingent on buyer’s degree of knowledge on a given component.

With their analytic model, Ulkii and Schmidt (2011) show that, in certain cases, external
sourcing of product development leads to a more integral product design, whether the
relationship with the supplier is adversarial (opportunistic) or collaborative (long-term).
When the supplier is more technologically capable in design than the buyer, and the
coordination penalty is not too high, integral design can be an option, otherwise modular
design is suitable for outsourcing when the supplier has a low skill level. This is the reason
for the high coordination costs of integral design between product development teams.
Similarly, a higher volume of products can let integral design outperform the modular
one when it provides a higher quality end product. Thus, outsourcing does not
automatically imply modularity (Ulkii and Schmidt, 2011). Even though suppliers could
be more involved in the design of product, digitalization may hinder this. Digital control
systems inside the product system that are separate from the traditional product structure
and integrate, monitor, and control the components that form that structure, are located
over the traditional module boundaries of product (Lee and Berente, 2012). This integral
structure of digital control systems underlines the role of the system integrator firm in the
design activities, when these digital control systems are present (Lee and Berente, 2012).

Production. Production and manufacturing tasks can be allocated to many firms when
modular design enables assembly afterwards, meaning independently produced
subassemblies, in respect to technical constraints (Novak and Eppinger, 2001). Prencipe
(1997) found that system integrators can outsource the production of peripheral
components but still maintain the related R&D knowledge of these subsystems.
Specialized suppliers can have, and aim for, economics of scale (Smith, 1776), especially
with standard components (Arora, Gambardella, and Rullani, 1997). Three reasons to
keep production in-house are that coordination benefits, the risk of information leakage
and the large relationship-specific investments related to that exchange made by buyers
(Besanko et al., 2009). In this thesis, the information leakage risk is not discussed.

Product complexity in terms of number of parts, their newness and component
interactions is one reason to keep production in-house, since efficiency and the goal of
maximizing profits suffer if a firm acts in any other way (Novak and Eppinger, 2001).
This is mainly because firms seek to capture the benefits of their investments in the skills
needed to coordinate further development of complex designs (Novak and Eppinger,
2001). Monteverde and Teece (1982) found in their study of automakers that keeping
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components in-house is a more preferable choice when these components are firm
specific and those designs must be highly coordinated with other parts of the automobile
system. They also found that if the production of this kind of component is moved to a
supplier, there are high switching costs to change to a new supplier, and the supplier has
the possibility of opportunistic re-contracting thanks to the know-how received from the
existing buyer. Thus, the most important components are best kept in house, when buyer-
specific investments are present in that possible exchange (Grahovac, Parker, and Shittu,
2015; Williamson, 1973).

Firms that assemble product entities and source components to fulfil the rest of the stable
body of product (so called swapping of components), reached product variety without
losing operational performance (Salvador, Forza, and Rungtusanatham, 2002). In this
case, suppliers were small, and located nearby these firms, and buying companies exerted
more pressure and stronger direct influence on suppliers’ actions (Salvador et al., 2002).
If a supplier is in a position in which components can be reused across product families
or multiple product generations, scale effects can reduce the cost per unit by distributing
the fixed cost portions across larger volumes (Salvador et al., 2002). The negative
consequences of design changes implemented by the buyer (e.g. a component and its
production facilities become obsolete) can be moved to suppliers and thus reduce buyer’s
costs (Fixson and Park, 2008; Salvador et al., 2002).

Contracts between members in network that produce a product together, enable the
functioning of production in real time, but can constrain a member or members over time
(Garud and Munir, 2008). A firm that produces a component may want to overcome
constraining effects of design, which may trigger a profound impact on the emergence of
new product architectures (Garud and Munir, 2008). The relationship between
increasingly modular product architectures and the outsourcing of production was
positive and significant in the early U.S. auto industry, because of the increased
standardization of interfaces (Argyres and Bigelow, 2010). Firms that wanted to
differentiate themselves with better quality or outstanding product features did not
outsource production to same extent as firms that were concentrating on lower quality
segments (Argyres and Bigelow, 2010). Thus, the outsourcing of production may have an
influence on the quality levels of product systems, since it is reasonable for suppliers to
aim for components that fit all customers directly or with only minor changes.

2.5 Technological resource dependence and technology acquisitions

Mergers and acquisitions refer to situations where two once separate companies are
combined into one company. Mergers refer to the merging of two or more equal
companies, whereas an acquisition is understood as a situation where one company
obtains majority ownership over another (Hagedoorn and Duysters, 2002). Technology
acquisitions are defined as acquisitions that provide technological resources to the
acquiring firm (Ahuja and Katila, 2001). Non-technological acquisitions are made for
other reasons, such as financial synergies between acquirer and target (Chatterjee, 1986;
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Rabier, 2017). Here | view a technology acquisition as a form of keeping technological
resources inside a firm boundaries, a form of a make decision (Steensma and Corley,
2000).

Acquisitions of small technology-based firms are an important source of technological
resources for established firms, especially in rapidly developing high-technology
industries (McEvily, Eisenhardt, and Prescott, 2004). Technological acquisition plays a
vital role in the product development process, and acquirers benefit more in acquisition
activities if they have prior detailed access to the target’s research and development
activities (Higgins and Rodriguez, 2006). In general, older target firms provide more
immediate revenues, whilst new product introductions are connected to currently
established young targets (Puranam, Singh, and Zollo, 2006; Ransbotham and Mitra,
2010).

A target in technology acquisitions can be seen as a combination of mature operations
and unexplored growth options (Ransbotham and Mitra, 2010). Mature operations have
tangible products and services which have their own business models as well as existing
customers and established revenue streams (Ransbotham and Mitra, 2010). Unexplored
growth options include technologies of the target that have potential to generate revenue
streams, and can lead to breakthrough innovations (Fleming, 2001; Rabier, 2017). These
unexplored growth options have not yet taken the form of products or services, and it
might be that the target firm cannot fully exploit these opportunities with its existing
capabilities or technologies without the complementary products of the acquirer
(Ransbotham and Mitra, 2010). Thus, unexplored growth options can form private value
for the buyer, since synergistic effects between technologies may emerge (Ransbotham
and Mitra, 2010).

Acquisitions that are motivated by innovation opportunities and economies of scale, have
more extreme positive but also negative performance outcomes, since accurate valuation
of the novel and unfamiliar products and processes of a target firm is difficult for
managers (Martin and Shalev, 2016; Rabier, 2017). The expected positive outcome from
the innovations of the target firm are not necessarily to be realized and can lead to
significant losses for the acquirer when compared to other types of acquisitions, because
of the uncertain nature of technology development (Fleming, 2001; Rabier, 2017). The
unexplored growth options offered by new resources and capabilities provide acquirers
with flexibility and greater opportunities for private synergistic value (Rabier, 2017), and
increase the valuation of young targets above what their age would otherwise indicate
(Ransbotham and Mitra, 2010).

There are research streams that concentrate on post-acquisition performance, for example,
managerial roles and actions (Graebner, 2004) and barriers to integration with target
(Ranftand Lord, 2002). There is evidence that the transfer of technologies and capabilities
from target to acquirer faces several barriers, including difficulties of distinct strategy,
organizational structure, history and the culture of combined parties (Ranft and Lord,
2002). The process of integration of target into acquirer, as acquirers in many cases desire,
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is complicated by the dangers of badly affecting or losing the target’s socially complex
(in terms of teams and their affiliations or tacit knowledge) knowledge-based resources
(Ranft and Lord, 2002).

Integration allows acquirers to use the target’s existing knowledge as an initial input into
their own innovation processes, but integration hinders the acquirer’s reliance on the
target as an independent source of ongoing innovation (what the target does with its
capabilities) (Puranam and Srikanth, 2007). Target firms typically have high R&D
expenses (Bena and Li, 2014), and specialized knowledge (Andersson and Xiao, 2016)
that acquirers can apply in technology development (Puranam and Srikanth, 2007).
Steensma and Corley (2000) found that if a desired technology is difficult to imitate,
technology sourcing is more effective in more tightly coupled partnerships, such as
technology acquisition. The likelihood of structural integration between acquirer’s and
target’s units is stronger when the acquiring firm is buying a component technology rather
than a standalone product (Puranam, Singh, and Chaudhuri, 2009). Thus, the
attractiveness of the target is not only about combination with the acquirer’s own
resources but also about the existing interdependence between the parties (Puranam et al.,
2009). For instance, a prior alliance between target and acquirer generally does not have
a positive impact on financial performance after acquisition, but when an alliance has
been required in the context of intense partner-specific learning, there is an positive
impact on post-acquisition financial performance (Zaheer, Hernandez, and Banerjee,
2010).

Multiple studies have investigated knowledge-relatedness between an acquirer and target,
and its impact on performance after acquisition (Ahuja and Katila, 2001; Makri, Hitt, and
Lane, 2010; Sears and Hoetker, 2014). Knowledge relatedness refers to both similarity of,
and complementarity between, resources. Similarity is the extent to which an acquirer’s and
a target’s knowledge resources reside within same narrowly defined areas of knowledge,
while complementarity refers to the value of combining different types of knowledge
resources (Makri et al., 2010). Knowledge relatedness between an acquirer’s and a target’s
knowledge resources have been measured in terms how many of their patents belong to the
same technology classes (Grimpe and Hussinger, 2014a; Jaffe, 1986). While knowledge base
similarity contributes positively to the success of resource combination, complementarity in
particular positively affects the benefits of acquisitions, especially in complex technology
industries (Chondrakis, 2016). The acquirer is better off having those of the target’s resources
that create complementary benefits when successfully combined with existing internal
resources, and this is reflected in the acquisition price of the target firm (Makri et al., 2010;
Sears and Hoetker, 2014; Yu, Umashankar, and Rao, 2016).

Network synergy is the extent to which combining an acquirer’s and a target’s networks
through node merger results in a better structural position for the combined firm, as the
acquirer receives control of the target’s existing ties to other firms (Hernandez and
Shaver, 2018). An acquirer can exert an influence on other firms through their technological
dependence on the target’s resources once acquired (Hernandez and Menon, 2017).
Acquiring technologies on which competing firms depend gives the acquirer freedom to
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operate in R&D matters (Reitzig, 2004). Acquiring resources may enable the acquirer to
offensively block patents and disrupting competitors’ technological development (Blind et
al., 2006). It has been found that the likelihood of selecting a target increases when the
expected network synergy is greater in technology acquisitions in an organizational level
network (Hernandez and Shaver, 2018). It is more than likely that the interorganizational
resource dependence network of a target affects the value of its resources to the acquirer
(Ozmel, Reuer, and Wu, 2017). This is relevant since acquirers cannot obtain all
strategically valuable resources from outside, but they must then strategically choose
which dependencies to absorb and which to control indirectly (Brusoni and Prencipe,
2011; Santos and Eisenhardt, 2005).
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3 Research design

3.1 Research approach

An epistemological approach to research asks the question of what is or should be
regarded as acceptable knowledge in a research area (Godfrey-Smith, 2009). The
epistemology of this thesis is grounded in (post-)positivism, and thus it intends to apply
the methods of natural sciences to the study of reality. This leads to the following
principles. First, phenomena and thus knowledge must be confirmed by the senses of the
researcher in order for her or him to be able to talk and think about them (Godfrey-Smith,
2009). Regardless of this, the researcher’s conceptualizations of the structures of the
world are provisional categorizations employed to understand reality, and are accepted to
be created by researchers, not being directly representative of reality (Bhaskar, 1975).
The role of research is to test theories but also provide material for the creation of
theoretical propositions (Pugh, 1983), having both a deductive and an inductive approach.
A successful testing of hypotheses with empirical observations will thereby allow
explanations of theoretical laws and knowledge to be made. These propositions of laws
are approached by gathering of previously tested facts that provide bases for them
(Bryman and Bell, 2011).

An ontological approach to research asks whether reality is regarded as something
external to researchers or as something that people are fashioning continuously (Godfrey-
Smith, 2009). The ontological foundation of this thesis is objectivism. It asserts that social
phenomena and their meanings exist independently of the researcher (Bryman and Bell,
2011). Thus, the practical and theoretical work of science is a systematic attempt to
express the structures of things that exist in a precise manner (Bryman and Bell, 2011).
This thesis assumes that there is an external viewpoint from which it is possible to view
the firm and its surrounding network of other firms as comprised of real processes and
structures (Burrell and Morgan, 1979; Gioia and Pitre, 1990).

The synthesis of the epistemological and ontological foundations of this thesis embodies
critical realism. Figure 4 shows its placement when compared to other approaches. There
is a distinction between the objects of enquiries and terms and the language which
describes them (Godfrey-Smith, 2009). The researcher’s conceptualizations are simply a
instruments for understanding that external reality (Bhaskar, 1975; Bryman and Bell,
2011). The critical realism approach also accepts that there are structures and theoretical
concepts that are not easily observable, or directly amenable to observation (Bryman and
Bell, 2011). In the research design of this thesis, the theoretical development and testing
are intended to be conducted in a way that is as free as possible from the researcher’s own
values concerning the research topics. This thesis adopts the assumption that the purpose
of business research is to describe what is happening in organizations but not to make any
judgments about it (Burrell and Morgan, 1979). Instead, the practical suggestions are part
of the outcomes of universal principles of research.
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Figure 4. Epistemological and ontological positions (Adapted from Jarvensivu and Tdérnroos
(2010)).

Reasoning. One cannot have an argument about anything without proceeding from
premises to conclusions in a credible manner (Toulmin, 2003). To present my process
from premises to arguments, the logical reasoning, methods and analysis as well as data
sources are listed in Table 2. As stated by Mantere and Ketokivi (2013: 72), “we predict,
confirm, and disconfirm through deduction, generalize through induction, and theorize
through abduction”. Here, | discuss the reasoning logic of this thesis. The deeper insights
on methodology and data collection are located in section 3.3.

The main empirical results of this thesis and the reasoning of publication 1V are based on
deductive logic. Deductive reasoning takes existing theories as premises (Godfrey-Smith,
2009). After hypotheses are formulated from existing knowledge, data collection gathers
observations for analysis (Bryman and Bell, 2011). Hypotheses are confirmed (or
rejected) and these findings are applied when making a revision of theory (Bryman and
Bell, 2011). This stage of theory revision is followed by inductive logic, when
implications are interfered for the theory (Godfrey-Smith, 2009). In publication IV, the
premise is that a target firm has a higher acquisition price when it has more technological
resource dependencies on other firms in a technology network. The observation focus on
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the price of the target as well as to the technological resource dependencies of the target
firm. Thus, the theory building approach is a refinement of existing theories through
causal analysis between its variables, and follows deductive logic.

Publication I is based on inductive logical reasoning. It makes inferences about HSM and
SNA methods and their differences when these methods are applied to interorganizational
networks. Inductive reasoning takes together the observation and the possible explanation
in order to infer the theoretical rule (Mantere and Ketokivi, 2013). Inductive reasoning
starts with secondary data from two interorganizational networks. Observations are
comprised of two networks and illustrated methods, whereas the varying results that
depend on the applied method is the explanation for the proposed rule. The argument to
favour HSM when one is interested in the direct or indirect relations of organizations (or
technological level components), instead of using SNA methods alone, is the end outcome
of this inductive reasoning.

The reasoning of publications Il and 111 is based on abductive logic. While “deduction is
interference to a particular observation, and induction is interference to a generalization,
abduction is interference to an explanation” (Mantere and Ketokivi, 2013: 72). Abduction
begins with a rule such as “all highly technologically-dependent components are made
by system integrators and complexity increases this phenomenon”. Secondly, there are
observations from previous research work, that are also used as inputs for abduction. In
publications 1l and 111, the observations come from previous literature (e.g. research that
contributes to firms’ make or buy decisions). The goal of this reasoning is not
generalization but a hypothesis about the structure that would explain the previous
observations (Godfrey-Smith, 2009). That is why the explanation of publication 111 (e.g.
system integrator’s need to maintain control over product architecture and technological
dependencies interferes with the maintenance of that control) explains why a particular
component with its dependencies on other components is designed or produced in-house
rather than outsourced to a supplier. Theoretically, there are potentially multiple other
explanations, but in abduction the search is for the best explanation th