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A fusion reactor, also called a thermonuclear reactor, is a large-scale of size device to 

produce electrical power from the energy released in a nuclear fusion reaction, in which 

the environment is very hot and radioactive, requiring regular maintenance during the 

fusion process. A remote handling robotic system is an effective and economic device to 

promote quality and reduce the time needed for maintenance inside the reactor. This 

dissertation deliberated the intelligent algorithms to solve the deformation, kinematics 

and safety, which improves the performance of robotic systems during the maintenance 

process. 

The maintenance robots designed normally have a redundant long mechanism. Due to the 

complex environment inside a fusion reactor, working within the reachable workspace 

and maintenance accuracy are highly demanding for the robot. The robotic problems in 

the fusion reactor environment are complicated, and free motion models are highly non- 

linear. Artificial intelligent algorithms are investigated in this study to find a solution for 

the problems. such as ant colony optimization (ACO), recurrent neural network (RNN) 

and perceptron, and finally a robot model is optimized to promote robot motion accuracy 

and prevent it from collision. 

In order to work well within the robot’s reachable workspace in fusion reactors, the robot 

is designed as a redundant mechanism with a long arm. The thesis focuses on three aspects 

of redundant long manipulators: deflection compensation, collision free and safe motion, 

and robot calibration. First, the flexible sag of the robot affects robot accuracy, and it is 

difficult to be modelled by a physical model. A feasible solution based on RNN for 

deformation compensation was developed as part of this thesis. The RNN has a “memory” 

function which can predict the deformation of the segment of the robot to reduce the error 

of the redundant robot motion. Second, the redundant robot’s kinematics is a high-

dimension and nonlinear problem, and an analytical method cannot solve this problem 

directly. A dynamic accuracy colony optimization (DAACO) method was designed, 

which refers to an evolution theory optimizing ACO by dynamic accuracy. This promotes 

the accuracy and speed of solving the nonlinear formulation of redundant robot 

kinematics. Furthermore, a collision detection algorithm to check whether the robot 

would collide with the fusion device was designed using grey information from the 

robot’s section plane. Additionally, the motion safety of a double arm robot in the reactor 

vacuum is studied. A hybrid collision classifier was designed by the perceptron from the 

robot sensor/signal data such as the position, speed and current. The data used for the 



training perceptron was pre-processed by using primary component analysis (PCA) and 

dimension reduction technology to simplify the classification in the perceptron. Third, 

the motion accuracy of the robot can be improved by calibrating the kinematic parameters. 

While the robot is planned in joint space independently, a specific trajectory of the slave 

robot’s end frame forms a group of circle curves that can be fitted by a geometric 

algorithm to calibrate the kinematic parameters. This geometric calibration algorithm 

uses the least square method and 3σ rules to ensure the calibration result’s uniqueness 

and optimality. 

Keywords: gravity compensation, redundant heavy robot, dual arm robot, collision 

detection, ant colony optimization, robot kinematics, primary component analysis, 

perceptron 
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Nomenclature 

In the present work, variables and constants are denoted using slanted style, vectors are 

denoted using bold regular style, and abbreviations are denoted using regular style. 

 

Latin alphabet 

𝑐𝑖
𝑗
 the choice of a solution component – 

𝒮𝑝 the partial solusion in p-dimension space  – 

ℛ component set – 

p transition probabilities – 

𝐺(𝑋) the cost function – 

𝑓𝑖 the nonlinear restriction condition    – 

X the optimal solutions in ant colony optimization – 

χ the input space – 

Y the output space – 

ℛ𝑘 k-dimensional space – 

b intercept – 

x x-coordinate (width) m 

y y-coordinate (depth) m 

z z-coordinate (height) m 

T the aim/requirement of accuracy – 

𝑞 joint vector deg 

J inertia of the robot dynamic equation – 

𝐶(𝑞, 𝑞̇) Coriolis and centrifugal forces of the robot dynamic equation – 

𝐷(𝑞̇) friction of the robot dynamic equation – 

𝐺(𝑞) gravity of the robot dynamic equation – 

𝑓𝑚𝑜𝑑(𝑞, 𝑞̇) model of nonlinearities – 

𝑢(𝑞, 𝑞̇, 𝑞̈) control law – 

Greek alphabet 

α (alfa) Euler angle in x axis 

α (alfa) the relative importance of pheromone value 

β (beta) Euler angle in y axis 

β (beta) the relative importance of heuristic information 

γ (gamma) Euler angle in z axis 

θ (theta)  joint angle of  robot 

ω (omega) weight vector 

ω̂ (omega) the orientation of coordinate frame i relative to coordinate frame j  

τ𝑖
𝑗
 (tau) the pheromone trail parameter corresponding to flexible solutions 𝑐𝑖

𝑗
 

η (eta) heuristic information 

𝜏 (tau) generalized forces 



Nomenclature 14 

 

Abbreviations 

CFETR Chinese fusion engineering testing reactor 

MM manual maintenance 

RH remote handling 

EAST        Experimental Advanced Superconducting Tokamak 

EAMA EAST articulated maintenance arm 

ITER International Thermonuclear Experimental Reactor 

JET Joint European Torus 

VTT Valtion Teknillinen Tutkimuskeskus 

WEST   Tungsten (chemical symbol "W") Environment in Steady-state Tokamak 

MPD multi-purpose deployer 

RP research problem 

DAACO dynamic accuracy ant colony optimization 

RMM resolved motion method 

EJM extended Jacobian method 

PSO particle swarm optimization 

NN neural network 

ACO Ant Colony Optimization 

AA algorithm accuracy 

II iteration index 

IN iteration number 

PCA primary component analysis 

PSD position sensitive detectors 

RNN recurrent neural network 

CPC complete and parametrically continuous 

POE product of exponentials 

BPNN  backpropagation neural network 
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1 Introduction 

1.1 Research Background 

The fusion reactor is a kind of magnetic-control confinement device. The fusion reaction 

with high temperature and high radiation will occur in the device, and may cause damage 

to the internal components of the device. Therefore, the regular maintenance is 

desperately needed. (Luo et al., 2007; Schlosser et al., 2005; Liu et al., 2020). However, 

manual repair is not efficient. Remote handling is important in the maintenance of devices. 

Fusion reactors can be classified in three generations based on their level of technical 

maturity as: experimental fusion reactors, test fusion reactors and commercial fusion 

reactors (Buckingham and Loving, 2016; Raimondi, 1983; Rolfe et al., 1999; Rolfe, 1999; 

Rolfe and Team, 1998; Rolfe, 2007; David et al., 2005; Friconneau et al., 2011). The first 

generation are experimental fusion reactors that aim to explore the feasibility of the 

tokamak’s engineering foundation. There are numerous fusion experimental reactors 

around the world, for example, J-Demo in Japanese, K-Demo in Korea, European DEMO, 

EAST in China and so on. With technology developing, a number of test reactors have 

been con- structed recently. ITER is a multi-party fusion device project, and the related 

research topics have been assigned to the corresponding member countries or 

organizations for design. The ITER organization (Council et al., 2008; Maruyama et al., 

2015; Tada et al., 1998; Nakahira et al., 2009; Choi et al., 2015; Manuelraj et al., 2016; 

Noguchi et al., 2018; Chakraborty et al., 2010; Ferlay et al., 2013) is a transnational 

cooperation project that has a group of members including: the EU, the US, China, Japan, 

Indian, Korea and Russia, which aims to achieve sustainable fusion reactions and greater 

power from the device. At the same time, China is building its own fusion reactor named 

CFETR ( Chinese Fusion Engineering Testing Reactor) (Zhuang et al., 2019). The testing 

reactor is a milestone for the commercial application of fusion technology. A commercial 

fusion re- actor is a future device, which will be a low radiation and clean nuclear reactor 

compared to fission reactors. However, the extreme conditions, such as the temperature, 

radiation, electromagnetism and vacuum require a complicated mechanism. The CFETR 

is designed as shown in Figure 1.1. The CFETR has six main components: a cryostat, 

cold shield, vacuum vessel, divertor, blanket and magnets and its functions are shown 

below. 
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Figure 1.1: The CFETR and its components. 

 

• cryostat:  an external structural support for other components which is a 

vacuum shell and radiation shield between the inner reaction atmosphere 

and the outer surroundings; 

• thermal shield: a cooling device which absorbs the reaction heat to control 

fusion experimental temperature conditions; 

• vacuum vessel: a structural support for the device’s ports which can shield 

some of the radiation from the reaction; 

• divertor: a device to remove impurities from the plasma and remove helium 

ash; 

• blanket: a device to achieve the tritium breeding and cool the device; 

• magnets: a device to provide the necessary magnetic field of fusion reaction. 
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1.2 Status of Remote Handling System in Fusion Reactors 

International studies on fusion remote handling maintenance were carried out at the 

beginning of this century and in the 1980s. This section will present the relevant fusion 

remote handling designs as well as their control methods and maintenance strategies of 

related organizations. 

1.2.1 JET (Joint European Torus) Remote Handling System 

The international remote handling system has an early start, dating back to the remote 

handling of the JET device in 1983. In 1998, the fusion remote handling device was firstly 

tested in the JET device. By upgrading the existing device and designing the mature first-

generation robotic arm at the beginning of this century, the main arm is a hinged robotic 

arm with a total length of 10 𝑚 and 19 degrees of freedom, and the device is shown in 

Figure 1.2. 

The device is equipped with a maintenance robot arm, Mascot, which is the core 

component of the JET robot arm and equipped with cameras, infrared light sources and 

hand claws to perform complex maintenance operations. Figure 1.3 shows a diagram of 

the Mascot unit, modular design, to cope with different remote handling requirements. 

The Mascot device has also been updated to version 6, and intelligent algorithms have 

been added to optimize maintenance strategy, thus improving its safety and reliability. 

Mascot robots use the master-slave control (Figure 1.4), where the operator operates from 

control room and the slave robots inside the device move in response to the movement of 

the master robot. This approach is extremely demanding in terms of personnel operation 

with poor control and low intelligence. 

 

Figure 1.2: JET device remote handling system (Buckingham and Loving, 2016) 
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Figure 1.3: JET device end dual arm system Mascot (Wikipedia, 2021) 

 

 

Figure 1.4: JET remote handling master-slave control mode (Rolfe, 1999) 
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1.2.2 ITER (International Thermonuclear Experimental Reactor) Remote 

Handling System 

The ITER remote handling system is the world's largest existing remote handling system, 

and the requirements for the remote handling systems are very strict due to the complex 

structure of ITER. The design parameters of both ITER and JET remote handlings are 

shown in Table 1.1. 

Table 1.1: Comparison of ITER and JET parameters (Pan, 2017) 

 Manual maintenance (MM) mode Remote handling (RH) mode 

Working 

mode 
Non-vacuum shutdown maintenance. 

The inner peep is stopped under 

vacuum, other maintenance is stopped 

under non-vacuum conditions 

Working 

environment 
6𝑚 diameter vacuum, radiation dose 

10𝑚𝐺𝑦/ℎ. 

Vacuum with 12𝑚 diameter, radiation 

dose 10𝑚𝐺𝑦/ℎ. 

Maintenance All components in the vacuum. 

All parts inside the vacuum, all parts 

inside the neutral beam and hot cell, 

parts inside the cryostat, and parts 

related to the transfer channel. 

Remote 

handling 

tasks 

Removal/replacement of parts 

(10𝑔~350𝑘𝑔), 2D/3D measurement, 

visual and radiological detection, 

welding, cutting, cleaning, cable and 

pipe handling, fault recovery of 

teleoperated equipment, etc. 

Removal/replacement of parts 

(1𝑘𝑔~11,000𝑘𝑔), 2D/3D measurement, 

visual and radiological detection, 

welding, cutting, cleaning, cable and 

pipe handling, fault recovery of 

remotely operated equipment, scrap 

packing. 

 

The ITER remote handling system is a systematic remote handling system. As shown in 

Figure1.5, the current ITER remote handling systems include: the divertor RH system, 

the blanket RH system, the hot cell RH and the multi-purpose deployer system, the 

transfer cask system, the vessel viewing system, and the neutral beam cell RH system.  

1.2.2.1 ITER Divertor Remote Handling System 

The divertor directly faces the high-temperature plasma and provides a partial neutron 

shielding function. The remote handling system is led by VTT (Valtion Teknillinen 

Tutkimuskeskus), with the joint participation of the Intelligent Hydraulics and 

Automation Research Unit of Tampere University of Technology and Lappeenranta 

University of Technology from Finland. The robot is driven by water hydraulics to avoid 
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contamination of the unit by liquids in the event of a leak or pipe rupture. The project 

started in 1994, and the current composition of the remote handling system for the 

deflector is shown in Figure 1.6. The current divertor remote handling consists of the 

transfer cask system (TCS), the cassette multifunctional mover (CMM) and the cassettes 

toroidal mover (CTM). The remote handling and maintenance process of the divertor is 

as follows: the CTM enters the vacuum and removes the corresponding module to the RH 

Port using the ring track, carried by the CMM system, then to the TSC and to the hot cell 

for replacement. 

The CMM system is the actuator for the remote handling of the deflector and consists of 

the front-end actuator, the SCEE, the auxiliary degree of freedom hydrodynamic robot 

arm WHMAN and the CMM body, as shown in Figure 1.7. The maintenance process is 

as follows: the WHMAN performs the corresponding dismantling work. After the 

dismantling is completed, the CMM robot performs the transfer, as shown in Figure 1.8. 

The CMM system uses rail for rough positioning, and the mainstream common 

maintenance strategy for industrial robots is used for fine maintenance. 

 

Figure 1.5: ITER remote handling system (Izard, 2013) 
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Figure 1.6: ITER divertor remote handling system. (Tesini, 2015) 

 

Figure 1.7: CMM system composition. (Siuko, 2021) 

 

Figure 1.8: CMM system working principle. (Esque , 2007) 
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1.2.2.2 ITER Blanket Remote Handling System 

The blanket is the component that provides the necessary elements such as neutrons and 

tritium for the fusion reaction to achieve multiplication. It has a large number of cooling 

circuits that can heat the fusion reaction out of the vacuum to cool the device. The blanket 

remote handling system was designed by the Japan atomic energy research institute and 

two technical lines are designed according to the size of the blanket module. The small 

blanket blocks are installed and removed using railcars and then transported out of the 

windows (Figure 1.9a). Large blanket modules are maintained by top lifting as shown in 

Figure 1.9b. Currently, the maintenance strategy of the blanket has been developed, but 

the control algorithms related to its maintenance strategy have not been designed, such as 

the lifting strategy and path planning for blanket maintenance replacement, and the 

algorithm for the cooperative maintenance strategy of multiple blankets. 

 

Figure 1.9: ITER blanket remote operating system - blanket solution. (Noguchi, 2018; 

Ribeiro, 2011) 

1.2.2.3 Multi-Purpose Deployer 

The multi-purpose deployer (MPD) is a multi-degree-of-freedom long-cantilever robot 

for the ITER remote handling. The cask unit and the dual-arm robot at the end of the MPD 

are deployed to perform maintenance on the ITER blanket and deflector (Figure 1.10). 

As shown in Figure 1.11, the MPD robot has nine rotary joints and one translational joint, 

with flanges at the end joints to connect the two-armed robot. The main maintenance of 

the MPD system includes the picking up vacuum debris, the replacing internal 

components, etc. The load is 2000 𝑘𝑔, the maximum speed is 100𝑚𝑚/𝑠, and the end 

positioning accuracy is ±10𝑚𝑚, covering a section of the vacuum with a working range 

of ±60 degrees. The MPD system adopts the way of large arm to get the initial positioning 

and small arm to perform fine maintenance, which can reduce the difficulty of remote 

handling and maintenance. The MPD system is equipped with a camera at the end of the 
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robot to monitor the vacuum in time. The robot arm will be returned to the CASK and 

removed during shutdown to ensure the closed vacuum required for the discharge of the 

experimental device.  

The MPD robot is a multi-degree-of-freedom tandem robot, and less research has been 

carried out on long-cantilever multi-degree-of-freedom robots. The research on trajectory 

and path planning, the obstacle avoidance, and the collision of MPD robots has been 

started at the ITER, but there is no published work on this topic so far. 

 

Figure 1.10: Multi-purpose deployer. (Choi et al., 2015) 

 

Figure 1.11: MPD and dual-arm robot. (Choi et al., 2015) 

1.2.2.4 ITER Neutral Beam Remote Handling System 

The neutral beam provides high power auxiliary heating and drive current to the tokamak 

unit. The neutral beam remote handling system is designed with a high capacity lifting 

mechanism and special robots for efficient maintenance of the device. Figure 1.12 shows 

the current remote handling scheme of the ITER neutral beam remote handling system. 

The remote handling and maintenance of the neutral beam currently adopts the manual 
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deployment of maintenance work, and no fully automated intelligent maintenance 

strategy has been designed. So, the degree of intelligence is low. 

 

Figure 1.12: ITER neutral beam remote handling system. (Tesini, 2015) 

1.2.2.5 ITER Hot cell Remote Handling System 

The hot cell is an annex connected to the tokamak hall, and its main purpose is to provide 

a place for the refurbishment and the transfer of components inside the vacuum that may 

be activated. The hot cell is equipped with a variety of robots to clean and maintain the 

stored and disassembled radioactive internal components. The hot cell is essentially a 

large, low-radiation repair shop. The remote operation of the hot cell includes the AGV 

technology for the indoor positioning, the indoor drone technology for observation, and 

the robotic industrialization technology for cutting, the polishing equipment and the parts’ 

replacement. 

1.2.2.6 ITER Transfer Vehicle Remote Handling System 

The transfer vehicle remote handling system is a mobile leak-proof device. When a 

corresponding part is removed from the vacuum window, the transfer vehicle will transfer 

the part to the maintenance point located in the hot room hall. The truck remote handling 

system consists of three subsystems: 1) a mobile cart equipped with an isolated box for 

loading the parts in order to avoid contact with the outside world; 2) a docking interface 
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for the internal parts transfer; and 3) an air transfer system for sending and receiving 

signals to drive the cart movement. The design concept of the teleoperated system of the 

transfer vehicle is shown in Figure 1.13. The nature of the transfer vehicle is an AGV 

system, which is mainly studied for the path planning and the trajectory planning in the 

environment of fusion industrial park. The geographic environment of the fusion 

industrial park is simpler than the outdoor city streets, so the intelligent algorithm design 

direction is safe and efficient path decision. 

 

Figure 1.13 ITER transfer vehicle remote handling system. (Tesini, 2015) 

1.2.3 Other Fusion Robots 

The articulated inspection arm (AIA) is a hinged robot proposed by the French atomic 

and alternative energy commission (CEA), as shown in Figure 1.14. It is driven by a wire 

rope, has low positioning accuracy and is only used for internal inspection. The AIA has 

been used for the fusion device WEST (Tungsten (chemical symbol "W") Environment 

in Steady-state Tokamak) and the fusion device EAST (Experimental Advanced 

Superconducting Tokamak) endoscopy experiments. Because of the low motion accuracy, 

the motion planning is usually supplemented by automatic planning and dominated by 

manual remote control.  
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Figure 1.14 AIA remote handling robot. (Pan, 2017) 

The AIA robot uses the vision-assisted manual remote control. The robot adopts a wire 

rope structure causes a large amount of flexible deformation. The gravity compensation 

algorithm designed by Energid company with open-loop compensation has an accuracy 

of 20 𝑚𝑚, and it is only used for manually controlled endoscopic inspection with a low 

degree of intelligence. 

1.3 Related Platform about My Own Research 

In the past, a manual maintenance mode was adopted to maintain the device, which is a 

time consuming and poorly effective method. Using intelligent computer methods, 

maintenance can be carried out using a remote handling mode (Song et al., 2014; Chen et 

al., 2014a; Wei et al., 2015; Zhao et al., 2019, 2015; Muhammad et al., 2007; Nieminen 

et al., 2009; Gonzalez Gutierrez et al., 2010). The features of the two different mode are 

shown in Table 1.2. RH mode can maintain devices in the vacuum conditions and it has 

a better economic performance for long-term experiments (Batistoni et al., 2017). 
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Table 1.2: The difference between RH and MM modes  

 Manual maintenance (MM) mode Remote handling (RH) mode 

Working 

conditions 
Repairmen need to go into the reactor to 

inspect and maintain it 

A robot can inspect the device and 

do some maintenance 

Vacuum Non-vacuum environment Vacuum 

Environment 

effectiveness 
Effectiveness Highly effectiveness 

Time cost Long time Short time 

Financial 

cost 
High cost of repair 

High cost of designing RH robot 

but low cost of repair 

 

In China, in the last 10 years, some researchers have also started to study robot and motion 

algorithms for EAST and CFETR maintenance (Lin et al., 2015; Yang et al., 2016b; Shi 

et al., 2016; Peng et al., 2010; Wang et al., 2017b; Zhang et al., 2019b; Wu et al., 2018, 

2016; Pan et al., 2018). These algorithms have been applied in two robots: the EAST 

Articulated Maintenance Arm (EAMA) and the Multi-Purpose Deployer (MPD). 

The EAMA is an inspection robot for the EAST device. This robot has 7 dofs in the main 

body which is equipped with a 3-DOF gripper as shown in Figure 1.15. Related 

parameters are listed in Table 1.3. Many parts in the robot result in an incorrect 

positioning, for example, the torsion of the motor axes, as well as friction, torsion and 

backlash in the gears, and elasticity of the links. The EAMA is a large, heavy, long but 

flexible beam arm. A deformation compensation algorithm is necessary to promote 

accuracy. 

Table 1.3: The parameters of EAMA 

Item Parameters 

Temperature running: 80℃; baking  120℃ 

Dimension radius: 160mm; length: 8.8m 

DOF 1(base)+6(arm)+3(gripper) 

Weight < 100kg (arm) 

Workspace inspection:100%; maintenance:90% 

Payload 20 kg for arm; 2kg for gripper 
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Figure 1.15: EAMA robot (Pan, 2017). 

 

According to the mechanism of the CFETR, the researchers designed a multi-purpose 

deployer (MPD) system including two robots and other end effectors. A sketch map 

of system is shown in Figure 1.6. The dual arm effector does some maintenance 

operations such as grabbing, welding and so on. The dual arm’s working space is 

limited because of its size so that the MPD supplies the main motion of the robot 

system. The CASK is a carriage for storing robots when the robots are out of work 

in Figure 1.6. The CASK has its own pathway. There is also a mobile shuttle vehicle. 

The MPD robot is connected with the shuttle by a binding mechanism to aid the robot 

going in or out of the CASK. At the end of the cask is a box which has some necessary 

tools for the dual arm effector to carry out different operations. Once the robot needs 

some inspection or other requirements, the mobile base can move the CASK together 

with robots to other places. 
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Figure 1.16: Sketch map of the MPD system. 

 

The MPD is a 9-DOF robot as shown in Figure 1.17 whose joints are labelled from J3 to J10. 

Its driven mode is as shown in Table 1.4. The hybrid control mode can ensure accuracy 

and load at the same time. The joint which has a bigger load is designed with a hydraulic 

method because an electric system cannot match the mechanical or load requirements. 

Table 1.4: The driven mode of MPD robot 

Joint J10 J9 J8 J7 J6 J5 J4 J3 

Torque (kN ∙ m) 24.3 24.3 69.3 69.3 157.0 157.0 - - 

Driven mode E E E E H H E E 

(E: electric, H: hydraulic) 

 

Figure 1.17: Driven mode of the MPD robot. 
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ALL in all, the EAMA and MPD are both fusion robots. However, the EAMA robot 

mainly inspects the fusion device and its accuracy of motion is low. As for the MPD, it 

has a big payload. Besides, the MPD together with the end effector will maintenance the 

device not only inspection but also some delicate tasks such as welding, assembling and 

so on, which requires the high accuracy of the robot. 

1.4 Research Problem (RP) 

The irregular working space restriction, redundant robot mechanism and ultra-working 

conditions in maintenance complicate the fusion robot system. Some fusion robots have 

a complicated redundant, long-beam mechanism, and traditional methods such as an 

analytical method cannot solve its kinematics. Meanwhile, the reactor has a complicated 

mechanism, as shown in Figure 1.1, so that there is high risk that the robot could collide 

with the device.  

The robot dynamic equation is defined as Eq. 1.1 

J ∙ 𝑞̈ + 𝐶(𝑞, 𝑞̇) ∙ 𝑞̇ + 𝐷(𝑞̇) + 𝐺(𝑞) = 𝜏    (1.1) 

where 𝑞 is the joint vector, J is inertia, 𝐶(𝑞, 𝑞̇) is Coriolis and centrifugal forces, 𝐷(𝑞̇) is 

friction, 𝐺(𝑞) is gravity, and 𝜏 is generalized forces. 

The generalized forces can be defined as Eq. 1.2 

𝜏 = 𝑓𝑚𝑜𝑑(𝑞, 𝑞̇) + 𝑢(𝑞, 𝑞̇, 𝑞̈)    (1.2) 

where 𝑓𝑚𝑜𝑑(𝑞, 𝑞̇) is model of nonlinearities, and 𝑢(𝑞, 𝑞̇, 𝑞̈)  is control law. 

For the fusion robot MPD system, the dynamical part is important but will be ignored 

below with the exception of the gravity part because of its low-speed motion while 

working. 

Additionally, the high-quality maintenance needs the robot’s motion accuracy. Taking 

these reasons into consideration, the research problem (RP) can be divided into four parts. 

RP1 and RP3 use the MPD robot to analyse the redundant robot kinematics and collision 

problems. RP2 uses a lightweight robot to introduce a kinematic calibration which 

improves the accuracy of the fusion robot. RP4 uses the EAMA robot to introduce the 

deformation compensation method. 

1.4.1 Research Problem 1 

The MPD moves in the CFETR so that the size of MPD is limited by the geometry of the 

CFETR. In order to demand its reachable workspace, the MPD was designed as a 9-DOF 

robot. Nevertheless, the redundant structure complicates its kinematics, and a traditional 

analytical method cannot solve this problem directly. A flexible solution of kinematics 
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which demands accuracy is important. The redundant robot has some redundant solutions, 

and not all solutions can require the collision free condition. For the safety of the reactor, 

the kinematic solutions should require that none of the robot’s segments collide with the 

surroundings. Collision free and the redundant robot kinematics are bases for the MPD 

robot system. 

1.4.2 Research Problem 2 

The end effector is a dual arm robot which carries out maintenance tasks such as welding, 

screwing and so on. Hence, the kinematics accuracy of the robot determines the quality 

of robot maintenance. The conceptual design of a dual arm robot is shown in Figure 1.18. 

A dual arm robot can be regarded as a twin body robot with the same base frame shown 

in Figure 1.19. The motion of the dual arm can be regarded as two independent serial 

robots’ motion planning. This planning can be modelled by the robot transformation 

frames’ description. The parameters of the description are robot kinematic parameters 

which can be calibrated by experiment. The accuracy of the robot is related to the 

kinematic parameters. So the second task of the MPD robot system focuses on the 

kinematic parameters’ identification to achieve effective maintenance. 

 

Figure 1.18: Conceptual design of a dual arm robot. 

 

 

Figure 1.19: Mathematic model of a dual arm robot. 
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1.4.3 Research Problem 3 

The inner structure of the CFETR is complicated and the inner, outer radius in equatorial 

plane and height are 4860mm and 9680mm and 9603mm, respectively, as shown in 

Figure 1.20. The dual arm effector is likely to collide with its surroundings especially in 

the space of divertor. It is essential to ensure the safety of robot for the MPD system. 

 

Figure 1.20: Maintenance workspace in the CFETR. 

1.4.4 Research Problem 4 

Because of the flexible joint design, imperfections in assembly and so on, the fusion robot 

has a deformation problem which influences its accuracy while working. A recurrent 

neural network model is studied for deformation compensation of this kind of the robot 

to enhance its accuracy. EAMA experiments show the error is accumulated so that the 

error is not independent in a different state. A detailed description is presented in 

Publication IV. This nonlinear position problem about the fusion robot in deformation 

compensation should be studied to eliminate the error. 

1.4.5 Research Problem Summary 

All in all, this dissertation focuses on some intelligent algorithms about fusion robots. 

There are five main algorithms which are introduced briefly for fusion remote handling: 

dynamic accuracy ant colony optimization of inverse kinematic (DAACOIK) for MPD, 

collision detection based on computer graphics, a hybrid collision detection perceptron 

for the robot, a novel method to identify the DH parameters of a rigid robot based on a 
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geometry model, a gravity compensation algorithm based on a recurrent neural network. 

The detailed presentations are shown in the appendix publications. 

1.5 Thesis Contributions and Limitations 

This dissertation focuses on motion planning for a redundant fusion robot system. The 

first point of the research focuses on the redundant robot’s kinematics. Publication I 

introduces a dynamic accuracy ant colony optimization (DAACO) algorithm to solve the 

complex nonlinear formulas in kinematics. The dynamic accuracy mechanism accelerates 

the solving speed. Compared with traditional ant colony optimization, the accuracy is 

higher. Secondly, the MPD has a fixed geometric restriction as shown in Figure 1.20. By 

transforming the fixed geometric restriction into graphic problems, the graphic gray- scale 

information is used to check the segment’s collision with itself and its surroundings. 

DAACO is a universal method for redundant robots with high speed and high accuracy 

in free space. Due to the complicated workspace of the MPD, collision detection based 

on computer graphics cannot ensure real-time accuracy for the kinematics. However, the 

motion planning for the complex fusion robot is offline. In other words, not the time 

sensitivity but the safety of the MPD is the key point for fusion remote handling. The 

third point is maintenance quality. Fusion robots should be calibrated before they are put 

into use. The traditional calibration is based on the gradient descent method to solve the 

kinematic parameters. However, this method would not be optimal and has singularity. 

Considering these problems, Publication II introduces a geometric method together with 

the least squares method to ensure the parameters are set uniquely and optimally. What’s 

more, this geometric method also has no singularity for strange structures. Additionally, 

the algorithm is a universal calibration algorithm and it has a big advantage for redundant 

robots. However, the calibration should follow a designed trajectory to obtain more 

experimental data. For Publication III, a model-free method is illustrated. As we knew, 

building up a dynamic model for robots is time-consuming and difficult. A hybrid 

perceptron uses two key technologies: primary component analysis (PCA) to reduce the 

dimension of data, and a supervised machine learning method to optimize the perceptron. 

This method is a model-free method which refers to a non-physical model. This algorithm 

trains a great amount of data to obtain the model, and uses the model to detect collisions. 

In the simulation results, the hybrid collision detection perceptron can could successfully 

identify potential collisions over 98% of the time. However, the hybrid perceptron also 

has its shortcomings such as the accuracy influenced by the amount of training data, local 

minimum trap, overfitting, etc. As to the Publication IV, the deformation of fusion robot 

EAMA leads to a low position accuracy. This elastic deformation of the EAMA is a 

coupled and accumulated error. An RNN model is studied to predict the deformation, 

which has a memory function in fitting the coupled and accumulated error model. The 

paper uses a segment to verify the RNN model in an experiment. The testing results 

verified the model successfully. 
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1.6 Outline 

This dissertation can be divided into four sections. The contents of these sections are 

summarized below. 

Chapter 1 introduces the background of the research in fusion applications. By analysing 

the system of fusion devices, the chapter presents four topics in fusion remote handling 

which are research problems 1-4. Related methods are introduced briefly to solve these 

problems, The limitations of methods are introduced, which form the future work for the 

study. At the end of this section, the value of study is illustrated in the fusion robot re- 

search field. 

Chapter 2 enumerates the related work or methods to solve these research problems. The 

characteristics of the methods are discussed in detail. Through the analysis, the 

advantages and details of the algorithms are illustrated scientifically. 

Chapter 3 discusses the results based on simulations or experiments. Additionally, the 

advantages and innovation points of these algorithms are introduced further. The results 

and analysis of these research problems are discussed in detail. 

Chapter 4 focuses on the algorithm conclusions of the research problems. The advantages 

and shortcoming of related methods in fusion remote handling are analysed. After 

summarizing the previous work or studies, future work suggestions are discussed. 
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2 State-of-the-Art Solution for a Redundant Robot 

System 

This chapter will focus concerning the related work about the research problems 

mentioned in chapter 1. There are 4 main fields discussed: the kinematics, parameter 

identification/calibration, collision and deformation compensation in detail. 

2.1 The Kinematics of a Redundant Robot System 

In a narrow sense, the kinematic algorithm of a robot refers to the forward and inverse 

kinematics. The forward kinematics is a function which uses a series of joint values and 

the robot’s kinematic parameters to calculate the end effector or tool frame of the robot 

in three-dimensional space. In other words, it is a mapping from the joint space to the 

Cartesian space for a robot. The inverse kinematics is reverse mapping which uses 

position and orientation information to calculate the values of the joints. More generally, 

authors define include motion planning, trajectory and position/speed/acceleration 

planning in kinematics. 

Robot kinematics uses the rigid body kinematics conception, and the key to rigid body 

kinematics concentrates on the description of the pose of the body. Below are some 

typical methods for pose description. 

• Euler Angles:  For a minimal representation, the orientation of coordinate 

frame i relative to coordinate frame j can be denoted as a vector of three 

angles α,β,γ. These angles are known as Euler angles when each represents 

a rotation about an axis of a moving coordinate frame; 

• Fixed Angles: A vector of three angles can also denote the orientation of 

coordinate frame i relative to coordinate frame j when each angle represents 

a rotation about an axis of a fixed reference frame; 

• Angle-Axis:  A single angle θ in combination with a unit vector ω̂ can also 

denote the orientation of coordinate frame i relative to coordinate frame j; 

• Quaternions: The quaternion representation of orientation by Hamilton 

(Campa, 2008) is extremely useful for problems in robotics that result in 

representational singularities in the vector/matrix notation. 

 

The kinematic problems of redundant robots are based on descriptions to find a solution 

between joint space and Cartesian space. The early research began in the 1980s and 

mainly focused on industrial robots. However, redundant robots have been widely applied 

in manufacturing recently ABB, KUKA, FANUC, and YASKAWA launched products 

such as 7-dof robots and snake-like robots. There is a binary classification according to 
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using the Jacobian matrix or not for the kinematics of a redundant robot: the Jacobian 

matrix method and the non-Jacobian matrix method. 

2.1.1 Jacobian Matrix Method 

The Jacobian matrix method refers to solving a kinematic solution by using the Jacobian 

matrix to represent the relationship in a rigid body description. Suh, Hollerbach (Suh and 

Hollerbach, 1987) came up with RMM (Resolved Motion Method) using a pseudo- 

inverse matrix that utilizes an extra vector as a restriction. Bailieul (Baillieul, 1987, 1985) 

studied an EJM (Extended Jacobian Method) with an extended Jacobian matrix to limit 

the position and orientation for end effectors, which is only suitable for a one-dof-

redundant system. Chang (Chang, 1986) studied a closed-form method by combining the 

RMM and EJM with a Lagrangian multiplier for redundant kinematics. 

2.1.2 Non-Jacobian Matrix Method 

The non-Jacobian matrix method refers to modelling with an intelligent algorithm, which 

is a universal method in robot kinematic problems. Goldenberg (Goldenberg et al., 1985) 

studied a Newton-Raphson method for nonlinear kinematic problems. However, the 

accuracy and iteration were influenced severely by the initial values. Joey (Parker et al., 

1989) came up with a genetic algorithm by designing a cost and fitness object function. 

Xia (Xia and Wang, 2001) used a quadratic optimization to design a dual network based 

on a recurrent neural network to solve redundant kinematics. Additionally, these are some 

other methods such as PSO (Particle Swarm Optimization), NN (Neural Network) and so 

on (Sancaktar et al., 2018; Kumar et al., 2011). Palm (Palm, 1992) designed a fuzzy 

control diagram to solve the redundant robot. Besides the fuzzy control can be used in 

obstacle avoiding which is a good tool for the redundant robot (Jun, 1993). 

ACO (Dorigo et al., 1996) is a novel non-Jacobian method, which uses an intelligent 

method to solve the non- linear problem of a robot’s kinematic problems. In ACO (Ant 

Colony Optimization), ants can be regarded as flexible solutions 𝑐𝑖
𝑗
 in solution space 𝒮. 

The solving procedure is just like ants searching for an optimal aim. In order to let most 

of solution step forward, a rule which simulates ants searching for food, is designed with 

some mathematic parameters such as a pheromone trail parameter, transition probabilities 

and so on. The pheromone trail parameter reflects an ant emitting a pheromone in a trail 

to tell his fellow ants to come along the same route for treasure. Transition probabilities 

reflect a parameter as to whether his fellow ants will receive his messages or not. The 

pheromone trail parameter which corresponding to 𝑐𝑖
𝑗

 and transition probabilities 

p(𝑐𝑖
𝑗
|𝒮𝑝)can be represented as follows: 

τ𝑖
𝑗

← (1 − ρ) ∙ τ𝑖
𝑗

+ ∑ ∆τ𝑖
𝑗

𝑐𝑘
𝑙 ∈ℛ(𝒮𝑝)       ∀𝑐𝑘

𝑙 ∈ ℛ(𝒮𝑝)    (2.1) 

where ρ is the evaporation rate, 𝑐𝑘
𝑙  is the choice of a solution component, 𝒮𝑝 is a partial 
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solution, ℛ(𝒮𝑝) is a feasible solution component set. 

 

p(𝑐𝑖
𝑗
|𝒮𝑝) =

[τ𝑖
𝑗
]𝛼∙[𝜂(𝑐𝑖

𝑗
)]𝛽

∑ [τ
𝑖
𝑗
]𝛼∙[𝜂(𝑐

𝑖
𝑗
)]𝛽

𝑐
𝑖
𝑗

∈ℛ(𝒮𝑝)

      ∀𝑐𝑖
𝑗

∈ ℛ(𝒮𝑝)    (2.2) 

where α  is the relative importance of pheromone value  α >  0 , β  is the relative 

importance of heuristic information β >  0, η is the heuristic information that assigns a 

component to each valid solution possibly depending on the current step. 

However, the traditional ACO has some shortcomings such as its low problem solving 

speed, bad accuracy and so on. Inspired by the theory of evolution, a dynamic accuracy 

ant colony optimization (DAACO) for inverse kinematics was designed. There are two 

important parameters in DAACO which are a cost function  𝐺(𝑋)  and heuristic 

information η(X). The DAACO procedure is shown below. 

𝐺(𝑋) = ∑ −𝜆𝑖 ∙ 𝑓𝑖(𝑋)𝑛
𝑖=1     (2.3) 

η =
1

𝐺(𝑋)
    (2.4) 

where 𝑋 is the feasible solution to ACO problems, 𝜆𝑖 is an arbitrary real positive number, 

and 𝑓𝑖 is a nonlinear restriction condition. In a redundant robot kinematic problem, the 𝑋 

can be regarded as the feasible joint vector of robots. For example, the 𝑇𝑡𝑜𝑡𝑎𝑙  is the 

transform matrix of MPD, and the 𝑡14 denotes the desired x-axis accuracy of 𝑇𝑡𝑜𝑡𝑎𝑙, which 

is equal to one of nonlinear restriction condition 𝑓𝑖. 

Algorithm 1: Dynamic accuracy ant colony optimization 
 

Input: the aim/requirement T , the range limitation of joints, the accuracy 

of the algorithm 𝐴𝐴, the iteration index II, the iteration number IN 

Output: the optimal solutions X 

1 while II <= IN do 

2 Initialize all parameters: X𝑖 , 𝜏0 ; Update τ  , p ; Calculate the cost 
function G, heuristic information η  if 𝐺 <  𝐴𝐴 ·  exp(𝐼𝑁 −  𝐼𝐼) 
then 

3 if 𝐼𝑁 −  𝐼𝐼 = 0 then 

4 X ← X𝑖 

5 else 

6 Using X𝑖 which belongs to top 5 in 𝐺’s value to generate new X𝑖 

by inheritance, variation and hybridization for the next iteration; 
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7 end 

8 end 

9 end 

10 end 

 

In this algorithm, the 𝐴𝐴 ·  exp(𝐼𝑁 −  𝐼𝐼) is the dynamic accuracy of the DAACO 

method which is changeable with each iteration. 

2.1.3 Discussion 

An MPD robot is a redundant robot with a complex structure, and its kinematics 

cannot be solved by closed-form solutions. The ACO, a numerical method, is used 

for the kinematics of the MPD system. There are many criterion judging an algorithm 

such as speed, accuracy, complexity, iteration and so on. By optimizing the previous-

mentioned ACO method, a dynamic accuracy mechanism that is named DAACO 

was designed. This is a universal and high accuracy method for solving a redundant 

robot’s kinematics in fusion applications. 

2.2 Parameter Identification/Calibration 

An end effector robot consists of dual rigid robots that perform maintenance work such 

as welding, grasping and so on. Thus, the calibration, a kinematic parameters 

identification procedure, for the robot is necessary to ensure the quality of the 

maintenance. There are many factors influencing the robot accuracy such as abrasion, 

manufacture, gear clearance, and assembly. The robot accuracy can be promoted by 

calibrating the robot’s kinematic parameters with an intrinsic hardware/configuration 

(Chen et al., 2014b). The parameters which are calibrated are used instead of the previous 

kinematic model (Lightcap et al., 2008; Li and Zhang, 2011; Li et al., 2011). The 

calibration method can be classified into two parts: non-parametric kinematics calibration 

and model-based kinematics calibration. 

• Model-based kinematics calibration: based on an error model representing 

the error between the theoretical kinematic model and the actual end-effector 

pose. The errors of kinematic parameters can be compensated by calculating 

the error model and eliminating it. 

• Non-parametric kinematics calibration: using intelligent algorithms to 

represent the relationship between Cartesian space and joint space instead of 

the formulas established by the kinematics parameters. 
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2.2.1 Example of third level heading 

Model-based kinematics calibration has three elements which are model completeness, 

parameter minimality and model continuity (Schroer et al., 1997). There are five typical 

algorithms which are based on this theory: the DH method (Denavit and Hartenberg, 1955; 

Paul, 1981; Everett et al., 1987), the S model method (Stone, 1987), CPC (complete and 

parametrically continuous) model method (Zhuang and Roth, 1993, 1991), which is a 

robot kinematic modeling convention having no model singularities and allowing the 

modeling of the robot base and tool in the same manner by which the internal links are 

modeled. the zero reference system model (Zhong et al., 1996; Gupta, 1986) and the POE 

formula method (Okamura and Park, 1996; Brockett, 2006; Chen et al., 2001), which 

based on the product of exponentials (POE) formula are parametrically continuous and 

complete for the calibration of the kinematic parameters of serial robots. 

The geometric method for calibration is a novel model-based kinematics method which 

has no singularity especially for redundant robots. This method can find the geometric 

features of the robot, such as revolution point and axis, by fitting a trajectory. In Figure 

2.1, there are 6 trajectories as the corresponding joint moves independently for a six- 

revolution-DOF robot. These motion curves can be fitted to a circle in a mathematical 

model. Thus, based on these circles, the features of the robot, which are the revolution 

joint points and revolution axes, can be determined as shown in Figure 2.2. 

In Figure 2.1, the geometric features of the fitting curves are the center of the circle and 

the normal of the circle. Using the corresponding fitting method together with the least 

squares method, these features can be determined uniquely. Then, the features coincide 

with the robot’s DH model such as the centers and axes of rotation joint. Naturally, a 

fitting DH model according to the measurement points is built, and the robot kinematic 

parameters are deduced. 
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Figure 2.1: The relationship between the light weight robot and its calibration trajectories. 

 

Figure 2.2: The geometry DH model of the robot. 
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2.2.2 Non-Parametric Kinematics Calibration 

With the development of computing, the non-parametric kinematic calibration method 

has become widely used. There are two categories of this method: interpolation and neural 

network. Bilinear interpolation is a commonly used interpolation method in robot 

nonparametric kinematics calibration. It is assumed that the position errors of the end-

effector follow a uniform distribution in bilinear interpolation (Motta et al., 2001). There 

is an another method called fuzzy interpolation (Motta et al., 2001) using fuzzy neuro 

networks. The other method uses a neuro network (NN) and takes advantage of the NN 

model instead of the robot kinematic model, for example, Pi-Sigma NN (Feijun et al., 

1999), BPNN (backpropagation neural network)(Lewis et al., 1994), neural network and 

a camera-based measurement system (Wang et al., 2010) and so on. 

2.2.3 Discussion 

The non-parametric kinematics calibration usually has some shortcomings such as local 

minimum, iteration, singularity, or speed problems. In this dissertation a geometric model 

with LSM (least squares method) is designed which identical to the model-based form on 

kinematics calibration. Moreover, this method has no singularity problem because it 

builds up the model based on the geometric model not the DH model of the robot. 

Additionally, it is suitable for redundant robots. 

2.3 Collision 

It is likely that a robot will collide with known and unknown obstacles. The research on 

collision mainly focuses on two aspects: obstacle avoidance and collision detection. The 

former uses sensor information or geometric information to plan the safe trajectory of 

robots. The other senses the collision immediately the robot has a slight collision with an 

obstacle. 

2.3.1 Discussion Obstacle Avoidance 

The study of obstacle avoidance dates back to early robot research. It can be divided into 

two parts which are single step planning and multi-step planning. 

Single step planning has two branches which are heuristic methods and physical analogies. 

The heuristic method uses autologous sensor signals to help the robot motion avoid an 

obstacle. Vladimir (Lumelsky and Stepanov, 1987) designed a tactile sensor to perceive 

surroundings. Masafumi (Uchida and Ide, 1995) used computer graphics and vector 

analysis to perceive obstacles. Gouzenes (Gouzenes, 1984) came up with an intrinsic tree 

structure to analyze the atmosphere. Single step planning is a simple way which is widely 

used in logistics robots, service robots, military robots and so on (Zhang et al., 2019a; 

Khan et al., 2019; Yang et al., 2016a; BenAri and Mondada, 2018; Budakova et al., 2019). 
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 Physical analogies simulate various physical theories to aid the safe motion of a robot, 

for instance, potential field methods (Khatib, 1985; Krogh and Thorpe, 1986; Borenstein 

and Koren, 1989), virtual diffusion (Azarm and Schmidt, 1994) and circulatory fields 

(Singh et al., 1996). 

Multi step planning aims to plan the steps of the robot towards the determined aims of the 

task, for example, a robot completing an inspection task. The most popular method is to 

use a vector field histogram (Borenstein and Koren, 1991) which detects a safe distance 

with a sensor and uses differential information to drive the robot. There are also other 

methods such as the obstacle restriction method (Minguez, 2005), hierarchical 

architecture (Feiten et al., 1994) and so on (Fox et al., 1997; Shiller, 1998; Simmons, 

1996; Wang et al., 2017a). 

The MPD adopts a multi-step planning method which uses fixed geometric boundaries, 

and a CFETR model, to avoid obstacles. When the MPD moves in the CFETR, the next 

several steps can be predicted by forward kinematics. Figure 2.3, there are 4 collision 

cases. Rows 1 and 2, rows 3 and 4 show the collision in the main body and cask of the 

CFETR respectively. By rendering the section plane, there could be some difference in 

column a and d. In cases 2 and 4 (row 2 and 4), it is obvious that the MPD collides with 

the fusion device. Based on the computer graphics method, the collision can be detected 

more effectively than by solving nonlinear geometric equations.  
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Figure 2.3: The section plane of collision 
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2.3.2 Discussion Collision Detection 

With the development of the robot, the need for collaboration between human beings and 

robots is necessary. This requires that the robot can stop immediately when it feels some 

obstacle so that the safety of human beings or device can be ensured. The Haddain 

(Haddadin et al., 2017) came up a collision event pipeline with seven steps as shown in 

Figure 2.4.  

 

Figure 2.4: The collision event pipeline (Haddadin et al., 2017). 

 

In industrial robots, there are five main ways to detect collisions. 

• The current loop: calculating the generalized force and comparing it with the 

current message to detect a collision, e.g., the Yumi robot; 

• The flexible joint: using torque sensors and encoders to estimate the generalized 

force to detect a collision, e.g., the iiwa robot; 

• The dual encoder: designing an algorithm based on a model of the encoder and 

harmonic reducer information to detect a collision, e.g., the UR robot; 

• The electric skin: using a skin sensor to detect collision; 

• The base torque sensor: designing a perceptron to detect collision based on a 

base sensor instead of a joint torque sensor, e.g., the Fanuc robot. 

 

Collision detection can be interpreted as a binary problem. An intelligent algorithm has 

obvious advantages in classification problems. When a robot collides, its instinct signals 

will be changed, such as its position, velocity and current information. However, as for a 

six-dof robot, the dimension of the data is 18 (six joint with its own parameters: position, 

velocity, acceleration or current), which is difficult to analyze. Based on this case, a 

design for a hybrid collision detection machine is shown in Figure 2.5. In this hybrid 

collision detection algorithm, PCA (Primary Component Analysis), a classical dimension 
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reduction method can preprocess the data of the robot to reveal its features to simplify the 

identification of the collision. 

 

 
Figure 2.5: The hybrid collision detection machine. 

 

The classifier aims to calculate the separating plane to distinguish a collision in Figure 

2.6. The input space and output space are χ ⊆ ℛ𝑘  and Y = {𝑦1 = +1, 𝑦2 =
−1}respectively (+1 means safe and -1 means collision) where k is the number of data 

features. The input vector x ∈ χ  denotes a sample which can be classified by the 

perceptron. The hyperplane ω𝑇 ∙ x +  b =  0 is a separating hyperplane that can classify 

the high dimension space into 2 parts: collision space and safe space. The ω and b are 

weights and intercept respectively. Figure 2.6 shows a physical model in 2 dimensions of 

the perceptron. The weight vector ω which is also a normal vector of the hyperplane can 

form a border between the collision space and safe space. The norm of 
𝑏

|ω |
 shows the 

Euclidean distance between the origin and the hyperplane. The size of the weight vector 

ω and input vector x are both k dimensions. In the perceptron, a weight vector ω may not 

be unique because there might be many separating hyperplanes. However, uncertainty 

usually of the weight vector ω will not influence the accuracy if the data is separable. The 

weight vector ω can be trained by the machine learning algorithm. 
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Figure 2.6: The separating plane for detecting a collision. 

2.3.3 Discussion 

There are two aspects of this research: obstacle avoidance and collision detection. The 

MPD has a fixed restriction which is the MPD’s workspace, and the vacuum of the 

CFETR. The MPD adopts an offline simulation to plan the robot’s movements, and the 

trajectory can be calculated in advance. Based on the geometric restrictions, the candidate 

solution can be filtered to optimize a flexible solution further by using computer graphics. 

For the end effector, it is likely to collide with a divertor in the CFETR. Considering the 

safety of the fusion devices and robots, a collision detection algorithm should be designed. 

A hybrid perceptron is a model-free method based on the current, speed and position loop. 

Training the data, a perceptron can be determined to identify a collision to ensure the 

safety of the robot. 
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2.4 Deformation Compensation 

Previous researches has focused on increasing the position accuracy by kinematic 

calibration and modelling the manipulator, which is not enough for increasing the 

accuracy in some complex processes such as milling, welding and so on because of rigid 

model hypothesis of the robot. Many parts in the robot can induce an incorrect position 

and orientation, for example, torsion of the motor axes, friction, torsion and backlash in 

the gears, elasticity of the links, especially for a redundant, long, heavy but flexible robot. 

It is necessary to develop some algorithms to compensate for the motion accuracy for 

high precision maintenance such as welding, assembling and grasping. There are lots of 

hypothesis concerning deformation models, such as the spring model, stiffness model, 

neural network model and so on. There is a universal classification of deformation 

compensation which is model-based deformation compensation and sensor-based 

(Schneider et al., 2014). 

2.4.1 Model-Based Deformation Compensation 

Model-based compensation uses a model to predict the robot deformation, and then mod- 

ifies the robot position reference accordingly. Feroen (De Backer and Bolmsjo, 2014) 

regarded that the external forces/payload would influence the position accuracy of the 

robot. He designed a spring model between the external force/moment and joint deviation, 

building a deflection model in the controller to reduce the motion error for robotic friction 

stir welding. Ulrich Schneider (Schneider et al., 2014) created a stiffness model to relate 

the compliant displacement of the end effector and external wrench of the robot. By 

minimizing the error of wrench force and calculating force with the stiffness model, 

stiffness coefficients can be calibrated, which are applied to the robot controller.  Wang  

(Wang et al., 2009) also designed a stiffness model to reduce its error of deformation. All 

in all, the model-based method mainly adopts an open loop mode to compensate for the 

error of deformation (Sun et al., 2019). 

Fusion robots are redundant, long, heavy but flexible because of their huge maintenance 

working space. For example, the EAMA robot is 7-dof fusion robot which is 10 m in 

length. It is designed with a cable joint structure and titanium alloy mechanism to reduce 

the weight of the robot. However, joint flexibility, imperfect assembly and other errors 

can influence the accuracy of the robot’s positioning. The deformation of fusion robots is 

nonlinear so that the linear model cannot predict the sag effectively. RNN is an intelligent 

model which has a memory function to predict coupled nonlinear problems. It has 3 main 

layers: an input layer, a hidden layer and an output layer. In the hidden layer, every neuron 

has a recurrent function or memory function which connect its own input and output. 
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Figure 2.7: A diagram of the RNN model. 

2.4.2 Sensor-Based Deformation Compensation 

The sensor-based methods measure the deformation inducing position error in either the 

joint space or the Cartesian space and then adjust the position reference accordingly, 

which needs more hardware and data processing. Xu (Xu et al., 1997) used three position 

sensitive detectors (PSD) at the other end of the link to build a laser-optical sensing 

system, which was proposed for the measurement of the deflections of each individual 

flexible link. The positioning inaccuracies of the robot can be measured with a sensor 

based deflection model and finally compensated for in real time by adjusting joint 

variables. Li (Li et al., 2018) used dual quaternion algebra to create a stiffness model and 

calibrate the related parameters by using a torque sensor and laser tracker. A sensor-based 

method is more precise because of using a more accurate device to detect or calibrate 

parameters. 

2.4.3 Discussion 

Deflection compensation is important because the accuracy of the robot influences the 

quality of remote handling. However, deformation is always a nonlinear problem 

although some of researchers use a spring model, which is a linear model to improve 

accuracy. The RNN (recurrent neural network), a nonlinear optimization, has some 
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recurrent functions which can memorize the previous deformation, which would be 

suitable for a cable structure model such as EAMA. An open-loop controller designed 

using the RNN can improve the accuracy of the robot for monitor tasks. 
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3 Publication Summary and Discussion 

3.1 Redundant Robot Kinematics (RP1) 

The redundant robot’s kinematics is a hot topic in research because its kinematics re- 

quire is a high dimension and nonlinear formula. For a redundant robot, this is usually 

divided into multiple parts, and kinematics problems are solved in each subpart 

respectively. In Publication I, the MPD is divided into two parts to reduce the complexity 

of the robot kinematics. For each subpart, the geometric restriction and kinematics 

accuracy are coupled with each other. A middle joint is chosen whose position is a 

stochastic point obeying geometric requirements, which is also break joint for dividing 

the robot into sub parts. An analytical method is a common way to solve some robot 

kinematics. While the joint’s configuration does not follow a special structure, this 

method is difficult to be deduced especially for redundant robots. So it is more suitable 

to choose a numerical method to solve redundant robot kinematics. However, a redundant 

robot’s kinematics is a high dimension nonlinear problem. In the dimension reduction of 

a high-order system is important to accelerate the solving procedure. A multi-part analysis 

is a simple and efficient method to reduce data dimensions. Each part’s kinematics is also 

a complex nonlinear formula, and the ACO algorithm is applied to solve it. The solution 

plane is a convex plane that has a countable or countless local maxima and minima. It is 

easier for the ACO to escape from a local maximum or minimum. In order to improve the 

algorithm’s accuracy, a filter mechanism is designed, which is a different level accuracy 

target in every cost function and is named dynamic accuracy. The accuracy target is 

promoted with each generation of the solved flexible solution space in every iteration. 

Additionally , the new candidates who have the same accuracy as the solved flexible 

solution. This procedure is inspired by the theory of evolution which simulates the 

competition mechanism to optimize the solution. However, robot collision should be 

checked in complex surroundings further. Graphic gray-scale information which shows 

the section plane’s relation between the MPD and the CFETR can be used to check for 

collisions. 100 groups have be evaluated and the maximum position and orientation error 

is 0.6381mm and 0.1071deg. The detailed results and procedures are illustrated in 

Publication I. Calculating the redundant robot’s kinematics in complex surroundings 

using dynamic accuracy ant colony optimization (DAACO) is an effective method for 

nonlinear redundant kinematics. 

 

However, this algorithm is a time-consuming method because it uses graphic gray-scale 

information to check for collisions. The check time is related to the number of section 

plane figures. Although this computer graphics method avoids building up the complex 

geometric boundary formula of the CFETR, the collision figures should be rendered by a 

computer, which needs some time to generate the collision render graphs. These short- 

comings could be solved in the future when the GPU performance improves. However, it 

will not influence the MPD’s motion because fusion robot remote handling uses an offline 
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method, which can simulate the robot in advance to ensure the safety of the CFETR and 

robots. 

3.2 Calibration of Kinematic Parameters (RP2) 

The kinematic parameters influence the accuracy of rigid robot kinematics, which is a hot 

topic in robot kinematics research. However, some strange robot structure or redundant 

robots are hard to calibrate because of its high dimensionality and nonlinearity which are 

discussed in Chapter 2’s related work, for example, the gradient descent local minimum. 

The geometric model in Publication II for calibrating robots is a universal method for 

all robots. It presents a specific trajectory for the robot’s motion to avoid singularity of 

robot structure. The modelling procedure together with LSM ensures unique and optimal 

calibration results, and the accuracy has big advantages compared to other methods. The 

maximum position error is 0.00056048mm which is higher than the universal industrial 

robot, for example, UR robot’s 0.005mm, which is an ultra-lightweight, compact 

collaborative industrial robot, ideal for table-top applications by Denmark Universal 

Robots company. Finally, the unique geometric model reduces the iteration procedures 

so that the calculation speed is higher. 

The shortcoming of this algorithm is that some simple structural robots do not need too 

many points to calibrate the kinematic parameters. The specific trajectory of the 

geometric method always needs enough points to calibrate the model which is five to ten 

measuring points for each joint, for example, 20 points for a four-DOF robot at least. The 

reason for this is some points can fit some geometric features better. For example, the 

more points in a quasi-circle curve to fit a circle, the more precisely the model will be 

constructed 

3.3 Hybrid Perceptron of Collision Detection (RP3) 

Collision detection always takes advantages of the dynamic model. As we know, a 

dynamic model of a robot can be built by the Newton-Euler or Lagrange method, which 

is a complex and model-based method. A dynamic model is a nonlinear model that can 

be replaced equivalently by another nonlinear modelling method such as machine 

learning. The collision problem can be defined as a binary classification problem, and 

machine learning would have big advantages in this kind of problem. However, the 

information needed for robotics is huge, for example, the 7-DOF robot has 21 items 

(current, velocity, and position for each of joint). Such high dimension data is difficult to 

analyse. A PCA method can be adopted to achieve the dimension reduction. Combined 

with supervised machine learning, a hybrid perceptron for collision detection can be 

designed. The results show its effectiveness and flexibility, and 98% of collisions can be 

detected successfully. 

Nevertheless, there are some shortcoming of this perceptron which are also a weakness 

of machine learning. First of all, a great amount of data would be needed to train the 
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model. Secondly, although many experiments would be done, there is still some 

probability that classifications could occur. In the future, another collision detection 

perceptron based on different mechanisms should be designed to enhance the collision 

safety. 

3.4 Deflection Compensation for Long Beam Redundant Robots (RP4) 

The structure, backlash in the gears and elasticity of the links lead to flexibility of the 

robot, which influence the accuracy of the motion. This paper studied a recurrent neural 

network model according to the robot deformation features which is the current state 

deformation influenced by the previous states. This mechanism acts similarly to a 

memory function. The recurrent neural network has big advantages in memory and 

nonlinear problems because it has recurrent neurons in its networks. This algorithm 

improves the accuracy greatly and the maximum position error is 0.8mm compared to the 

previous 6mm. The behaviour of this algorithm is suitable for monitoring maintenance 

tasks for fusion reactors. 

Nevertheless, the EAMA robot is only used to monitor device because of its low accuracy 

when compared with the industrial robots. This RNN model is an open-loop method 

which reduces the sag but does not eliminating the error caused by flexibility. Because it 

is not an industrial class application, this method cannot be used for some delicate 

maintenance directly. 
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4 Publication Summary and Discussion 

4.1 Conclusions 

This dissertation focuses on the kinematic accuracy, kinematics planning and safety for 

robots used in fusion reactors. Publication I to Publication IV introduce the redundant 

robot kinematics, the kinematic parameters calibration, the collision detection and 

avoidance algorithms, and deformation compensation, which are the fundamentals of the 

research for robots used in fusion reactors.. Through the study of remote handling in a 

fusion reactor, problems were revealed in maintenance work. The dissertation 

summarizes the research problems which are listed in Chapter 1 and aims to model 

nonlinear problems affecting fusion robots by means of a diverse intelligent algorithm to 

solve these problems. Through delicate investigation of related work in Chapter 2, novel 

and suitable methods were studied. The results demonstrate advantages both in accuracy, 

solving speed, and the complexity of the algorithms in each publication. Finally, the 

critical comments of the features of the methods were discussed in detail in Chapter 3. 

All in all, there are four algorithms which were used to solve nonlinear problems com- 

mon to fusion robots: the dynamic accuracy ant colony optimization in a redundant 

robot’s kinematics (Publication I), the geometric method for calibrating the parameters 

of the robot (Publication II), the hybrid collision detection perceptron of the robot 

(Publication III) and a recurrent neural network for the robot’s deformation 

compensation (Publication IV). 

4.1.1 Dynamic Accuracy Ant Colony Optimization in a Redundant Robot 

Kinematics 

This algorithm systematically investigates a kinematic algorithm for a robot with multiple 

degrees of freedom with fixed constraints, by improving the original ant colony algorithm, 

combining the concept of dynamic accuracy and gray-scale value information to guaran- 

tee the safety and validity of the robot solution, and finally performing a simulation to 

verify its main advantages as follows: 

• The concept of dynamic accuracy is innovatively proposed to solve the 

nonlinear kinematic problems of multi-degree-of-freedom robots by 

improving the existing ant colony algorithm, and the accuracy and the speed 

of the solution are improved. 

• For the robot kinematics problem with fixed constraints, a computer 

graphics-based collision detection algorithm is proposed to avoid solving 

complex geometric equations for robot-environment interference and to 

improve the speed of redundant solution screening for robot inverse 

kinematics. 
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The DAACO algorithm is a general robot kinematics algorithm for fixed constraint 

environments with complex robot configurations. 

4.1.2 Geometric Method for Calibrating the Parameters of the Robot 

In this section, a geometric feature-based kinematic parameter calibration algorithm is 

investigated by fitting a normal plane, a circle and a common normal feature, and using 

these features to assist in building a robot DH model and solving robot-related kinematic 

parameters. The algorithm was tested by building a calibration platform for a light-weight 

robot, Ruban. The maximum position error was 5.604842e−4, which verifies the high 

accuracy and effectiveness of the algorithm. The geometric feature-based kinematic 

parameter calibration algorithm has the following main advantages: 

• Based on the robot motion trajectory, the algorithm combines the least 

squares method and the 3σ rule to ensure the optimality of the algorithm. 

• Compared with some intelligent algorithms, such as PSO and NN, this 

algorithm does not need to set initial values, does not have the problem of 

sensitivity to initial values, does not have a systematic error in the 

algorithm, and does not need to iterate, the algorithm space complexity is 

low, and the solution speed is fast. 

The geometric feature-based kinematic parameter calibration algorithm is a general 

algorithm for robot kinematic parameter calibration, which is suitable for robots with a 

high degree of stiffness. 

4.1.3 Hybrid Collision Detection Perceptron of the Robot 

In this section, a hybrid perceptron is proposed to sense robot collisions without 

establishing complex dynamics equations by means of PCA downscaling and perceptron 

algorithms. Its main advantages are as follows: 

• By downscaling the PCA data, the data features related to the robot 

dynamics are enlarged to make the difference between robot collision and 

safety data relatively obvious, which helps the perceptron to classify the 

collision; 

• Using logistic regression to analyze the problem, different optimizers such 

as Adam, SGD, and Adagrad, are designed with different combinations of 

learning rates to form 12 different hybrid collision perceptron to predict 

collisions without establishing complex dynamics equations, with prediction 

accuracy of 98.80%. 
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The PCA collision perceptron is a supervised learning algorithm based on data analysis 

that can predict robot collisions more accurately and help robots operate safely. 

4.1.4 Recurrent Neural Network for the Robot’s Deformation Compensation 

This dissertation studies a recurrent neural network model for a fusion robot’s 

deformation compensation. In a mechanics performance experiment, the relationship 

between the different loads and corresponding deformation of the end effector was 

measured. The RNN model instead of linear model was used to fit this procedure. 

• A recurrent neural network has a “memory” function, which can well 

perceive the cumulative impact of the previous error on the current error. 

• It is a nonlinear problem that the deformation of the robot varies with its 

mechanical properties. Compared with the linear fitting model, the recursive 

neural network model has higher accuracy, with a final accuracy of 

4.96596mm. 

RNN is a nonlinear intelligent algorithm with a simple model and high prediction 

accuracy for robot deformation compensation, which is especially suitable for flexible 

static deformation. 

4.2 Future Work 

The future work of this research will mainly concentrate on the following aspects: 

Firstly, RP1 and RP3 have only been tested by the simulation individually. These two 

research problems are coupled to the MPD system motion safety. A coupled test with two 

algorithms should be simulated together. 

Secondly, in RP3, the model is trained by the joint force information. In actual application, 

the current message not force would be used to train the hybrid perceptron. In actual 

perceptron training, the algorithm system parameters should be modified according to the 

actual physical model. 

Thirdly, a universal fusion robot algorithm architecture has not been built yet. For 

example, the open motion planning library (OMPL) is a universal motion planning library. 

In the future, the universal algorithm API which is suitable for future fusion robot should 

be normalized so that it can accelerate the remote handling research in fusion applications. 

The standardization of plug-ins is a key point of this research. 

Finally, in RP2, the geometric model should be built by manual operation. As we knew, 

the urdf file is a universal robot description file that includes lots of joint, 

transformation, and mechanic features. This information can be read by the computer 

automatically so that the mathematical geometric model can be built immediately. 
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While a mathematical geometric model is done, the designed trajectory of the robot is 

generated, and the calibration work will be committed automatically. The calibration 

parameters will replace the nominal parameters so that the accuracy of the robot would 

be promoted directly to ensure the effective robot mission.
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A B S T R A C T

The Chinese Fusion Engineering Testing Reactor (CFETR) is a superconducting Tokamak device that needs
delicate maintenance. The Multi-Purpose Deployer (MPD), a redundant and heavy robot for remote handling
(RH), is used to repair and monitor the device. For a redundant robot doing maintenance in complicated sur-
roundings, the accurate and efficient Inverse Kinematics (IK) calculating is necessary for the motion control. In
this paper, a new method that uses a Dynamic Accuracy Ant Colony Optimization (DAACO) solving redundant IK
of MPD is developed. The result shows that this method has an excellent performance in kinematics to control
the MPD to complete the RH task in future fusion engineering construction.

1. Introduction

The Chinese Fusion Engineering Testing Reactor (CFETR) is a su-
perconducting Tokamak device [1] shown in Fig. 1. The vacuum vessel,
a container of the fusion reaction, which would possibly be damaged
during experiments by high-temperature baking or radiation, should be
maintained at halt mode by RH systems [2,3]. Thus, a nine-degrees of
freedom (DOF)long and heavy robot, equipping with a lightweight end
effector, has been developed to commit the complex maintenance tasks
inside of the complicated structure of CFETR [4]. Meanwhile, the mo-
tion trajectory of MPD should be planned very precisely and its kine-
matics must satisfy geometric and collision-free constraints [5].

The MPD is a redundant robot that has complicated mechanic
structure, eight rotation joints and one prismatic joint shown in Fig. 2.
The prismatic track is supported by a cask to store, transports the device
and offers a linear motion. The redundant kinematics problems have
been widely studied in the word [6], which are important to control the
redundant robot especially in fusion applications.

There are two main methods to solve redundant inverse kinematics
problems, which are the analytic method and numerical method. The
former one calculates the joint’s analytic equations. By contrast, the
second one mainly solves the inverse kinematics solution of joints by
iterations. The analytic method studies the equations of the

transformation matrix of joints [7]. And a method that analyzes the
geometric model of a robot to calculate analytic equations is introduced
in the reference [8]. The other methods are studied by Liegeois [9] and
Klein [10], those methods are categorized into the Jacobian matrix
method [11]. Klein is the earliest researcher, who studies IK of re-
dundant robots. However, the Jacobian method has some singularity
problems. Yoshihiko developed an IK method with singularity robust-
ness in 1986 [12]. He modified the SR-inverse Jacobian matrix to re-
duce singularity. With the increased computational power, many in-
telligent algorithms have developed, and various numerical methods
are developed in actual applications. With the intelligent algorithms,
complicated formulas of a robot can be easily solved. Many techniques
focus on evolutionary approaches [13–15]. Patrick Beeson [15] created
an IK library with generic algorithms that imitate the genetic theory of
creatures to search optimization solutions. Ahmed R. J. Almusawi came
up with an artificial neural network (ANN) to solve the IK. However,
the process of training network is time-consuming and difficult [16].
The particle swarm optimization (PSO) is also a good way to solve a
nonlinear optimization problem [17,18]. However, The PSO’s model is
quite complicated. These intelligent methods regard the IK problem as
an optimization problem. As we knew, the ant colony optimization
(ACO) has good advantages in an optimization problem especially for
solving nonlinear equations. So a metabolic ant colony optimization,
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which is called DAACO, is studied in this paper. It is a more accurate
method comparing to the ACO.

In this paper, Section 1 introduces some background and the related
work about the MPD. The mathematics model of MPD with the standard
Denavit–Hartenberg (DH) method and reconstruction model of the
CFETR have been studied in Section 2. Section 3 lays emphasis on
dynamic accuracy ant colony optimization. In Section 4, the procedure
of the MPD’s IK is introduced in detail, such as forward kinematics,
inverse kinematics and collision. The results and conclusions are shown
in Section 5.

2. Kinematic modeling of robot MPD and CFETR

2.1. Mathematic model of robot MPD

The fundamental analysis of a robot is building up coordinate sys-
tems by the Denavit–Hartenberg (DH) convention and find the DH
parameters [19]. There are 2 branches：the standard DH method and
the modified DH method. The difference between them is the sequence
defining α, a, d, and θ, which are the DH parameters of a robot. Using
the standard DH method, the coordination of MPD can be established in
Fig. 3, and its DH parameters are listed in Table 1. Accordingly, a re-
lationship in adjacent coordinates (coordinate i bonded to joint i and
coordination i-1 bonded to joint i-1) can be given by a homogenous
transformation matrix Ai

=
⎡
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⎢
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−
−

⎤

⎦

⎥
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θ θ α θ α a θ
θ θ α θ α a θ

α α d
A

cos sin cos sin sin cos
sin cos cos cos sin sin

0 sin cos
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i i i i i i i

i i i
i

(1)

where θi, −ai 1, di, and −αi 1 are link parameters of joint i.

2.2. Geometric model of CFETR

The CFETR’s geometric model can be rebuilt by the point cloud.
This point cloud would be measured by a laser device (Leica Absolute
Tracker AT960 and FARO Laser Scan Arm), and a measuring method is
introduced by Haibiao Ji [20]. In his study, the 3D model’s point cloud
is replaced by the measuring for the simulation. Hundreds of points on
the CFETR’s section plane were measured to fitting curves of a blanket.
There is a transformation TCFETR

MPD between CFETR’s and MPD’s origin as

shown in Eq. 2. The model of CFETR is shown in Fig. 4. Fig. 4a shows a
relation between the CFETR and the MPD in top view. Points P1 and P2

represent two typical points in the main body of the CFETR and in the
tunnel respectively. At the same time, Fig. 4a, 4c and 4d show the
geometric positions of P1 and P2 in the top view and sectional view re-
spectively. Eqs. 3 and 4 show the relation by analyzing the geometric
features of them. By using CFETR’s 3D model, a mathematical 3D model
has been built up with the help of MATLAB’s robotic tools in Fig. 4b.
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where dCM is the distance between the CFETR’s origin and the MPD’s
origin.
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3. Dynamic accuracy ant colony optimization (DAACO)

There are some methods about the inverse kinematics of the re-
dundant robot. Compared to the PSO algorithm, the ACO is more effi-
cient in global optimization. Moreover, the ACO algorithm is a sto-
chastic searching procedure as same as and rapidly exploring random
tree (RTT). However, the former one has lower space complexity. To
improve its performance, the dynamic accuracy is introduced com-
paring to the fixed accuracy of traditional ACO in Section 3.2. The
central component of ACO is the pheromone model, which is used to
probabilistically sample the search space [21].

3.1. Introduction to ACO

The ACO is a system that has lots of choices of solution components
ci

j in solution space S , which simulate ants searching for optimal so-
lutions. This process is designed with mathematic parameters such as
pheromone trail parameter, transition probabilities and so on.
Pheromone trail parameters reflect an ant emitting some pheromone in
trail to tell its fellows to come along this route for treasure. And tran-
sition probabilities indicate whether its fellows can receive his mes-
sages. The pheromone trail parameter τi

j, which is corresponding to ci
j

and transition probabilities cp( | )i
j ps , can be represented as follow:

∑⟵ − ⋅ + ∀ ∈
∈

τ ρ τ Δτ c(1 ) , , ℜ( )i
j

i
j

c i
j

k
l p

ℜ( )k
l p s

s (5)

where ρ is an evaporation rate, ci
j is the choice of a solution component,

ps is a partial solution, ( )pR s is a feasible solution component set.

=
∙

∑ ∙
∀ ∈

∈

c
τ η c

τ η c
cp( | )

[ ] [ ( )]
[ ] [ ( )]

, ( )i
j p i

j α
i
j β

c k
l α

k
l β i

j p

( )k
l p

s R s
R s (6)

where α is the relative importance of pheromone value >α( 0). β is the
relative importance of heuristic information >β( 0). η is heuristic in-
formation that assigns to each valid solution component possibly de-
pending on the current step.

Fig. 1. Whole view of MPD together with CFETR.

Fig. 2. 3D model of MPD.
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3.2. DAACO of MPD’s IK

The IK problem can be regarded as a case that is solving some
nonlinear equations as Eq.7 [22]. And the solutions of =F X( ) 0 is
equal to find the solutions of a cost function =G X( ) 0. The G X( ) can be
written as shown in Eq. 8.

=
⎧

⎨
⎪

⎩⎪
…F X

f X
f X

f X

( )

( )
( )

( )n

1

2

(7)

where X is a vector of variables, fi is a nonlinear function position or
orientation restriction condition.

∑= − ⋅
=

G X λ f( )
i

n

i i
1

2

(8)

where λi is an arbitrary real positive number.
In the MPD’s IK, the ci

j can be regarded as a possible solution Xi of
IK and the G X( ) represents an index of result. Moreover, Heuristic in-
formation can be designed as shown in Eq. 9.

=η
G X

1
( ) (9)

The DAACO has a dynamic accuracy that is changeable together
with iteration index (II ). When II approaches the iteration number
(IN ), the dynamic accuracy would be closer to the desired algorithm
accuracy. This dynamic accuracy algorithm would search in solution

space more precisely, and won’t trap into a local minimum.

4. Kinematics of MPD

4.1. Forward kinematics

The kinematics of a robot is the foundation for robot control.
According to the DH method, the homogeneous matrix Tji represents the
relation of jth joint to ith joint, which can be also denoted as a matrix Ai.
The forward kinematics of MPD can be easily calculated from Eq. 10.

= = +T A s t j i. . 1j
i j (10)

= ∙ ∙∙∙∙∙∙∙ ∙ ∙A A A A AT0
11 1 2 9 10 11 (11)

There is a position restriction of cask for 1st, 2nd and 3rd joint in
Table 3. And these cases map different geometric situations shown in
Fig. 5a, 5b and 5c respectively. In Case 1 (Fig. 5a), a prismatic joint
restriction of the cask leads to a result that joint 2 and joint 3 cannot
have any rotation. When the 1st joint goes forward and the 3rd joint goes
into the vacuum vessel completely, the 3rd joint can rotate without any
restriction in Case 2 (Fig. 5b). And in Case 3 (Fig. 5c), there is no
geometric restriction on the 2nd and 3rd joint, and both joints can move
in the workspace freely.

Thus, the MPD is a redundant robot that can ‘freely’ position and
orient an object in the Cartesian workspace [23]. Some DOF restric-
tions, such as self-collision free and surrounding collision-free, should
be considered so that solutions can be reasonable. To simplify the
model, a novel method, which is dividing the whole arm into two parts,
analyzes the MPD’s inverse kinematics (Fig. 7).

4.2. Inverse kinematics

The redundant inverse kinematics model is a nonlinear, and it’s hard
to calculate the analytic equations. There are lots of methods to find the
solution, such as the Newton algorithm (NA), Muller algorithm (MA),
Levenberg-Marquardt algorithm (LMA), rapid-exploring random trees
(RRT) and so on. The NA algorithm adopts a differential method to
calculate solutions with the shortcoming of local minimum, i.e., pos-
sibly it cannot find a solution when the step size is not small enough
[24]. The MA is less efficient in solving multivariable of nonlinear
equations [25]. The LMA is a good method for solving nonlinear
equations, but it depends on the initial searching points. Generally, an
IK problem is always a hyperplane problem and hard to guess the initial

Fig. 3. DH coordinate system established for MPD.

Table 1
DH parameters of MPD.

Index α (deg) a(mm) θ(deg) d(mm) Range from initial
value

Initial value
of joint

1 −90 0 0 0 None None
2 90 0 0 d1 [−1965,4455] 0
3 0 1750 θ2 0 [90,270] 90
4 90 0 θ3 0 [−90,90] 90
5 90 0 θ4 1965 [−90,270] 90
6 90 0 θ5 0 [0,180] 180
7 90 0 θ6 2000 [0,360] 180
8 90 0 θ7 0 [90,270] 180
9 90 0 θ8 1600 [0,360] 180
10 90 0 θ9 0 [90,270] 180
11 0 0 0 435 None None
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value [26]. The RRT is a time-consuming method. When the interval of
exploring is not small enough, it would miss some solutions [27,28].
According to these investigations, this paper uses an ACO method,
which can search global optimum and has faster solving speed in the
calculation. The specific procedure of the ACO of IK will be introduced
in the next section.

This paper adopts a geometric & algebra method to analyze this
problem. According to the MPD structure, the whole robot is divided
intotwo parts: the first part from joint 0 to joint 7, and the rest joints as
the second part, such that the kinematics solutions for the joints in each
part can be calculated easily. Meanwhile, there is a good geometric
feature that the origin of coordination 6 and coordination 7 is coin-
cident as shown in Fig. 3. The forward kinematic relationship in the two
parts is listed in Eq. 12.

⎧

⎨

⎪
⎪

⎩

⎪
⎪

= ∙
= ∙

= ∙ ∙ ∙
= ∙ ∙ ∙ ∙ ∙ ∙

= ∙ ∙ ∙ ∙ ∙

T T T
T T T

T T T T T
T T T T T T T T

T T T T T T T
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(12)

An iteration procedure is in Fig. 6. Through setting different target
matrices for two parts, the DAACO, which is an intelligent ant colony
optimization algorithm, is applied to analyze each part respectively.

After calculating the results of joints, the collision check algorithm is
committed to ensure collision-free. When every requirement of IK is
met, the output solutions are achieved.

The target matrix TEND includes the target orientation matrix REND
and the target position vector PEND which are the input of the flowchart
of MPD’s inverse kinematics.

= ⎡
⎣

⎤
⎦

T R P
0 1END
END END

(13)

where REND is X Y Z[ ]END END END and PEND is
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

p
p
p

x

y

z

.

To demand the geometric restriction of the algorithm, a point P7 is
generated in the inner space of CFETR randomly, and the y-axis of
position P y7, should be smaller than the target position py in the y-axis
direction.

The transformation from coordination 0 to coordination 7 can be
deduced as Eq. 14 and 15 shown.

= ⎡
⎣⎢

⎤
⎦⎥

R PT
0 1

0
7

0
7

0
7

(14)

where R0
7 is the rotation matrix between coordination B to coordination

7. P0
7 is the position vector between coordination B to coordination 7.
Furthermore, the position of P7 is only related to joints 1–5

Fig. 4. Mathematic model of the CFETR.
a: relationship between the CFETR and the MPD in top view, b: 3D reconstruction of the CFETR by mathematical modeling, c: main body sectional view of the CFETR,
d: tunnel’s (cask’s) sectional view of the CFETR.
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according to Eq. 15. Eq. 15a is the universal position matrix.
Substituting Table 1 into Eqs. 15a, 15b, 15c and 15d are deduced which
represent case 1, case 2 and case 3 respectively.

=
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⎣

⎢
⎢

− + +
+ − + +

⎤

⎦

⎥
⎥

P
c c s s c s c

s c s c c c s d
s s
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2000

0
7

23 4 5 23 5 23 2

23 4 5 23 5 23 2 1

4 5 (15a)
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− + +
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Combining Eq. 15 and Eq. 12, the DAACO can find the IK solution
for joint 1–5. The next step is to calculate the rest of the joints.
According to the DH method, the T6

11 can be represented by Eq. 16. The
algorithm of DAACO for inverse kinematics is shown in Table 2.

= ⋅−T T T6
11

0
6

1 0
11 (16)

At the same time, T6
11 can also be represented in the forward kine-

matics mode as Eq. 17, and it is a cost function of joint 6-9. Combining
Eq. 12, 15, and 16, the DAACO can find the rest of the joints.

= ⎡
⎣⎢

⎤
⎦⎥

R PT
0 1

6
11

6
11

6
11

(17)

Because of the geometric restriction of the CFETR and the MPD, the
solution for some desired orientations and positions are not always
existed. In the workspace of the CFETR, some points’ positions can be
determined independently. Thus, lots of end effectors of MPD are de-
signed for completing high accuracy maintenance furtherly.

4.3. Collision check with surroundings

A collision check is necessary for obtaining a reasonable solution.
Every segment of the MPD can be enveloped with a cylinder. The ro-
bot’s collision problem can be regarded as a cylinder collision problem.
However, the CFETR has a complicated geometric model and there is no
hook face to fit its inner 3D surface with an explicit formula. Due to this
reason, a collision check can be transferred into a 2D problem that is
circle collision checking with a section plane, and the circle is the
section plane of the MPD. Computer graphics would be very useful for
solving this problem. Every picture of a section plane can be transferred
into a greyscale image. For better understanding and reading, colorful
pictures are shown in this paper instead of greyscale images. However,
the greyscale images are used in the calculation for the DAACO. In
Fig. 8 ath column shows an initial state of the sectional view. After
rendering, in bth column the light blue one also shows an initial state of
sectional view for a better view. Because of the picture’s scale’s pro-
blem, the dark blue circle looks like an oval which represents MPD’s
section plane in cth column. After rendering the CFETR’s section again,
dth column can be obtained to represent the collision state. The differ-
ence between ath and dth column in gray-scale type is then used for the
collision check. When the difference matrix of grayscale images has
been solved, the Boolean matrix corresponding to the difference matrix
can be obtained. A threshold value can be decided according to the
rendering gray value. The rows 1, 2, 3 and 4 represent four states: the
MPD colliding free with the main body of the CFETR, the MPD colliding
with the main body of the CFETR, the MPD colliding free with the
tunnel of the CFETR, and the MPD colliding with the tunnel of the
CFETR respectively.

4.4. Self-collision of MPD

When all joint values have been gained, the self-collision checking
algorithm will be appliedThe radius of the enveloped cylinder which is
mentioned in Section 4.3 will be used for checking. The self-collision
checking process is shown in Table 4. After this procedure, the output
will give whether there is a collision-free solution.

5. Results and conclusion

The 100 samples have been tested by using the DAACOIK algorithm
and the results are shown in Table 5. From the results, only 87 samples
can obtain a meaningful solution. Furthermore, the results of position
accuracy in 87 samples and the results of orientation accuracy in 15

Fig. 5. a) Full restriction of the two rotation joints (Case 1).
b)Restriction of only joint 2 (Case 2).
c)Restriction of the translation joint (Case 3).
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samples are shown in Fig. 9. Some indexes of absolute error are shown
in Table 6, and the results are reasonable enough for the long and re-
dundant robot.

The results of the DAACOIK are verified by the simulation. The
DAACOIK is very useful for the off-line control of the MPD. In the fu-
ture, the hardware coding of the algorithm would be tested for mea-
suring its calculation time. Meanwhile, online control would be tested.
Furthermore, the GPU accelerating algorithm will be studied because of
the computer graphics based collision-free procedures.
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Table 2
the DAACO’s principle of IK.

Input: the target matrix Tend , the range limitation of joints, the accuracy of the
algorithm (AA)

While < =II IN do
Initialize all parameters: Xi, τ0
Update τ , p
Calculate the cost function G, η
If <G AA exp IN II* ( – )
If =IT II– 0
Output ⟵ Desired joint value jd
Else
using Xi which belongs to top 5 in G ’s value to generate new Xi by inheritance,

variation and hybridization for the next iteration
End if
End if
End while

Note: AA exp IN II* ( – ) is dynamic accuracy of DAACO.

Table 3
Restriction of parameters among joints 1-3.

Case index mmd ( )1 θ (deg)2 θ (deg)3

1 [-1965,2705) 90 90
2 [2705,4455) 90 [-90,90]
3 4455 [90,270] [-90,90]

Fig. 8. Four different states for collision check between MPD and CFETR.

Table 4
Algorithm of self-collision.

Input: spatial line segment SLi, cylinder’s radius CRi corresponding to SLi
For i=1:8
For j=i+1:9
If j-i=1
A bool Bij to check whether only one crossing point of SLi, SLj

Else
A bool Bij to check the distance of SLi, SLj > CRi + CRj

End
End
End
∏ =B 1?ij

Yes, no self-collision
No, self-collision

Table 5
100 samples’ result for DAACOIK.

solution number orientation position

15 √ √
72 × √
13 × ×
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Abstract
Purpose – Every geometric model corresponding to a unique feature whose errors of parameters uncorrelated, so the linearization technique can be
successfully applied. The solution of a linear least square problem can be applied straightforwardly. This method has advantages especially in
calibrate the redundant robot because it’s relatively small. The parameters of kinematics are unique and determined by this algorithm.
Design/methodology/approach – In this paper, a geometric identification method has been studied to estimate the parameters in the Denavit–
Hartenberg (DH) model of the robot. Through studying the robot’s geometric features, specific trajectories are designed for calibrating the DH
parameters. On the basis of these geometric features, several fitting methods have been deduced so that the important geometric parameters of
robots, such as the actual rotation centers and rotate axes, can be found.
Findings – By measuring the corresponding motion trajectory at the end-effector, the trajectory feature can be identified by using curve fitting
methods, and the trajectory feature will reflect back to the actual value of the DH parameters.
Originality/value – This method is especially suitable for rigid serial-link robots especially for redundant robots because of its specific calibration
trajectory and geometric features. Besides, this method uses geometric features to calibrate the robot which is relatively small especially for the
redundant robot comparing to the numerical algorithm.

Keywords Curve fitting, Lagrange, Robot calibration, Robot kinematic

Paper type Research paper

1. Introduction

Fusion energy is future energy, and lots of test reactor tokamaks
have been or are going to be built in the world, such as the
China Fusion Engineering Test Reactor (CFETR) (Song et al.,
2013), ITER (Janeschitz, 2001), Japanese J-Demo (Tanaka
and Takatsu, 2008.), k-Demo in Korea (Kim et al., 2013) and
the European DEMO (Maisonnier, 2008). The reactor needs
regular maintenance with remote handling (RH) robot systems.
Because of radiation, RH robots are developed for different
tasks in the reactors. Because of high accuracy requirements,

the geometric parameters of the robot need to be identified
after the robot built up.
Industrial robots are highly flexible, repeatable and effective

for numbers of manufacturing tasks (Taylor, 1986). Kinematic
calibration is a hot research topic, and the achieved methods
can be classified into three groups: open-loop, closed-loop and
screw-axis measurement methods (Hollerbach and Wampler,
1996; Chang et al., 2018). The open-loop measurement
method needs extra measuring tools, such as calibrating
cameras or laser trackers. Nubiola and Bonev (2013) and
Nubiola et al. (2013) have introduced two approaches to
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calibrate parameters with a laser tracker, and they are common
for calibrating robots in manufacture industrial. The closed-
loop measurement method does not need external
measurement devices (Bennett and Hollerbach, 1991), while a
manipulator is formed by a mobile closed kinematic chain and
the joint angles will be read from the joint sensors to help
identify the kinematic parameter. In screw-axis measurement
methods (Santolaria et al., 2014; Santolaria et al., 2012), the
circle point analysis calibrates the robot by determining the
actual transformation relationship between consecutive joints.
In these methods, geometric algorithms (Ikits and Hollerbach,
1997) or intelligent algorithms have been used in the
calibration process. Intelligent algorithms use artificial
intelligent search methods to find the parameters of robot.
Those methods include the particle swarm optimization
method (Wang et al., 2018), the genetic algorithm (Zhuang
et al., 1997), the simulated annealing algorithm (Zhuang et al.,
1994) and the tabu search algorithm (Daney et al., 2005).
Intelligent algorithms generally have more complex
calculations and complicated coding. Geometric methods have
been studied for certain specified configuration robots (Ikits
and Hollerbach, 1997). However, using certain specified
geometric features will limit the applications, as an industrial
robot always has more geometric features. In this article, a
geometric algorithm that can be applied for general robots has
been studied, and it integrates the three geometric fitting
methods, i.e. the spatial plane fitting, the spatial circle fitting
and the feet of a common normal fitting. After fitting these
features, all the parameters defined in the Denavit–Hartenberg
(DH) model can be found. This method uses a specific
trajectory to find corresponding geometric features. Lots of
calibration methods focus on the numerical algorithm, such as
gradient search, heuristic search and the others which are
difficult to tune a large number of parameters especially for
redundant robots. However, the errors of parameters in the
geometric calibration are relatively small (Wu et al., 2015).
Every geometric model corresponding to a unique feature
whose errors of parameters uncorrelated, so the linearization

technique can be successfully applied. The solution of a linear
least square problem can be applied straightforwardly. This
method has advantages especially in calibrate the redundant
robot because it’s relatively small. The parameters of
kinematics are unique and determined by this algorithm.
This article includes five sections. The introduction in

Section 1 illustrates the background of robots and related
works. Section 2 introduces the mathematical method. Section
3 reveals a specific procedure of a geometric algorithm and uses
a six-DOF robot to test and validate the method. Section 4
shows the experiment results and discussions. Section 5
contains a summary and comments on this work.

2. Preliminary

A six-DOF robot is used as shown in Figure 1 to explain the
principle of the calibration method. Each of the joints will
independently move one by one from their initial positions.
The motion from each joint causes a corresponding motion at
the end-effector. By measuring the corresponding motion
trajectory at the end-effector, the trajectory feature can be
identified by using curve fitting methods, and the trajectory
feature will reflect back to the actual value of the DH
parameters. For example, one rotation axis is the normal vector
through the center of the circle formed at the end effector. By
the center and normal vector’s fitting, the actual center normal
vector can be estimated. In the designed trajectories, the
rotation centers are the point of intersection of two different
axes, such as the 1st joint’s origin is the intersect point of Axis 1
and Axis 2. But in an actual case, there may be no cross-point.
By fitting the feet of common normal between two joint axes,
the error of intersection point can be identified. For example,
points M and N are the feet of common normal between Axis 1
and Axis 2 in Figure 2. The origin of the frame is always on the
corresponding rotation axis, which is Axis 1 for Frame 1. So
the foot of common normal, which is point M in Axis 1, is the
origin of the 1st frame. This algorithm integrates three fitting
geometric models, i.e. the spatial plane fitting, the spatial circle

Figure 1 Geometric features of trajectory
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fitting and the feet of the common normal fitting, to ensure all
the parameters in the DH can be calculated. After origins and
rotation axes estimated, the twist angles and link lengths can be
calculated accordingly.
In the modeling, three steps are taken as follows: first, the

spatial plane fitting to find the normal vectors of circle planes,
which are the direction of the rotation axe; the second step is to
perform the spatial circle fitting to find rotation centers; the
third step is to estimate actual origin by using the feet of the
common normal fitting.

2.1 The spatial plane fitting
The first step is the spatial plane fitting. A spatial plane’s
normal vectors are the axes of the robot DHmodel. A common
plane (P) formula can be written as the equation (1). Through
the transformation of formula (1). The formula of equation (1)
can be written as the equation (2), which is more geometric
meaningful:

APx1BPy1CPz ¼ DP (1)

where nP
* is the normal vector of plane

(P), nP
* ¼ AP;BP;CPð Þ and DP is a constant coefficient of

plane (P):

A�
Px1B�

Py1C�
Pz ¼ D�

P (2)

where n*
P

*
is the unit normal vector of the plane (P), and

n*
P

*
¼ A�

P;B
�
P;C

�
P

� �
, D�

P is the distance between Cartesian
coordination origin (0,0,0) to plane (P).
The distance di,P from an arbitrary point i to plane P can be

expressed in equation (3):

di;P ¼ jA�
Pxi 1B�

Pyi 1C�
Pzi �D�

Pj (3)

An error estimator defined by the Euclidean distance is a sum
of n points’ distance to the desired planeP:

EP ¼
X

di;P
2 (4)

To solve the least error for the designed plane, the method of
Lagrange multiplier can be adopted, and the Lagrangian
function is given in equation (5):

fP ¼ EP � lP � A�
P
2 1B�

P
2 1C�

P
2 � 1

� �
lPeR (5)

where lP is Lagrangemultiplier.

Instead of solving the minimum error of ÈP, we solve the
Lagrangian function’s minimum value. The minimum solution
is obtained when the first partial derivatives of the function
equal to zero. By calculating the @fP

@D�
P
¼ 0, equation (6) is

deduced:

D�
P ¼ A�

Px1B�
Py1C�

Pz (6)

where x ¼
Xn

i¼1
xi

n , y ¼
Xn

i¼1
yi

n , and z ¼
Xn

i¼1
zi

n .
Substituting equation (6) to partial derivative functions

(@fP
@A� ¼ 0, @fP

@B� ¼ 0, @fP
@C� ¼ 0), equation (7) can be deduced as a

matrix form:

MP � n*
P

*T

¼ l p � n*
P

*T

(7)

where:

MP ¼

X
Dxi � Dxi

X
Dxi � Dyi

X
Dxi � DziX

Dxi � Dyi
X

Dyi � Dyi
X

Dyi � DziX
Dxi � Dzi

X
Dyi � Dzi

X
Dzi � Dzi

2
66664

3
77775,

Dxi ¼ xi � x,Dyi ¼ yi � y, andDzi ¼ zi � z.
The eigenvalue of equation (7) can be calculated from

equation (8):

jMP � lP� � Ij ¼ 0 (8)

The most suitable solution of plane normal vector
n*
P

*
¼ A�

P;B
�
P;C

�
P

� �T is a column vector or eigenvector
corresponding to lPmin which is the eigenvalue ofMP.

2.2 The spatial circle fitting
The second step is the spatial circle fitting to seek the centers of
these circles. These centers can help determine frames in the
DH model from the previous study. The designed trajectories
of the robot are spatial circles. A spatial circle can be regarded
as a crossing curve between a spatial sphere S and a plane P as
Figure 3 shown. A common spatial sphere equation can be
written in equation (9):

ðx� xSÞ2 1 ðx� ySÞ2 1 ðx� zSÞ2 ¼ RS2 (9)

As for plane P which points lie on, the method in Section 2.1
can be referred to calculate its plane normal vector. These
points lie around the circle as shown in Figure 3(a). The n
points can form n � 1 line segments that are end to end, and
those line segment bisectors are vertical with plane normal
vector. According to this feature, every line segment bisector’s
formula can be deduced:

Dxi � xS 1Dyi � yS 1Dzi � zS � lS;i ¼ 0 i ¼ 1; 2; . . . ; n� 1ð Þ
(10)

where: Dxi = xi11� xi,Dyi = yi11� yi,Dzi = zi11� zi, and
lS;i ¼ xi1 1

2 1 yi11
2 1 zi11

2�xi2�yi2�zi2

2 .
However, actual line segment bisectors may have some joint

errors with normal vector; therefore, a joint error estimator is
designed for every line segment bisector in equation (11). At

Figure 2 Geometric features between different axes (using the frame 1
as example)
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the same time, a total joint error estimator is deduced as
equation (12):

eS;i ¼ Dxi � xS 1Dyi � yS 1Dzi � zS � lS;i (11)

ES ¼ MS �XS � LS (12)

where: ES ¼ eS0C1; eS0C2 . . . eS�1�T
h

,

MS ¼
Dx1 Dy1 Dz1
Dx2 Dy2 Dz2
. . . . . . . . .

Dxn�1 Dyn�1 Dzn�1

2
664

3
775, XS = [xS,yS,zS]

T and LS =

[lS,1, lS,2, . . ., lS,n-1].
To obtain the minimum error, the least square method is

used. The normal equation of equation (13) is built as
equation (14) (Huang, 2003):

MST � I �MS �XS �MST � I � LS ¼ 0 (13)

where I is the identity matrix, and its size is as same as the row
size ofMS.
As seen from Figure 3, the center of circle also belongs to

planeP and its geometric restriction is defined as equation (14):

n*
P �XS �D�

P ¼ 0 (14)

By combining equations (13) and (14), a fitting relation of the
circle is achieved as equation (15) and its solution as equation
(16):

MS;P �XS ¼ DS;P (15)

whereM S;Pð Þ ¼ MST � I �MS

n�
P

� �
andDS;P ¼ MST � I � LS

D�
P

� �
.

XS ¼ KS;P �1 � BS;P (16)

whereKS,P =MS,P
�1T Is²MS,P

s² andBS,P =MS,P
T Is² DS,P.

As the spatial circle is a crossing curve of a spatial sphere S
and a plane P, the radius of spatial sphere S can be
substituted to equation (17). After fitting, the centers XS of
circles are calculated and used in Section 2.3 for further
modeling:

RS ¼
X

jXi �XSj
n

(17)

whereXi= (xi,yi,zi).

2.3 The feet of common normal fitting of two spatial line
The robot’s axes and origins are relative with the previous
normal vectors and centers of circles, while the robot
motions following the designed trajectory. The rotation
centers are the intersections of two different axes. In
actual fitting, the feet of common normal between two
different axes, having no intersection, will be regarded as
the origin in the DH model, for example, Axis 1 and Axis 2
in Figure 2. So point M, which is the foot of common
normal, will replace the theoretical intersection as the
origin of the first frame. Supposing there are two spatial
lines l1 and l2 with two points ol1(xl1,yl1,zl1), and ol2(xl2,
yl2,zl2) lying on the each line, the directional vectors of

two lines are notated as nl1
* ¼ Al1;Bl1;Cl1ð Þ, and

nl2
* ¼ Al2;Bl2;Cl2ð Þ respectively. Generally, the ol1, ol2 and

nl1
* , nl2

* are the centers of circles and normal vectors,
respectively. Using these parameters, the common normal
can be decided uniquely. The two spatial lines must have a
common normal, and its two feet of common normal PM

(xM,yM,zM) and PN (xM,yM,zM) are the intersection points
of common normal with line l1 and line l2, respectively.

The common normal vector PMPN
*

can be written as
(xN � xM, yN � yM,zN � zM).

2.3.1 Geometric method of solving feet of a common normal
The geometric relation of two spatial lines is shown in Figure 4,
and the equations are given as equation (18):

xN � xMð Þ � Al1 1 yN � yMð Þ � Bl1 1 zN � zMð Þ � Cl1 ¼ 0; 18að Þ
xN � xMð Þ � Al2 1 yN � yMð Þ � Bl2 1 zN � zMð Þ � Cl2 ¼ 0; 18bð Þ
xM � xl1

Al1
¼ yM � yl1

Bl1
¼ zM � zl1

Cl1
; 18cð Þ

xN � xl2
Al2

¼ yN � yl2
Bl2

¼ zN � zl2
Cl2

: 18dð Þ

8>>>>>>>><
>>>>>>>>:

Equation (19) is obtained whenCl1 s²Cl2= 0.

Figure 3 A spatial circle and its geometric feature

DH parameters of the rigid serial-link robot

Tao Zhang, Yuntao Song, HuapengWu and QiWang

Industrial Robot: the international journal of robotics research and application



xM ¼ xl1 1
Al1

Cl1
zM � zl1ð Þ; 19að Þ

yM ¼ yl1 1
Bl1

Cl1
zM � zl1ð Þ; 19bð Þ

xN ¼ xl2 1
Al2

Cl2
zN � zl1ð Þ; 19cð Þ

yN ¼ yl2 1
Bl2

Cl2
zN � zl1ð Þ: 19dð Þ

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

Equation (20) can be deduced from equation (18a), (18b)
and (19).

Kl � zM
zN

� �
¼ Bl (20)

where: Kl ¼

Al1

Cl1
� Al1 1

Bl1

Cl1
� Bl1 1Cl1 � Al2

Cl2
�Al1 1

Bl2

Cl2
� Bl1 1Cl1

� �

Al1

Cl1
� Al2 1

Bl1

Cl1
� Bl2 1Cl2 � Al2

Cl2
�Al2 1

Bl2

Cl2
� Bl2 1Cl2

� �
2
66664

3
77775,

Bl ¼
xl2 � xl1ð Þ � Al2

Cl2
� zl2 � Al1

Cl1
� zl1

� �� �
� Al1 1 yl2 � yl1ð Þ � Bl2

Cl2
� zl2 � Bl1

Cl1
� zl1

� �� �
� Bl1

xl2 � xl1ð Þ � Al2

Cl2
� zl2 � Al1

Cl1
� zl1

� �� �
� Al2 1 yl2 � yl1ð Þ � Bl2

Cl2
� zl2 � Bl1

Cl1
� zl1

� �� �
� Bl2

2
66664

3
77775:

The direction vector of line cannot be zero vector, and the rank
of Kl can be 1 or 2. The zM and zN are calculated by
equation (21) and other parameters can be calculated by
equation (19):

zM

zN

" #
¼ Kl

�1 � Bl ; if rank Klð Þ ¼ 2 21að Þ

zM ¼ zN ¼ Al1

Cl1
� zl1 � Al2

Cl2
� � zl2

� �
1 xl2 � xl1ð Þ

� �
=

Al1

Cl1
� Al2

Cl2

� �
;

if rank Klð Þ ¼ 1&\Al1 � Cl2 6¼ Al1 � Cl2 21bð Þ
zM ¼ zN ¼ zl1: otherwise 21cð Þ

8>>>>>>>>>><
>>>>>>>>>>:

2.3.2 Parametric equation method of solving feet of a common
normal
The parametric equation is a useful way to find the spatial line.
It needs adding new parameters tl1 and tl2.While the parametric
equation method is adopted to get a high accuracy numerical
solution, the general parametric equations of two spatial line l1
and l2 can be written as equation (22).

xM � xl1
Al1

¼ yM � yl1
Bl1

¼ zM � zl1
Cl1

¼ tl1 22að Þ

xN � xl2
Al2

¼ yN � yl2
Bl2

¼ zN � zl2
Cl2

¼ tl2 22bð Þ

8>>><
>>>:

The solution of tl1 and tl2 is:

tl1

tl2

2
4

3
5 ¼ Ml

�1 �
nl1
* T

� Xl1 �Xl2ð Þ

nl2
* T

� Xl1 �Xl2ð Þ

2
664

3
775 (23)

where Xl1 ¼ xl1; yl1; zl1ð ÞT , Xl2 ¼ xl2; yl2; zl2ð ÞT and

Ml ¼
nl1
* 2

�nl1
* � nl2

* T

nl2
* � nl1

* T
�nl2
* 2

2
664

3
775.

In this method, there are two exceptional cases that should be
discussed in detail. The first exceptional case is the singularity
of the coefficient matrix ofMl. When the rank of Ml is equal to
1, it means that the two lines are parallel or coincided with each
other, and the ol1 is regarded as the foot of common normal.
The second exceptional case is that some elements of common
normal or directional vectorsnl1

* and nl2
* are equal to zero, and

this leads to meaningless equation (23), as the corresponding
denominators are equal to zero. In this case, the line is parallel
to one axis of coordination. Thus, the solution of the
corresponding nominator of that equation should be equal to
zero. For example, when Bl1 is zero, the corresponding
nominator demands the equation yM� yl1 = 0.
Considering the calculation efficiency of the algorithm, the

methods should be dynamically selected by the following
principle:

Figure 4 Geometric model of two spatial lines
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Geometric method Cl1 � Cl2 6¼ 0
Parametric equation method others; if Cl1; zM � zl1 ¼ 0; if Cl2; zN � zl2 ¼ 0ð Þ

�

By dynamically selecting the two methods, the effect of the
algorithm can be promoted.

3. Methodology of building geometric robot
model

For better performance of the algorithm, a six-revolute-joint
robot was used to test the procedure of calibration. The
algorithm is shown as the flowchart (Figure 5). It mainly has six
steps that are:
1 rotate each revolute joint individually;
2 measure the fitting points of end-effectors;
3 fit circles;
4 evaluate the result of the fitting;
5 build up a geometric model; and
6 calculate DH parameters.

The camera-based method and the laser-based method are
common means for measuring positions of end effector
(Newman et al., 2000; Palmieri et al., 2018). The former one is
more complex because the camera requires calibration, and the
accuracy of calibration is influenced by the position of the

camera, the camera resolution, light and so on. The second way
ismore effective and accurate but expensive.
The mechanic model of the robot is shown in Figure 6.

Based on the DHmodeling convention, the ideal DH frames of
the robot are set up and the DH parameters are shown in
Table 1. In Table 1, there is a d60 which represents the distance
between ball’s origin and o6 or o7. The frame of the o70 is the
mean value of the last group ofmeasuring data.

3.1 Finding fitting circle by geometric method
Every revolute joint of the robot moves separately, six groups of
data are recorded in Figure 7(a). The normal vectors of the
fitting plane and the circles’ centers shown in Figure 7(b) are
calculated.More details are shown in Figure 7(c). However, for
point group 6 in Figure 7(a), it looks like a point other than a
circle due to the sixth joint’s motion nearly won’t change the
position of the end effector. The calibration accuracy is

Figure 5 Algorithm of geometric method

measure the posi�ons of  end effector

find the origin and normal vector of each fi�ng curves

find the origin and axis of each revolute joint

Determine the DH parameters

meet requirement
?

Yes

No

rotate every revolute  joint separately by the
designed trajectories

Figure 6 DHmodel of industrial robot Luban

x
y

z

O0

O1

O5

O6

O2

O3

O4

O7O7

O7'

Table 1 DH parameter of industrial robot Luban

a/rad a/mm d/mm u /rad

0 0 0 0 0
1 p /2 0 0 u 1

2 0 a2 0 u 2

3 0 a3 0 u 3

4 p /2 0 d4 u 4

5 p /2 0 d5 u 5

6 0 0 d6 0 u 6
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influenced by the number of points in groups, thus at least ten
points should be measured for every joint and the step size
should be over 10 degrees to ensure effectiveness. To get rid of
the white noise, a filter is designed.

3.2 Filtering data with empirical rules
The empirical rule, i.e. a probabilistic method can be used to
evaluate the performance (En.wikipedia.org. 2020). One
effective geometric evaluation method is to calculate the shape
error by distance and radius. The standard deviations for distance
and radius aresp andsS, respectively:

sp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
di;P � di;P
� �T � � di;P � di;P

� �
n� 1

s
(24)

sS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ri;S � Ri;S
� �T � Ri;S � Ri;S

� �
n� 1

s
(25)

where di;P is themean of di,P and Ri;S is themean of Ri,S.
The empirical rule is shown in Figure 8, where there are

confidence levels. As seen from Figure 8, 99.7% of values fall
within the three standard derivations of the mean. The filter is
designed by the 3s rule.
Algorithm for the 3s rule:

� use point data to fit geometric features;
� calculate di,P, Ri,S and mean di;P , Ri;S ; and
� filter data.

Figure 7 Geometric modeling procedure for normal vectors and origin vectors
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3.3 Building up frames according to the definition of
Denavit–Hartenbergmodel
The normal vectors and corresponding centers of circles are
used to form spatial lines. In the DH model, axes are the
spatial lines or common normals, and origins are the
intersection points of those lines with corresponding
common normals. Following the definition of the DH
modeling, an experimental robot model is built. For

example, nP;1
* , XS1, nP;2

* , XS2 are used to find the crossing

point o0, z-axis nP;1
*


 �
and y-axis nP;2

*

 �

of 0th frame. Then
the right-hand method is used to find the x axis of 0th frame.
The rest of axes and origins are built accordingly as shown in
Figure 9(a). The robot frame in Figure 9(b) is the fitting
model which is built by this rule.

3.4 Calculating Denavit–Hartenberg parameters
following definition
The parameters of a robot are deduced according to the
definition of the DH method. Here are some definitions of the
DHparameters:

� Joint angle u i: the angle of rotation from the Axis Xi�1 to
the Axis Xi about the Axis Zi�1. It is the joint variable if
joint i is rotary.

� Joint distance di: the distance from the origin of the
(i � 1)th coordinate system to the intersection of the Axis
Zi�1 and the Axis Xi along the Axis Zi�1. It is the joint
variable if joint i is prismatic.

� Link length ai: the distance from the intersection of the
Axis Zi�1 and the Axis Xi to the origin of the ith
coordinate system along the AxisXi.

� Link twist angle ai: the angle of rotation from the Axis
Zi�1 to the Axis Zi about the AxisXi

According to the DH convention, the u i and ai can be regarded
as twist angels between vector’s projections Xi,XY, Zi,YZ and
target vectors Xi, Zi�1 respectively as shown in equations (26)
and (27):

Y ¼ Zi�1 �Xi�1

Xi ¼ ai;uXi�1 1 bi;uY 1 ci;uZi�1

Xi;XY ¼ ai;uXi�1 1 bi;uY

u i ¼ arccos
Xi;XY �Xi

jXi;XY j � jXij
� �

8>>>>>>><
>>>>>>>:

(26)

Y ¼ Zi�1 �Xi

Zi ¼ ai;aXi 1 bi;aY 1 ci;aZi�1

Zi;YZ ¼ bi;aY 1 ci;aZi�1

ai ¼ arccos
Zi;YZ � Zi�1

jZi;YZj � jZi�1j
� �

8>>>>>>><
>>>>>>>:

(27)

Four parameters oi�1, Zi-1, oi and Xi are used to calculate the
joint distance and the link length. These parameters define two
lines and the corresponding two feet of common normalMi and
Ni. The distance from the origin of the (i � 1)th coordinate
system to the intersection of theZi�1 axis and theXi axis can be
denoted as Li,d. And the distance from the intersection of the
Zi�1 axis and the Xi axis to the origin of the ith coordinate

Figure 8 Empirical rule and confidence levels

Figure 9 (a) Mathematic model of robot; (b) fitting model of robot
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system can be denoted as Li,a. According to the DH
convention, the equations can be deduced as follow:

Li;d ¼ Ni � oi�1

di ¼ Li;d � Zi�1

jZi�1j

8><
>: (28)

Li;a ¼ oi �Mi

ai ¼ Li;a �Xi

jXij

8><
>: (29)

4. Case study and results

4.1 Experimental setup
To obtain accurate results, a laser measuringmethod to obtain the
end effector’s position is adopted. The laser tracker is Leica
AT960, whose accuracy is 15mm16mm/m (Hexagon
Manufacturing Intelligence. 2020). The calibration system
includes the laser tracker, robot and a laser measuring ball, as
Figure 10 shows. The laser measuring ball is linked at the end tip.
For each measurement, the joint values
J u 1

m; u 2
m; u 3

m; u 4
m; u 5

m; u 6
mð Þ are recorded, and the end

effector positions Pee (xee
m, yee

m, zee
m) are measured by the laser

tracker. Every jointmoves individually and points can be recorded.

4.2 Experiments with robot and results
The physical experiments with robot Luban were committed to
verify the algorithm. By this algorithm, the DH parameters of
Luban are calculated in Table 2 and indices of robot Luban are
shown in Table 3. Position error plots are shown in Figure 11.

The maximum position error is 5.6048� 10�4mm. The
standard deviation of the results shows the algorithm results are
stable. In the fusion application, the motion accuracy of the
robot is around 0.001mm which demands the design of the
fusion application and it is the universal industrial standard.
Comparing to the stereo vision algorithm based autonomous
robot calibration (Zhang et al., 2017), the calibration accuracy
is improved greatly because the model is unique with the
restriction of LSM. Comparing with Guanbin’s results (Gao
et al., 2018), this method is better than Guanbin’s method in
time-consuming. The time spent in the calculation is 2.568 and
1.7123 s with and without building 3D view in Matlab (The
computer configuration: Intel(R) Core(TM) i7-5500U CPU
@2.40GHz, RAM 8G, Win10 64bit). The reason is that the
Jacobian matrix, which is 3 by 24, needs to be calculated in
Guanbin’s method for every sample’s iterations. What’s more,
the Guanbin’s Jacobian matrix uses the singular value
decomposition to do the dimension reduction analysis, which
also complicates the solving procedure. According to the
analysis, the space complexity of the algorithm of Guanbin is
larger than the geometricmethod which need not iteration.

5. Conclusions and future work

In this article, a DH parameter identification method based
on the geometric model was proposed. The experimental
results have shown the geometric method is a very useful and
simple way, being based on the DH parameter definition
and the least square method, to reduce complex
calculations. The main idea of this algorithm is finding the
least error in every fitting procedure of the DHmodel and its
advantages are as following:
� Compared to other methods that need to calculate the

Jacobian matrix, the geometric method can determine a
model uniquely and especially reduce the computational
cost.

� Most intelligent algorithms can also solve the calibration
problems and find the parameters. However, the
intelligent algorithms are mostly based on great data for
training, testing and validation, the process will cause
overfitting and lower efficiency. And for those cases out of
training data, the accuracy will become low. Besides, most
intelligent algorithms cannot identify the parameters
which may have co-relation with others (except Markov
Monte Carlo algorithms); therefore, they cannot handle
calibration problem precisely for the robots which have
redundant degrees of freedom. For the geometric method,
however, it can find uniquely answer for any kind of serial
robots.

Figure 10 (a) Schematic diagram of experiment; (b) laboratory
experiment in lab

Table 2 The experimental DH parameters of Luban

a/° a/mm d/mm u /°

1 0 0 0 �
2 89.997628 0 0 0
3 9.7387692e�04 499.920830 6.0062018e�05 89.999925
4 0.007442900 396.05868 0 0
5 89.9940462 2.7755575e�17 142.493238 90.001137
6 89.999608 2.2204460e�16 112.522514 179.993626
7 0 0 250.013002 �
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� The method proposed in the paper can find any kind of
joint parameters, like revolute joints or prismatic
joints. It is a good universal method for industrial
applications.

In the future, we will study the methods integrate geometric
method with intelligent methods, such that the new method
can be widely applied to any kind of robots in industrial with
high efficiency and accuracy.

Table 3 The indices of robot Luban

Maximum (mm) Standard deviation (mm) Average (mm) Absolute average (mm)

Position error 5.604842e–04 8.8200705e–05 3.1343745e–04 3.134374e–04
x-axis position error �3.695606e�04 1.028226e�04 �1.250163e�04 1.328032e�04
y-axis position error �4.024017e�04 8.873898e�05 �1.945386e�04 1.945386e�04
z-axis position error �3.701478e�04 9.757018e�05 �1.571290e�04 1.621207e�04

Figure 11 Position error of physical experiment
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A R T I C L E I N F O
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A B S T R A C T

In a complicated fusion device, the robot is at risk of colliding with its surroundings when it moves. In this
article, a hybrid collision detection perceptron is studied to ensure the safety for both the fusion device and the
robot. Primary component analysis is adopted as a preprocessor for extracting the features of the data. The
stochastic gradient descent, Adam and Adagrad are used as classifiers with different learning rate methods. From
the simulation results, it proves that this hybrid perceptron is more valid than the traditional detection method
based on the dynamic model, and it reduces the complexity of robot modeling.

1. Introduction

Fusion devices have lots of complicated mechanisms, such as China
Fusion Engineering Test Reactor (CFETR) [1], ITER [2], the Japanese J-
Demo [3], k-Demo in Korea [4] and the European DEMO [5]. Remote
handling is a universal way to maintain these devices. As of today,
many studies have been made about inspection, such as the EAST Ar-
ticulated Maintenance Arm (EAMA) [6], Articulated Inspection Arm
(AIA) [7], and so on. At the same time, more and more researchers tend
to study the developed maintenance works such as screwing, renewal of
components, welding, and so on. These operations need more delicate
maintenance algorithms such as path planning, force and position
control, and collision detection. Multi-Purpose Deployer (MPD) is a
remote handling system that is inspired by AIA, EAMA, and other fusion
robot designs [8]. It includes two parts: the body and dual arm effec-
tors. In fact, the main body robot is a heavy and long chain robot that
only concentrates on rough positioning for the dual arm effector on the
fusion device. The dual arm effectors mainly focuses on delicate work,
such as the renewal of tiny components. The workspace for effectors is
smaller and more irregular than the body arm in Fig. 1. They might
collide with fusion devices, which would affect the safety of both the
robots and the reactors, so collision detection for the dual arm effectors
is important. However, the traditional method builds the dynamic
model to detect collision [9], which is inefficient and complex in
modeling because the end effectors for MPD would require increasingly
different mechanisms and demand different maintenance in the future.

A universal and intelligent method is more important to meet these
requirements. This article introduces a hybrid collision detection per-
ceptron for MPD end effectors, and the simulation proves its validity.

This article comprises four chapters. The first chapter introduces
some background and presents the necessity of the algorithm. The
preliminary algorithm is illustrated in a step-by-step way in section 2.
The third section shows the simulation and the results of the percep-
tron, while the fourth section summarizes and comments on this work.

2. Hybrid collision detection perceptron

A robot must always be calibrated on kinematics and dynamics
parameters before it is put into use to ensure the accuracy of the robot’s
motion. The normal method of collision detection is to calculate the
error between the nominal generated force and the actual generated
force which can be calculated by dynamic model and be simulated or
measured by simulator or sensor respectively to detect collision. For
example, for a real robot, the nominal current and actual current are
indexes to show the nominal and actual forces’ value which can be
estimated by the dynamic model and measured by sensor respectively.
The difference between these indexes can be used for judging the col-
lision. Hence, it is necessary to build up a dynamic model for the robot
and calibrate all of the physical parameters basing on this method.
However, building a robot dynamic model is complicated. As for the
dynamic model of a serial robot, a minimum set of physical parameters
would exist that should be calibrated for dynamic equation based on the
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minimum set of inertial parameters method [10]. Swevers has shown in
[11] that those physical parameters were calibrated by excitation tra-
jectory and maximum likelihood estimation (MLE). For example, there
are 21 parameters for robot KUKA IR 361. The backward of the algo-
rithm is that modeling of dynamic equations based on the Euler-La-
grange equation is complicated. Meanwhile, the results from the esti-
mation of torque would include Gaussian noise. However, the machine
learning method does not need to develop a complicated physical
model. Collision detection can be regarded as a binary classification.
Using the Principal Component Analysis (PCA), data on robot motion
can be recorded, and the data’s dimensions can be reduced so that the
more significant information will be observed in the primary compo-
nents’ figures. Furthermore, the processed data can be easily classified
by perceptron. The hybrid collision detection perceptron is organized in
four parts: the robot’s PCA model, Logistic Regression (LR), optimiza-
tion, and hybrid perceptron. The relationship between them is that PCA
is the pro-processor, the LR is a classifier, and optimization is an opti-
mizer in the perceptron. Comparing to the other perceptron, this hybrid
perceptron combines two parts which are statistics to reduce the di-
mension of data and machine learning algorithm to train the classifier.
The modeling of the perceptron is introduced in this part.

2.1. PCA model

In all robot systems, data on position, speed, and acceleration can be
obtained at every step. These signals would be processed or used di-
rectly to control a robot manipulator. Meanwhile, this data can train a
collision detection perceptron. As for a 7 DOF, there is ×n 21 matrix of
data, where n is the sample number. Through 100 simulation experi-
ments, 5000 groups of data are recorded forming the two data sheets of
the robot system, which are signal matrix (SM) and collision vector
(CV). The CV has the information on collision, the elements of which
are 1 or -1. However, the SM together with CV cannot be classified
directly by perceptron as the accuracy is too low. PCA is a statistical
procedure that uses an orthogonal transformation to convert a set of
observations of possibly correlated variables into a set of values of
linearly uncorrelated variables called principal components (PCs). PCs
that have different possible variance could form a series of new co-
ordinates to map the original data into a new PC space. The PCA would
always use the singular value decomposition (SVD) method [12]. The
SM can be factorized by SVD as shown in Eq. (1):

= U VT (1)

where is a datasheet, which is also SM in this algorithm, and is
×n p matrix (n > p). p represents the features of the data. denotes an

×n p rectangular diagonal matrix of positive numbers (singular values)
k of . U is an ×n n matrix, the columns of which are orthogonal unit
vectors of length n called the left singular vectors of ; and V is a p-by-
p whose columns are orthogonal unit vectors of length p and are the
right singular vectors of .

The projection of original data in the PC space can be given in the
matrix T, which are the scores that can be used for machine learning
instead of the original data.

=T U (2)

In [13], I.T. Jolliffe described the relationship between the rectan-
gular diagonal matrix , the left singular U and the right singular
matrix V , which is arbitrary data. can use the product of new ma-
trixes that are composed by the first of several column vectors of a
diagonal and singular matrix to denote its features approximately. This
procedure is called dimension reduction (DR). Other key points are that
is a rectangular diagonal matrix of positive numbers (singular values)

k, which indicates the amplitude of variation of the original data’s
projection in corresponding PCs, and its singular values would reduce
rapidly as the index of k becomes larger.

2.2. Logistic regression

Collision detection can be regarded as a binary classification. The
SM is data that is distributed in a high dimension space. A perceptron
that is a hyperplane usually behaves badly in classification without
preprocessing. The main reasons for this are that coefficients of the
regression plane are hard to train because of the original data lacks
features. All the data can be projected into PCs and its value is the row
vector of U. Supposing k PCs are used for the analysis of collision, the
input and output spaces are kR and = = + =y y{ 1, 1}1 2Y respec-
tively (+ 1 means safe and 1 means collision), where k is the number
of the data’s features. The input vector x denotes a sample that can
be classified by a perceptron. The hyperplane + =x b 0T is a separ-
ating hyperplane that can classify the high dimension space into two
parts: a collision space and a safe space. The and b are weights and an
intercept respectively. Fig. 2 shows a physical model in two dimensions
of the perceptron. The weight vector , which is also a normal vector of
the hyperplane, can form a border between the collision space and the
safe space. The norm of b shows the Euclidean distance between the
original point and hyperplane. The size of the weight vector and input
vector x are both k dimensions. In a perceptron, a weight vector may
not be unique because there might be lots of separating hyperplanes
(e.g. the imaginary line in Fig. 2). However, uncertainty regarding the
weight vector will not influence accuracy if the data is separable. The
weight vector can be trained by the machine learning algorithm.

The hyperplane can be solved efficiently by LR. LR is a classical

Fig. 1. MPD with dual arm effectors.

Fig. 2. Perceptron of collision detection.
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classification method that has been used widely in many applications
including document classification, computer vision, natural language
processing, and bioinformatics [14]. In this paper, LR is shown in Eq.
(3), which is effective in binary classification.

= + = ++f b e sigmod y x b( , ) log (1 ) ( ( ))i
y x b

i
T

i
( )i

T i (3)

The condition probability of label Y is given by Eq. (4).
+ =x b 0T defines the hyperplane on the feature space, of which

=Prob(yx) 0.5. The condition probability Prob(yx) is larger than 0.5 if
the +x bT has the same sign as = +y 1, and less than 0.5 otherwise.

=
+ +

Prob
e

(y x ) 1
1

i i
y x b( )i

T i (4)

The logistic loss is the mean of the samples’ LR in Eq. (5). The task of
the classifier is finding reasonable weights and an intercept using in-
telligent machine learning, which can be interpreted as f bmin ( , )

b,
.

When adding the 1l -norm regularization to f b( , ), the 1l -norm reg-
ularized LR problem is denoted in Eq. (6).
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=
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+f bmin ( , )
b,

1 (6)

where > 0 is a regularization parameter.
The next section introduces different algorithms such as the sto-

chastic gradient descent (SGD) algorithm, and the Adam and Adagrad

solving parameters of perceptron by iteration.

2.3. Optimization

2.3.1. Optimizer
There are lots of optimizers of intelligent control. Compared to other

algorithms such as convolutional neural network, ant colony optimization,
and particle swarm optimization, the SGD [9], Adam [15], and Adagrad
[16] have lower complexities of algorithms so they can be applied in real
time control for industrial applications. The gradient updating of the 1l

-norm regularized LR problem can be simplified with Eq. (5), which is
deduced in Eq. (7). These procedures are the key to optimizing.

=

=

f b
n

f b
n

P

P

( , ) 1 (1 )

( , ) 1 (1 )

b
T

T
(7)

where = ……y y y, , , n
T

1 2 , = ……y x y x y x, , , n n
T

1 1 2 2 , 1 is a ×n 1 vector of
all, and = + + …… +x b x b x bP sig sig sig( ), ( ), , ( )T T T

n1 2 .
More generally, the intercept can be regarded as a weight.

Correspondingly, the input matrix should be expanded as +k 1R

where 1 represents adding another first column. Eq. (7) can be simpli-
fied by Eq. (8) and the new weights are = b, T . The P, ¯ are corre-
sponding matrixes based on the expanded input data.

=f
n

P1 ¯ (1 )T
(8)

The weight updating of SGD, Adam and Adagrad are generalized in
Algorithm 1, Algorithm 2, and Algorithm 3 respectively, which can
speed up convergence [17].

( : learning rate)
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( 1, 2: exponential decay rates for moment estimates, which are in
0,1), suggested defaults: 0.9 and 0.999 respectively; t: time step whose
initial value is 0; : small constant, perhaps 10 8)

( : small constant, perhaps 10 7, the initial value of r is zero)

2.3.2. Learning rate
The algorithms that are based on the gradient descent method up-

dates or tunes weights by learning rates α. There are four classical
methods: fixed, decay 1 (denominator decay), decay 2 (exponential
decay), and decay 3 (root decay) listed in Table 1. By combining dif-
ferent algorithms with different learning rate updates, the behaviors of
the algorithm of collision detection can be analyzed.

2.4. Hybrid perceptron algorithm

Basing on the previous fundament, the flowchart of the hybrid
perceptron is shown in Fig. 3. The input is the training data of the ro-
bot’s information such as the joint angle, velocity and force/current.
The output of the perceptron is the predicted collision binary labels.
The main body of perceptron includes two parts, which are PCA and
classifier. The PCA can be regarded as a preprocessor as with other
preprocessors, such as mean centering [18], uniform transformation,
and so on. The classifier includes three parts which are the problem,
optimizer, and learning rate. In this hybrid perceptron, they refer to 1l

-norm regularized LR, SGD/Adam/Adagrad, and fixed/decay1/decay2/
decay3 respectively. After training the model, the perceptron can esti-
mate the collision according to the customer input. Algorithm 4 is
showed as follows:

More generally, this hybrid perceptron should add a threshold to
enhance the robustness and safety of the robot because it would be too
late if the perceptron to detect the collision. When the hybrid percep-
tron was determined, the hyperplane would be solved uniquely. The

Euclidean distance in Eq. (9) can be solved as a potential parameter for
avoiding the risk of collision.

= +d x b| |T

T
1

(9)

When the output of perceptron is 1 which means safe, the Euclidean
distance would be calculated. The principle with complete safety or
potential risk is decided by a designed threshold dthre. Although it would
influence some efficient for remote handling, it ensures the safety for
both the robot and fusion devices.

3. Simulation and results

3.1. Simulation

For a robot, current, speed, and position messages of the robot’s
joint can be measured by the sensor at every step. These messages
combine with the kinematic model, dynamic model, and independent
parameters, which are total mass, independent entries of the inertia
tensor and the center of mass [10], which can represent a dynamic rigid
robot model in any state. There are lots of simulators of the dynamic
model, including Gazebo, Adams, Vrep, and so on. However, Vrep, with
CoppeliaSim for the robot, is a special platform that is integrated de-
velopment environment based on a distributed control architecture:
each object/model can be individually controlled via an embedded

script, a plugin, an ROS or BlueZero node, a remote API client, or a
custom solution. This makes CoppeliaSim very versatile and ideal for
multi-robot applications. Controllers can be written in C/C++, Py-
thon, Java, Lua, Matlab, or Octave. A urdf file is a robot property file
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that defines geometric model, joint type, and independent parameters.
When the urdf file is loaded in Matlab and Vrep respectively, a si-
multaneous model is built up where the model in Matlab is a sensor and
controller that can read joint messages and send a control message, and
the model in Vrep is a physical prototype that can move as a real robot.
In this part, a simulation of KUKA LBR iiwa is tested by Vrep and the
architecture is designed as shown in Fig. 4. The KUKA LBR iiwa is one
of the dual arm effectors of MPD. In Vrep, there are five parts that are
mainly used in the simulation, including a physical dynamic model,
physical kinematics model, collision model, physical engine and sensor.
The first three are generated automatically when a urdf file is loaded
and the last two should be customized based on the application. The
physical dynamic model is a 3D model that includes the geometric
shape, the physical parameters such as mass, inertia tensor and the
center of mass. The physical kinematics model defines the geometric
size, joint type and kinematic relationship between different segments
of the robot. The collision model refers to a geometric model with grid
processing which is only for the collision. Usually, this is also a uni-
versal method for checking the interference as same as Catia and So-
lidworks. Basing on this mechanism of Vrep, it’s convenient to obtain
the collision message ( = ±y 1) from the simulation by the collision
model. The Matlab model includes a robot mathematic model, a hybrid
perceptron, a controller, and data storage. The robot mathematical
model contains kinematics and dynamics equations so that the states of
the robot, such as the position of the end effector and the generalized
force of joint, can be calculated synchronously based on real-time data.
A hybrid perceptron can judge a collision based on the supervised
machine learning model. The data storage can update the current data
and hybrid perceptron model.

Bi-plot is a universal analytical tool for PCA which uses different
PCs as the axis to show the status of data [19]. The values of point in bi-
plot is the original data’s scores corresponding to some PC. For ana-
lyzing data sheets with PCA, the different bi-plots can be drawn by
combining different PCs. The blue lines are other PCs which are con-
verted into some PCs’ bi-plot. Fig. 5 shows two states that are collision
and safety, respectively. For example, there is an obvious border be-
tween collision and safety by PC1&PC2 bi-plot in Fig. 5a. However, PC1
&PC5 bi-plot cannot classify collision and safety.

Table 1
Tuning learning rate method of algorithm.

Method Rules

Fixed = 0
Decay1 = + decay Nepoch

1
1 0

Decay2 = 0.95Nepoch 0
Decay3 =

kdecay
Nepoch

0

( 0: initial value of learning rate; decay: decay rate; Nepoch:
epoch number, which is also time step in Algorithm 2;
kdecay: positive constant).

Fig. 3. Flowchart of hybrid collision detection perceptron algorithm.

Fig. 4. Simulation diagram between Vrep and Matlab.
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3.2. Results

Collision detection can be analyzed using PCA analysis. Fig. 5 shows
the biplots of data. From the figures a, b, and c, there is a specific border
between the collision and safety space, which shows the flexibility of
PCA for preprocessing. As we knew, the optimizers are sensitive to the
initial value of the learning rate. The experiments are committed by

= 0.1,1 with a step size of 0.01, with the batch size equal to 10 in
Fig. 6. Modeling with the 4000 training sets and 1000 testing sets, as

shown in Table 2, the maximum accuracy is 0.9880 in testing sets by
the SGD-fixed algorithm with = 0.94. The maximum mean accuracy is
0.8857 by SGD- decay2. However, the Adagrad has two invalid com-
binations, which are Adagrad-fixed and Adagrad-decay3. The percep-
tron’s maximum, minimum and mean of them are same, whose N/A
means inoperative in Table 2. Overall, the SGD algorithm has better
properties than the others. The experiment results of cost and accuracy
are shown in Figs. 7 and 8 with = 0.94. Although the SGD with the
fixed learning rate did not converge, the accuracy is higher than other

Fig. 5. Biplots of principal component analysis.
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combinations. From Fig. 7, the misclassification is mainly centralized
between 1, 2 of x2 for SGD, and between 2,0.5 of x1 for Adam. The
classifier for Adagrad is invalid. Besides, Fig. 7 shows that convergence
has little relation to the accuracy of the classifier.

4. Conclusions and future work

The results of the hybrid perceptron for collision detection are
flexible. This algorithm will be tested in the physical fusion robot in the
future. It indicates the flexibility of the dynamic model free method of
fusion robot and can reduce the complexity of dynamic modeling,
especially for heavy and large-scale fusion robots. However, the accu-
racy cannot reach 100 %, which might be sensitive to the initial value’s

precision or the calculating precision of the algorithm. The Kalman
predicted or other predicted algorithms can be studied further to pre-
vent the collision, together with a hybrid perceptron to promote ac-
curacy. Meanwhile, the definition of actual robot’s collision would be
defined basing on the current criterion or other methods. Furthermore,
this algorithm will be tested in the physical prototype of dual arm ef-
fectors. The real-time performance will be studied to help optimize the
algorithm.

Fig. 6. Accuracy of algorithm with different initial learning rates.

Table 2
Some indexes of algorithm with different learning rates.

Accuracy maximum minimum mean variance

SGD-fixed 0.9880 0 0.8507 0.0249
SGD-decay1 0.9621 0 0.8584 0.0187
SGD-decay2 0.9501 0.6667 0.8857 0.0038
SGD-decay3 0.8403 0 0.7903 0.0135
Adam-fixed 0.8643 0.7525 0.8015 0.0012
Adam-decay1 0.9461 0.6567 0.8300 0.0045
Adam-decay2 0.9461 0.6587 0.8160 0.0040
Adam-decay3 0.8603 0.7525 0.8028 0.0014
Adagrad-fixed 0.7525 0.7525 0.7525 N/A
Adagrad-decay1 0.9501 0.0160 0.7429 0.0129
Adagrad-decay2 0.9421 0.3792 0.7658 0.0073
Adagrad-decay3 0.7525 0.7525 0.7525 N/A

Fig. 7. Cost of algorithm with. = 0.94

Z. Tao, et al. Fusion Engineering and Design 160 (2020) 111800
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Abstract
Purpose – Remote handling (RH) manipulators have been widely studied for maintenance tasks in fusion reactors. Those tasks always
require heavy load, high accuracy and large work space for manipulators. Traditionally, the maintenance of fusion devices always
depends on manual RH. With the development of calculating ability, the intelligent automatic maintenance makes it possible for a
fusion device instead of the previous manual operation. As the flexibility of arm and the deformation of manipulator will cause
problems, which are mainly inaccuracy and lower efficiency. This paper aims to study an effective way to promote the arm behavior to
solve these problems.
Design/methodology/approach – By making use of the experimental advanced superconducting tokamak articulated maintenance arm as a
platform, a series of experiments is designed to measure errors of kinematics and to collect the database of the flexible arm. Through studying the
data and the arm structure, recurrent neural network (RNN) method was adopted to estimate the deformation of flexible arm and eventually
compensate deformation in robot control to achieve higher accuracy.
Findings – By means of delicate RNN modeling, errors of kinematics have been reduced to a smaller order than the RH mode. This intelligent
maintenance method will also reduce complexity of operations in maintenance.
Originality/value – This paper presents the use of an artificial intelligent algorithm to solve a nonlinear deformation problem of the flexible arm.
The results demonstrate that it is efficient in dealing with this problem in fusion application. The RNN’s successful application has also shown that
intelligent algorithms can be widely applied in fusion maintenance.

Keywords Deformation estimation, EAMA, Flexible robot, Recurrent neural network

Paper type Case study

1. Introduction

A fusion device is a complicated, high-radiant and hyper
thermal reactor (Li, 2015). To meet the demands of reactor’s
effective use, the advanced remote handling (RH) technology
is inevitably required for assembly and maintenance of
components under radiation condition (Tada et al., 1995).
Long and flexible arms have big workspace so that they can
complete a large-size reactor’s maintenance. However, the
long length and flexibility of arms make it difficult to control

the robot in the deployment. Due to the complicated
operation atmosphere in fusion application, flexible arms are
always deployed slowly so that their deformation is nearly
regarded as a static problem in an actual operation (Shi et al.,
2017). There are two dominant trends in fusion
maintenance, which are RH and intelligent maintenance. RH
is a manual operation which is equipped with sensors such as
cameras in atmosphere and cameras in hand to monitor and
control robot motion by workers. In contrast to RH,
intelligent maintenance focuses on automatic motion to
commit some task, as the complicated surrounding cannot
ensure camera’s delicate work, and thus in RH mode, a well-
experienced operator is always needed. Currently, many
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works have been done in manual RH, while intelligent
maintenance research will attract more attention in future.
Technology in RH has been studied a lot in Europe since

the beginning of this century. The “Tile Carrier Transfer
Facility” and Octant 1 boom for RH system, a heavy-
weighted robot system to aid the manipulator to travel up in
the vessel with an extended boom comprising five new links
totaling 9.4 m in length, have been developed by the Joint
European Torus (Loving et al., 2012). The articulated
inspection arm (AIA) (Cordier et al., 2003; Perrot et al.,
2005) in France and EAST articulated maintenance arm
(EAMA; EAST: experimental advanced superconducting
tokamak) (Shi et al., 2016) in China are both articulated
flexible arms, which are equipped with a gripper or a camera
and adopt flexible cable connections. The AIA is an 8-m-long
multi-link carrier with five identical modules of diameter of
160 mm. The EAMA is a long multi-link carrier with length
of 9.9 m and weight of 98.88 kg. The multi-purpose deployer
(MPD) (Manuelraj et al., 2016) is an RH maintenance robot,
which uses joint connection in ITER. The whole arm ofMPD
is more than 28 ton in weight and is 18 m in length. A hybrid
kinematic manipulator (Keep et al., 2017), which weighs 80
ton, is being designed at Remote Applications in Challenging
Environments of UK Atomic Energy Authority to handle
large breeder blanket segments for demonstration fusion
power reactor. All in all, each robot, mentioned above, adopts
the RH maintenance. Furthermore, a long length and heavy
weight of a robot will cause a big deflection error in the RH of
fusion application, and the error needs to be estimated and
compensated to improve performance during maintenance
processes. In traditional RH, the sag of robot is manually
adjusted by operators, but it is also time-consuming and less
effective in error compensation. Self-compensation is
absolutely necessary in intelligent automatic maintenance.
Recently, more and more researchers have paid attention

on the problem and have come up with intelligent
maintenance methods to solve it. Li et al. (2018) adopted
deterministic and Bayesian artificial neural networks (NNs)
to analyze the flexible joint’s deformation by using simulation
results to train network without actual tests. Shi et al. (2017)
adopted the back propagation NN in solving static errors
about the EAMA segment, concerned about three-
dimensional errors. Flexible arms always have six-
dimensional errors, which include three positional errors and
three orientational errors. Mou (1997) has done some work
on structural, kinematic and thermal-induced errors in 1997
with the help of NNs. He found that errors between a rigid
model and an actual model have some differences, which
would influence the robot accuracy. Through the NN and the
inverse kinematics simulation, machine tools’ accuracy has
been promoted. Frik and Kleutges (1997) used the feed
forward network to predict the elastic deformation of arms,
and more than 90 per cent predictions are useful for sag
estimation. Johnson et al. (1990) came up with an adaptive
model-based NN controller through neural network payload
estimation; he succeeded in estimating error to enhance
tracking accuracy in variable payload. As the error models of
robots are nonlinear in different positions, artificial
intelligence algorithms offer better solutions than traditional
compensation methods.

This paper is concerned about the long and heavy-
weighted flexible arm’s deformation compensation by
adopting a supervised method, i.e. the recurrent neural
network (RNN). The RNN was first deduced by Williams
and Zipser (1989) in 1989. The algorithm does not require a
precisely defined training interval and has some memory
functions that consider all previous results’ influence during
iteration.
This paper first introduces an RNN modeling method for

estimating the deflection of EAMA robot and then describes
the compensation method. The paper is organized as
follows: in Section 2, the deformation kinematics model,
compensational network structure and compensation
algorithm (CA) of EAMA are presented; in Section 3, the
mathematic model of the EAMA’s segment IV, as an
important segment model, is built. According to the
mathematic model, a relevant experiment was set up and
results have been shown and discussed in detail. Future
work and conclusions are given in Section 4.

2. Deformation kinematics modeling of robot
experimental advanced superconducting
tokamak

The EAST (internal designation HT-7U), shown in Figure 1,
is an experimental superconducting tokamak magnetic fusion
energy reactor in Hefei, China. It is the first tokamak to use
superconducting toroidal and poloidal magnets. Due to
rigorous atmosphere restriction of fusion application, the
EAMA’s design parameters are extreme as shown in Table I.
Through several iterated designs for EAMA, the ASIPP
designed an arm as Figure 2 shows, which is a long flexible
arm equipped with a 3-DOF gripper. To achieve enough
operating space and load capacity of the arm, the cable driven
and clevis structure has been adopted. However, this type of
long and flexible mechanism also brings problem of big error
due to its flexibility and heavy weight. It is vital to eliminate
the error and compensate error to ensure the arm can deploy
better.

Figure 1 EAST
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2.1Deformation kinematicswith joints andpayload variants
In the design of EAMA system (Shi et al., 2016), the actuators
are placed inside robot tubes with cables to drive arm. In
addition, through horizontal rods, the parallelogram structure
can ensure that the axis of rotation joint is always vertical.
However, because of the flexible cables and the coupling of
parallelogram structure, the deformation of arm is nonlinear
and not unique, e.g. a vertical force on the center of the arm end
may cause both vertical deformation and twist deformation
about the arm axis. The structure’s nonlinearity will lead to the
deformation’s irregularity, and the segment of arm’s sag cannot
be regarded as a beam’s deformation easily (Verl et al., 2006),
and thus, we need find a way to predict the error instead of
traditional manual compensationmethods.
Actually, when a robot is deployed to commit a mission, it is

always equipped with tools and payload, and robot’s self-

flexibility and external payload will also influence its accuracy.
Furthermore, different poses of robots (different joint values)
with the same external payload lead to different deflection.
When we use the end of arm frame as a study object, robot

error mainly includes two parts: position and orientation errors,
which represent the gap between the theoretical frame and real
frame, are described by pose errors and denoted as a vector
with six components: d x, d y, d z, d u x, d u y and d u z:

d ¼ d x d y d z d u x d u y d u z
� �T (1)

where d x, d y and d z are the displacement errors between the
real and theoretical frame and d u x, d u y and d u z are the angle
errors between the real and theoretical frame, which are also
regarded as errors in pitch, yaw and roll.
The aim of this study is to find a modeling method to

estimate the errors and finally eliminate the errors of flexible
arm. Figure 3 shows two different arm states.

2.2 Recurrent neural networkmodeling of deformation
kinematics
The NN is an efficient estimating method for a nonlinear
system, and it has been widely used in many circumstances,
such as autonomous navigation and error estimation. It has
been developed in several decades and made some progress in
many fields, especially in artificial intelligent control.
Considering the repeatability problem of robot (Figure 12), we

Table I D-H parameters of the EAMA’s segment

Temperature Running: 80°C; baking: 120°C
DOFs 1 (shuttle)1 7 (arm)1 3 (gripper)
Operating conditions EASTVV, R: 1920 mm, r: 550 mm
Docking port EAST P port, f 250 mm
Workspace Inspection: 100%, maintenance:�90%
Port and CASK dimension Diameter:�160 mm, CASK length:�10 m
Payload 25 kg for arm, 2 kg for gripper
Repeatable Accuracy �20 mm

Figure 2 Mechanical structure of EAMA
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find that the position of some states cannot been uniquely
determined with current payload and joint state. The position
of measure points also is relevant with the previous position,
and the memory function for estimating error is suitable in
EAMA application. Compared with other methods, the RNN
methods do not require a precisely defined training interval and
have some memory functions that consider all previous results’
influence during iteration. Therefore, we choose the RNN
method to estimate deformation, and it showed excellent
performance.
There are two ways to solve this problem, as shown in

Figure 4. In the figure, both the serial network structure and the
whole network structure can build up the network to estimate
error. The serial network structure has five sub-networks, and
the whole network structure only has one network. For the
second structure, only single segment experiment should be
tested, and it would be easier than the first structure that
deploys the EAMA in the big space. As we know, the EAMA is
a huge-scale and low-speed robot. If we want to collect enough
data to build up a network, it would be a time-consuming

process. In this paper, the serial network structure is studied
and the specific procedures are introduced as follows.
The RNN is a nonlinear and memory-based network (Zhang

et al., 2007).We assume that a multivariable plant is an i-inputs
and j-outputs system and can be described as follows:

X p1 1ð Þ ¼ W pð Þx pð Þ1V pð Þh pð Þ1 u (2)

h pð Þ ¼ S X pð Þ� � ¼ 1
11 e�X pð Þ (3)

where:
p = the time step;
X(p) = the input vector of neural neuron;
u = the threshold applied to neuron;
h(p) = the output vector of neural neuron;
W(p) = theweight vector of previous layer output;
V(p) = theweight vector of current layer for recurrent/memory;

and
S(·) = the logistic squashing function of neural node (the

sigmoid function is adopted).

According to the rule, the RNN (Botvinick and Plaut, 2006)
can be established as shown in Figure 5. This network adopts
dynamic back propagation algorithm to train all weights. Some
notations in Figure 5 can be described as follows:
I = The input vector for network, equaling to [i1 i2 . . .. ii–

1 ii]
T and i-dimension vector

O = The output vector for network, equaling to [o1 o2 . . ..
oj–1 oj]

T and j-dimension vector
Xl,m = The input vector for neural neuron, which represents

them – th input of the l – th. hidden layer
Hl,m = The output vector for neural neuron, which represents

them – th output of the l – th hidden layer
wl,m,j = The connective weight between the m – th output

from the l – th layer and the j – th input from the (l1
1) – th layer (the input layer’s l is equal to 0)vl,m =
The m – th node’s self-current weight at the l – th
hidden layer.

To minimize the error of output, a cost function/equation is
designed as equation (4). The error is a six-dimensional vector
that are the differences between designed position and

Figure 3 Position relations between the real frame and theoretical
frame

Figure 4 Two different network structures for EAMA

Figure 5 Diagram of RNN
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orientation values and actual position and orientation values.
The network input consists of the desired segment joint values,
external force and external moment, while the network output
consists of the predicted joint values that would be used in
control for promoting the arm’s behavior:

E pð Þ ¼ 1
2

X
ei pð Þ2 (4)

where:

ei pð Þ ¼ yi;d pð Þ � yi pð Þ (5)

Here, yi,d(p) and yi(p) are the designed value and the actual
value of output layer for ith sample.
Weight updating adopts the back propagation gradient rules.

Through gradient descent, tendency will reach optimal values.
Weights updating rule is given as:

w p1 1ð Þ ¼ w pð Þ1Dw pð Þ (6)

v p11ð Þ ¼ v pð Þ1Dv pð Þ (7)

where:

Dw pð Þ ¼ �a
@E
@w

¼ a � x pð Þ � « pð Þ (8)

Dv pð Þ ¼ �a
0 @E
@v

¼ a
0 � x pð Þ � « pð Þ (9)

Dw,Dv = the differential of weights;
a, a 0 = the learning rates, being positive constant and less

than 1;
x = the neural node’s input; and
« = the error gradient at neuron.

Output prediction is obtained by using iterative method, and
detailed steps of the calculation are described as follows:
The EAMA is a large-scaled robot with length over 9.9 m. It is

not efficient to build the whole arm model as a full network,
because a big arm experiment process is very slow and
complicated. So our proposed method is to build a segment
network and deduce it to the whole arm forming a serial network,
which is combination of a series of single segment network.
Segment’s error can be easily estimated using RNN with the
above study and to generalize universal condition; we built up the
mathematic model as shown in Figure 6, which is a j-segment
robot arm. By using the base frame as the global frame, the D-H
transformation from joint center Nodei to the base frame can be
written as equation (10), where the gravity center of Link i in base
frame is expressed by i

BPG:

i
BT ¼

i
BR

i
BP

0 1

" #
(10)

where:
i
BT = is the D-H transformation from joint center Nodei in

base frame;
i
BR = is the D-H rotation transformation from joint center

Nodei in base frame; and
i
BP = is the position of joint centerNodei in base frame.

For Nodei, the following segments can be regarded as external
force and moment. For Segment i, force and moment that are
described in base frame and its own frame can be written as
equations (11)-(14):

i
BF ¼

Xk¼j

k¼i1 1

Gk 1Fext (11)

i
BM ¼

Xk¼j

k¼i1 1

rGk � rið Þ �Gk 1Mext 1 rj1 1 � rið Þ � Fext

(12)

where:
Gi = the gravity of link i described in the base frame;
i
BF

i
BM = the whole external force and moment in the ith

segment that are described in the base frame
respectively;

Fext, Mext = the extern force and moment that are applied in
the arm respectively;

rGi , ri = the position of the ith segment barycenter and
joint center that are described in the base frame
respectively.

The whole force and moment in the ith segment that are
described in their own frames can be stated as equations (13)
and (14), respectively:

i
iF ¼ i

BR
T i
BF (13)

i
iM ¼ i

BR
T i
BM (14)

Here, u i,
i
iF and i

iM are external inputs for RNN. For each
RNN, every segment deformation d i can be calculated using
the above method, and deformation can be divided into two
parts: orientation error d o,i and position error d p,i. The total
deformation for the fusion robot is given as:

d o;tol ¼
X

d o;i ¼
X

RNNð Þo;i (15)

d p;tol ¼
X

d p;i � iBR1 d o;i � end
i r

¼
X

RNNð Þp;i � i
BR1 RNNð Þo;i � end

i r (16)

where:
RNNi= the ith segment’s RNN; and
end
i r = the end frame described in the ist frame.

2.3 Compensation algorithm for error
The first, second and third segments of EAMA each have only
one rotation joint. However, both fourth and fifth segments

Figure 6 Universal fusion robot mathematic model
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have an elevation and a rotation joint. As EAMA arm has only
pitch and roll joints, it is possible to compensate the position
errors (along X, Y, Z direction) but not able to compensate the
orientation errors. So we use a gripper, which has extended
rotations about X, Y, Z direction, to compensate its orientation
errors. For the position errors, we can make a value function,
equation (17), which indicates square error of position
accuracy:

X Fext;Mext; Hð Þ ¼ FK Hð Þ1 d p;tol Fext;Mext; Hð Þ � ~P
� �2

(17)

where:
X(Fext, Mext, H) = is the value function that indicates square

error of position accuracy;
FK(H) = is the forward kinematics function based

on rigid hypothesis;
~P = is the desired position; and
H = is the vector of joint values.

To minimize error, we can differentiate equation (18) to find
themost suitable joint values:

d X
d H

¼ FK Hð Þ1 d p;tol Fext;Mext; Hð Þ � ~P
� �

� dFK
d H

1
X d RNNð Þp;i � i

BR1 RNNð Þo;i � end
i r

� �
d H

 !

(18)

To simplify expression of equation (18), we introduce equation
(19):

RNNi ¼ RNNð Þp;i � i
BR1 RNNð Þo;i � end

i r (19)

In equation (18), dFKd H is the JacobianMatrix of the arm, where:

dRNNi

d H
¼ @RNNi

@i
iF

� @
i
iF

@ H
1

@RNNi

@i
iM

� @
i
iM

@ H
1

@RNNi

@ H

(20)

Furthermore, RNN is a supervised NN, and it is faster to use
numerical derivative than mathematic derivative. So,
equation (18) can be rewritten in another way as equation (21):

dRNNi

d H
¼ RNNi H1D Hð Þ � RNNi Hð Þ

D H
(21)

Now we use stochastic gradient descent (SGD) method to
update new joint angles to seek optimal values. The SGD
method is a drastic simplification for a large-scale machine
learning problem compared to gradient descent (Bottou,
2010).We built up SGD as equation (22):

H n11ð Þ ¼ H nð Þ � gn � rRNN (22)

where:
rRNN = the collection of dRNNi

d H that can be calculated by
equation (20); and

yn = the gain of the SGD in the nth step.

In this system, we use equation (23) to update yn:

gn ¼ g0 11 l � g0 � nð Þ�1 (23)

The specific compensation procedure is shown in Figure 7. We
input the angles and payload information into a system to
calculate compensational values for position in Cartesian space.
Through monitoring position error, we can decide whether it is
necessary to iterate joint angle values. While they meet the
demand, the iteration process will stop, and compensational
joint angle values are transmitted to the controller.

3. Case study

3.1 Deformation kinematics of segment IV
The way to solve deformation of a flexible arm is by studying
some segment and deducing its network to form a bigger
network. The EAMA’s structure is shown in Figure 2. Being
compared to other segments, Segments 4 and 5 are more
complex, and both have two revolute joints and cables to control
the armmotion.Moreover, the sag of EAMA is mainly caused by
these two segments. It is important to do some dedicated work
about deformation compensation to improve the arm
performance. The Denavit–Hartenberg (D-H) is the most
important method for robot’s kinematics. Accordingly, the
relationship in adjacent frames (coordinate frame i and frame i-1)
can be given by a homogenous transformationmatrix Ai and

Ai ¼

cosu i �sinu icosai sinu isinai aicosu i

sinu i cosu icosai �cosu isinai aisinu i

0 sinai cosai di

0 0 0 1

2
666664

3
777775
(24)

where u i, ai – 1, di and ai – 1 are link parameters of joint i.

Figure 7 CA procedure of EAMA
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Figure 8 shows the mathematic model of the prototype. Four
frames (Fb, F1, F2, F3) in parallelogram structure as the
schematic diagram are shown at the bottom of Figure 8. Frame
4 coincides with the measuring point. Because of the
parallelogram, there is a passive joint in F2. Using the D-H
method to analyze the whole structure, the parameters can be
obtained, and these are listed in Table II. Total transformation
for this segment can be calculated by using equation (25):

T ¼ A1 � A2 � A3 � A4 (25)

Through this theoretical modeling, we can build the
mathematical model of Segment 4 and obtain its theoretical
position and orientation messages that will be compared with
experimental results.
After substituting all D-H parameters into equation (2), the

transformationmatrix is:

T ¼

cosu 0 �sinu 0 0 l1 � cosu 0 1 l2 � cosu 0 � cosu 1 1 l3 � cosu 0

sinu 0 cosu 0 0 l1 � sinu 0 1 l2 � sinu 0 � cosu 1 1 l3 � sinu 0

0 0 1 l2 � sinu 1 1 l4

0 0 0 1

2
666664

3
777775

(26)

3.2 Experimental setup
Many researchers have done relevant work about measuring
error. Ji�rí Volech measured the target center points with the
help of laser to design its own error compensation controller
and made some progress in improving arm behaviors (Volech
et al., 2014). According to previous studies, a testing platform is
designed (Figures 9 and 10). There are three measuring points
in an L-shape bar, and they can be used to calculate the real
frame of a segment. Through applying force and torque to
simulate some future task, flexible deformation can be
measured using the laser tracker (Leica AT401). Gravity-

orientated load and torque load can be tested as shown in
Figures 9 and 10, respectively. With the help of a laser tracker,
themeasure points’ information can be indirectly recorded.
We use P to represent weight (Figure 9), which is a weight

loading on the segment. The torque bar (Figure 10) can rotate
along with the rotation axis, and its rotation angle is u Bar.
According to the parallelogram law, we use t0 and t90 to
represent torque, which are components of external torque at
the y-axis and x-axis, respectively. Following the mechanics
principle, the external force vector is:

W ¼
P

t0

t90

2
664

3
775 ¼

P

P0 � l � cosu Bar

P90 � l � sinu Bar

2
664

3
775 (27)

where
l = the distance from force point to the center of mass;
u Bar= the angle with respect to the y-axis; and
W = the external force, applied at the end of the segment;

the input of RNN.

Figure 11 shows specific testing procedures in the RH lab. The
Leica AT401 can track measuring balls and record data

Figure 8 Mathematics model of prototype
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TUBE
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z

MEASURE POINT
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F3

Table II D-H parameters of the EAMA’s segment

Index ai ai di u i

1 90° l1 0 u 0

2 –90° l2 0 u 1

3 0 0 l3 –u 1

4 0 0 l4 0

Figure 9 Gravity-orientated loads for the segment
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Figure 10 Torque loads for the segment
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automatically. Through this platform, we can collect input
data, the desired joint values and external payload and output
data, which can be calculated by values of themeasuring balls.

3.3 Recurrent neural networkmodeling of one segment
and results
We can find that deformation estimation between tensile and
compressive state is different by means of studying the data of
the measuring balls. Through applying different payloads
ranging from 0 to 24 kg and then from 24 kg to 0 (the interval is

4 kg) for the same joint setting value, there are 13 points in each
of the measure points. Figure 12 shows the positions of four
main measure points in different payloads. From Figure 12, it
can be inferred that repeatability is not good with same
payloads when the segment is in certain state that load is added
or reduced to the same value. Because the deformation of
tensile and compressive state is different in cables and can cause
bad repeatability, a state flag that shows the segment’s state
(tensile or compressive state) should be added into the network
to give better predictions. As the current state (payload and
joint values) can only determine uniquely the position and this
position is also relative with the previous state, we should use
some memorable algorithm to solve this case. The RNN has a
memorable function and can address this problem perfectly.
Through selecting different payload that is equipped at the end

of the segment, the behavior of the arm accuracy can be tested
using the laser tracker. This is a slow-motion process so that the
arm’s problem can be regarded as statics. In the experiment, 124
groups of data have been collected. We used 103 sets of data for
training the RNN and 21 sets for verification. Figures 13 and 14
reveal position errors and orientation errors of the segment,
respectively. Through 10,000 iterations, error tendency comes to
convergence. The oscillation ranges of Position errors and angle
errors are no more than 0.1 mm and 0.015°, respectively. In
addition, position errors mainly range from 0.03 to 0.83 (mm)
and orientation errors from 0.021 to 0.035 (degree). From
Figure 13, we can learn that x-axis error has a bigger gap than the
y-axis and z-axis error. The reason is that the segment’s

Figure 11 Accuracy measuring testing in RH lab

Figure 12 Positions of four main measure points in different payloads of some pose
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mechanism only has the y-z plane’s parallelogram structure. At
the same time, the rotation joint is driven by cables, and the
deformation of cables will influence the accuracy along the x-axis;
thus, the predictions along the x-axis have bigger error over other
axes.
The percentage refers to the ratio of error relative to actual

values. Figure 15 shows that the y-axis and z-axis position
error percentages range from 0 to 0.030 and the x-axis
position error percentage ranges from 0.035 to 0.540 with a
larger magnitude over the other counterparts. However, the
x-axis position error is no more than 0.8 mm such that this a
little big percentage error will not influence position
accuracy. Figure 16 shows the angle error percentages of the
segment and indicates that the majority of the percentages are
in the range of 0.00-0.20. As the magnitude of orientation
errors is less than 0.035 degree, the orientation errors in
different directions are acceptable.

3.4 Full robot deformation estimation and
compensation results
Through above study, we can gain a network for every
single segment. Then we can similarly build up network for the
whole arm, which was mentioned in Sections 2.2 and 2.3. We
use the RNN to train each segment to gain weights in network
and use the CA to calculate results; the designed and
compensational joint values are deduced and listed in Table III.
This adequately turns out the feasibility of the RNN and CA.
From Table I, we can find that the repeatable accuracy is 20
mm before the compensation in the RH mode. In the
experiment, the external force and moment are Fext = 19.6 N
and Mx,ext = 19.6 N·m and My,ext = 0 N·m respectively. We
selected g0 = 0.52 and l = 1.2 in SGD. The desired joint
values and compensational joint values after 353 iterations are
listed in Table III, and the position errors with CA iterations are

Figure 13 position error’s estimation of segment in 10,000 iterations

Figure 14 Orientation error’s estimation of segment in 10,000
iterations

Figure 15 Position error percentages of the 21 sets of verification data

Figure 16 Orientation error percentages of the 21 sets of verification
data
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shown in Figure 17. When iteration ends, the whole arm
position accuracy in x-, y- and z-axes are 1.74276, 4.29624 and
1.77928 mm, respectively, and the total position error d p,tol is
4.96596mm inCartesian space.

4. Conclusion and future work

RH manipulators have been widely studied for maintenance
tasks in fusion reactors. Those tasks always require heavy load,
high accuracy and large work space for manipulators.
Traditionally, the maintenance for fusion device always
depends on manual RH. With the development of calculating
ability, the intelligent automatic maintenance makes it possible
for a fusion device instead of the previous manual operation, as
the flexibility of arm and the deformation of manipulator will
cause problems, which are mainly inaccuracy and lower
efficiency. This paper introduces a long-beam-redundant
degree robot arm (EAMA) for fusion application. As the
structure of robot is highly nonlinear, the deflection is also
highly nonlinear with respect to the payload. To estimate and
compensate the deflection, this paper introduces a nonlinear
RNN method to estimate deformation of each segment of
robot. Meanwhile, a compensation method for the redundant
robot deformation by means of CA has been studied. The
reasonable result has been mentioned in the paper. As this
paper only considers the effect of statics on the deformation of
segments, ignoring dynamics of the robot system, real-time
CAs need to be studied in near future to ensure that the robot
fulfills the intelligent automatic maintenance operation.
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