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We discuss the electronic structure and metallicity of Si-doped Mn2VGe Heusler alloys within the first-principles density-functional
theory framework. Mn2VGe is found to assume two stable structures at (cubic) lattice constants of 5.7 and 6.05 Å, which are well
separated in energy and correspond to half-metallic (low-spin) and metallic (high-spin) phases, respectively. Substitution of Ge by
Si reduces the energy difference between these two phases, which become nearly degenerate at a Si concentration of ≈ 3.125 at.%
at zero temperature. Our analysis shows that the switching between the high- and low-spin phases for this composition could be
triggered via a pressure of 2.8 GPa at 300 K. Si-doped Mn2VGe could thus provide an ultrafast, low power, cost-effective materials
platform for spintronics applications.

1 Introduction

Half-metallic (HM) materials are continuing to attract interest due to their potential spintronics appli-
cations involving novel thermoelectrics, spin filters, data storage and other spin-based devices [1, 2, 3, 4].
The HMs exhibit metallic behavior in one spin channel and semiconducting behavior in the other spin
channel around the Fermi energy (EF ). Predictions of HM band structures have been made in many
materials, including the magnetic oxides [5], diluted magnetic semiconductors [6] and the Heusler al-
loys [7, 8, 9]. The full Heusler compounds given by the chemical formula X2Y Z, where X and Y are
transition metals and Z is a main group element, present an especially large materials family with tun-
able electronic structures, high spin polarizations and Curie temperatures, and good thermoelectric per-
formance, among other interesting properties.
Mn2-based Heusler alloys with half-metallic or spin-gapless semiconducting properties are particularly
interesting as they host Mn3+ ions with d4 electronic configuration and strong ferromagnetic (FM) as
well as antiferromagnetic (AFM) correlations between the Mn atoms. As a result, these alloys have low
magnetic moments and reduced stray fields, making them promising materials for spintronics applica-
tions. Mn2VAl was the first to be proposed as a HM ferromagnet and it has been thoroughly investi-
gated both experimentally [10] and theoretically [11, 12]. Other examples include Mn2VAl, Mn2VSi, Mn2FeZ
(Z = Al, Sb), Mn2CoZ (Z = Al, Ga, Si, Sb), Mn2CuSb, and Mn2ZrSi [11, 13, 14, 15, 16, 17, 18, 19, 20,
21, 22, 23]. Notably, using x-ray diffraction and SQUID magnetometry, Jiang et al. [10] showed that in
Mn2VAl, the magnetic moment at 5 K is 1.94 µB/f.u., which is well-aligned with the Slater-Pauling (SP)
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rule. Also, Kumar et al. [24] synthesized Mn2VGa and reported half-metallicity using electrical resistiv-
ity measurements.
Theoretical studies have been performed with DFT (density-functional theory) within the local-spin-
density approximation (LSDA) [25] and the generalized-gradient approximation (GGA) [26, 27, 28]. In
contrast to the GGA, the LSDA does not predict the HM behavior in Mn2-based Heusler alloys. How-
ever, Özdoğan et al. [13] report that a small expansion of the LSDA-obtained equilibrium volume in-
duces half-metallicity in Mn2VZ (Z = Al, Ge, Si, Ga, In, Sn) compounds with a high degree of spin po-
larization at the EF . Moreover, these compounds exhibit ferrimagnetism with antiparallel alignment of
Mn and V spins. Substitution of a small amount of V by Si in Mn2VSi preserves the high degree of spin
polarization although the total magnetic moment is reduced substantially. Galanakis et al. [29] studied
the effect of partial Co and Fe substitution for Mn in the HM antiferromagnets Mn2VAl and Mn2VSi
and found that Fe or Co doping does not destroy the HM character of the parent compounds. The in-
verse Heusler (Hg2CuTi-type) structure and HM ferrimagnetic (FIM) nature of Mn2CoZ (Z= Al, Si, Ge,
Sn, and Sb) have been predicted theoretically and confirmed experimentally by Liu et al. [30]. Luo et
al. [14] show that Mn2FeAl and Mn2FeSb are HM ferromagnets among the Mn2FeZ family (Z = Al, Ga,
Si, Ge, Sb). FIM HM character has been reported for Mn2CuZ (Z = Al, Si, Ge) [31, 32, 33] within the
inverse Heusler structure. FM HM character and the possibility of a tetragonal martensitic transforma-
tion in Mn2Rh(Si, Ge) with the regular (Cu2MnAl-type) Heusler structure have been predicted by Ben-
said et al. [34]. Ram et al. [35] studied Mn2ScZ(Z = Si, Ge, Sn) assuming on-site Coulomb interaction
effects and concluded that the HM behavior with narrow band gap is found only when Z is Si or Ge.
Recently, we reported that the implementation of electron correlation effects using the strongly-constrained-
and-appropriately-normed (SCAN) meta-GGA functional [36, 37] yields nearly degenerate HM and metal-
lic phases in Mn2ScSi, in contrast to the results of Ram et al. [35]. It has been suggested that switching
between these two phases could be achieved by applying volume change within the cubic phase or by the
application of an external magnetic field [38]. However, our phase stability analysis shows that Mn2ScSi
is metastable against decomposition into stable components. Also, the high cost of Sc will limit the use
of Mn2ScSi in applications.
We note that the meta-GGA SCAN functional, which takes into account kinetic energy density, has proven
its efficacy for a wide range diversely-bonded materials, including intermediate-range van-der-Waals in-
teractions [37], ionic bonding [39], and covalent and metallic bonds [37]. SCAN has been shown to cap-
ture correctly the lattice constants of 2D [40] and highly correlated materials [41, 42, 43]. In a recent
study we showed that in contrast to the PBE, SCAN predicts correctly the non-collinear magnetic struc-
ture and equilibrium volume of α-Mn [44]. In Ni2MnGa, SCAN yields [45] a tetragonal ratio of c/a =
1.20, which is close to the experimental c/a = 1.18 ± 0.02 compared to the PBE value c/a = 1.25. In
half-metallic systems [46], SCAN yields the correct gap at the Fermi level and the integral value of the
magnetic moment in keeping with the half-metallic character of Co2FeSi, where the PBE fails.
Our study aims to provide a detailed theoretical description of a promising Mn-V-Ge full-Heusler al-
loy, which is shown to demonstrate a switchable low (LMS) to high magnetic state (HMS) behavior. We
show that such a switching mechanism can be treated via the exchange-correlation effects described within
the SCAN functional. Stoichiometric Mn2VGe is found to display an energy difference between the LMS
and HMS phases, which is too large to allow easy switching between these two phases. For this reason,
we explore the effects of small Si doping, which drives the LMS and HMS phases into near degeneracy.
In this way, Si doping significantly decreases the external pressure needed for switching. In contrast to
Mn2ScSi, the Si-doped Mn2VGe alloys are more cost effective and found to be stable to segregation.
An outline of this paper is as follows. Sec. II gives details of the calculations. Sec. III is devoted to the
discussion of the results of structural, magnetic, and electronic properties and phase stability of Mn2VGe.
Conclusion are presented in Sec. IV.
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Figure 1: Regular Fm3̄m (top panel) and inverse F 4̄3m (bottom panel) Heusler structures used in calculations. For the
regular structure: FIM order denotes the spin configuration with reversed V magnetic moment (µV) with respect to that
for Mn (µMn); AFM order is the antiferromagnetic alignment of µMn, while µV equals zero. For the inverse structure: FIM
order refers to the configuration with reversed µV with respect to all Mn moments; FIML,S orders denote the ferrimag-
netic configurations with antiparallel alignment of Mn atoms and non-zero µV. Here, the superscript L corresponds to the
layer-by-layer ordering, and the superscript S corresponds to the staggered ordering of the Mn magnetic moments.

2 Computational Details

Calculations were performed using the DFT scheme using the projector augmented-wave (PAW) method
as implemented in the Vienna Ab initio Simulation Package (VASP) [47, 48]. The Perdew, Burke, and
Ernzerhof (PBE) parametrization [28] of the GGA and the SCAN meta-GGA [36] were used for treating
exchange correlation effects. The following valence electron configurations in the PAW potentials were
chosen: Mn (3s23p64s23d5), V (3s23p64s23d3), Ge (4s23d104p2), and Si (3s23p2). The cut-off energy of
450 eV for the plane waves was used. The Monkhorst-Pack scheme [49] was applied for generating k-
points in the reciprocal space. A grid of 11 × 11 × 11 k-points was used in the relaxation procedure,
while a grid of 25 × 25 × 25 k-points was used in density-of-states (DOS) and band structure compu-
tations. Band structures for supercells were unfolded into the larger Brillouin zone for the primitive cell
using the BandUP code [50, 51].
Geometry optimization for Mn-V-(Ge,Si) structures was carried out by taking into account both the
static and atomic relaxations. The 16-atom cubic supercells based on the regular (space group Fm3̄m)
and inverse (space group F 4̄3m) Heusler structures were chosen for stoichiometric Mn2VGe. Different
magnetic orders such as FM, FIM, and AFM were considered for various crystal structures as illustrated
in Fig. 1. The criteria for total energy convergence and residual atomic forces were set to 10−6 eV and
10−2 eV/Å, respectively.
To represent non-stoichiometric Mn2VGe1−xSix compounds with Si content in the range of 0 < x ≤
0.5, supercells were used as follows: 128 atoms for x ≈ 0.062, 432 atoms for x ≈ 0.083, 128 atoms for
x ≈ 0.094, 32 atoms for x = 0.125, 16 atoms for x = 0.25, 64 atoms for x = 0.375, and 16 atoms for
x = 0.5. The chemical disorder between Ge and Si atoms was simulated using the special quasirandom
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structure (SQS) scheme as implemented in the Alloy Theoretic Automated Toolkit (ATAT) package [52].
In order to predict the elastic properties and Debye temperatures from first principles, an analysis of the
calculated total energies (E) of various compounds was carried out as a function of the applied strain (δ).
The calculated E(δ) curves were fitted to a second-order polynomial E(δ) = E0 +a1δ+a2δ

2. Three types
of cubic lattice distortions (isotropic, monoclinic, and orthorhombic) in the range of −3% ≤ δ ≤ 3%
with a step of 1% were considered. The cubic elastic constants C11, C12 and C44 were estimated from the
second-order coefficient (a2) using well-known relations [53]. The Debye temperature ΘD was calculated
from [54]

ΘD =
h̄

kB

[
6nπ2

√
V (T )

]1/3
f(ν)

√
B(T )NA

M
, (1)

where h̄ is the reduced Planck constant, M is the molar mass, B is the bulk modulus, n is the number
of atoms per unit cell, V is the cell volume, NA is the Avogadro constant, and f(ν) is a function of the
Poisson ratio ν which is given by
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In order to investigate finite-temperature effects, Gibbs energy was calculated using [55]

G(V, P, T ) = E(V ) + PV (T ) + Fvib(ΘD, T ), (3)

where E(V ) is the total energy as function of the volume V , P is the applied pressure, Fvib(ΘD(V ), T ) is
the vibration-free energy obtained within the Debye model

Fvib(ΘD, T ) = nkT
[
9

8

ΘD

T
+ 3 ln(1− e−ΘD/T )−D(ΘD/T )

]
. (4)

Here D(ΘD/T ) is the Debye function for an isotropic solid given by

D(x) = 3
(
T

ΘD

)3 ∫ ΘD/T

0

x3

ex − 1
dx. (5)

3 Results and discussion

3.1 Structural optimization of Mn2VGe

First, we consider the geometry optimization of stoichiometric Mn2VGe with regular and inverse Heusler
structure considering different magnetic orders as illustrated in Fig 1. Total energy as a function of the
lattice constant calculated using GGA and SCAN is presented in Figs. 2(a,b), respectively. The regular
structure with FIM spin configuration is energetically the most favorable for both the GGA and SCAN.
Interestingly, GGA yields a nearly degenerate non-magnetic (NM) phase at the same lattice parameter
(a0 ≈ 5.75 Å) as for the FIM ground-state with an energy difference of about 11 meV/atom, which
would be small enough to allow a transition between these two states with temperature. These results
are in line with those based on the LSDA [13] although the GGA gives a larger lattice constant com-
pared to the LSDA (5.65 Å). In contrast, SCAN yields the FIM–NM transition at a0 ≈ 5.7 Å can with
a rather large energy difference of 45 meV/atom.
It is remarkable that in contrast to the GGA the SCAN FIM solution presents almost degenerate en-
ergy minima at a0 ≈ 5.7 and 6.0 Å . [A similar behavior has been recently predicted in Mn2ScSi [38].]
The left hand side energy minimum (blue curve in Fig. 2(b)) corresponds to the FIM state with a small
but integral magnetic moment (µtot = 1.0 µB/f.u.), while the right had side minimum represents the
FIM state with a large magnetic moment (µtot = 4.778 µB/f.u.). Following Ref. [38], we denote these
states as LMS and HMS, respectively. Notably, both the SCAN and GGA values of µtot in the LMS obey
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Figure 2: (a, b) The total energy E and (c, d) total and partial magnetic moments of Mn2VGe as a function of the lattice
parameter for GGA and SCAN solutions. The E zero is fixed to the LMS energy minimum in all cases.

the Slater-Pauling rule (µtot = |Ne−24|) in the HM Heusler alloys (add a reference to SP-rule), where Ne

is the total number of valence electrons in the unit cell.
Figs. 2(c,d) illustrate the GGA and SCAN based total and partial magnetic moments for the FIM state
as a function of the lattice parameter. Magnetic moments of Mn and V atoms are seen to align anti-
parallel to produce the FIM order and change rapidly around ≈ 6.2 and 5.9 Å. In GGA, the jump-like
behavior of µtot is followed by a small change in E(a) (Fig. 2(a)). Electron correlations beyond the GGA
captured in SCAN stabilize the HMS state at the larger volume. The SCAN yields the energy difference
between LMS and HMS of ∆E ≈ 13.2 meV/atom, which is slightly larger compared to Mn2ScSi [38].

3.2 Phase stability of Mn2VGe

Due to possible martensitic transformations in Heusler compounds, it is important to consider effects of
the tetragonal distortion in Mn2VGe. In Fig. 3, the total energy difference with respect to the energy
minimum of the cubic phase in LMS and HMS is plotted as a function of the tetragonal distortion c/a.
For GGA, only one E(c/a) curve is shown corresponding to the energy minimum in Fig. 2(a). The GGA
solution does not provide any minima for c/a 6= 1 indicating the stability of the cubic austenitic phase.
SCAN, however, yields both the LMS and HMS cubic phases and demonstrates a pseudo-martensitic be-
havior at c/a ratios of 1.25 and 1.3, where the tetragonally distorted HMS has a lower energy, although
it is 115 meV/atom higher in energy than the cubic phase, which is the most stable global phase of Mn2VGe.
Next, we discuss the elastic properties of Mn2VGe given in Table 1. The Born-Huang stability crite-
rion [56] ( C11 > 0; C12 > 0; C44 > 0; C11 > C12; C11 + C12 > 0) is satisfied in Mn2VGe, which
indicates that the compound is mechanically stable. Another important property is given by the Zener
anisotropy coefficient (A = C44/C

′) [57], which determines the structural stability and the probability
of microcrack formation in the material. A small elastic anisotropy is found in the LMS phase in both
GGA and SCAN, although SCAN gives a five times larger value. The Poisson ratio ν is a measure of the
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Figure 3: GGA and SCAN total energies as a function of the tetragonal distortion in Mn2VGe for the regular Heusler
structure ordered ferrimagnetically (FIM). The energy zero refers to the energy of the cubic phase in all cass.

Table 1: Calculated elastic properties of Mn2VGe: the bulk modulus B (in GPa), shear elastic constant C ′ (in GPa),
elastic constants Cij (in GPa), anisotropy Zener ratio A, Poisson ratio ν, Young’s modulus EY (in GPa), and the Debye
temperature ΘD (in K). Here XC denotes the exchange correlation functional.

Magnetic state XC B C ′ C11 C12 C44 A ν EY ΘD

LMS
GGA 229.9 84.5 342.6 173.6 136.3 1.61 0.29 290.2 540.6
SCAN 257.3 109.5 403.2 184.3 158.8 1.45 0.27 348.6 592.6

HMS SCAN 121.6 14.0 140.3 112.2 112.2 8.01 0.32 134.7 373.3

ductility or brittleness: a material is considered ductile if ν > 0.26, otherwise it is brittle [53]. All phases
of Mn2VGe are predicted to be ductile for both GGA and SCAN. Stiffness of a material is described by
the Young’s modulus (EY). When LMS changes to HMS within the SCAN calculations, Young’s mod-
ulus decreases significantly and the softness increases. The calculated tetragonal shearing coefficient C ′

is larger than that of Ni2MnGa that exhibits an austenite-martensite transformation. [The calculated C ′

for Ni2MnGa is about 5.5 GPa [58] compared to the experimental value of 4.5 GPa [59].] The larger C ′

value is consistent with the absence of a tetragonal transition in Mn2VGe. Our GGA results are gener-
ally similar to those of Ram et al. [35] for Mn2ScZ (Z = Si, Ge, Sn) and Huang et al. [60] for the qua-
ternary CoMnVTe Heusler alloy.
In order to examine the possibility of segregation, we carried out a convex-hull analysis [61] using for-
mation energies. Note that the convex hull represents the surface of minimum formation energy for a
set of ground state configurations in the composition space. Compounds located above the convex hull
are unstable to decomposition into other more stable compounds. We constructed the convex hull sur-
face for Mn-V-Ge by considering seven stable binary compounds (pivot points) together with Mn2VGe.
The SCAN-based results are shown in the contour map of Fig. 4, where Mn2VGe has the lowest forma-
tion energy in the convex hull. Crystal and magnetic structures and the formation energies for GGA and
SCAN are given in Table 2. The alloy is thus predicted to be chemically stable against segregation into
pure elements and binary compounds suggesting that it will be amenable to relatively easy synthesis.
Similar results for the GGA are given in the Materials Project and AFLOW databases [62, 61]. NOTE: I
have removed reference to Materials Project and AFLOW in the caption below–arun
Finally, we discuss possible transitions between the LMS and HMS phases with temperature and exter-
nal pressure. In this connection, Fig. 5 presents the Gibbs energy difference between these two phases.
[Debye temperatures are listed in Table 1.] Here we neglect the magnetic and electronic contributions
to the entropy for the sake of simplicity. No transitions are predicted below 3 GPa. At higher pressures,
the transition temperature is seen to vary linearly with increasing pressure, see Fig. 5. A pressure of ≈
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Figure 4: Energy convex-hull diagram for the ternary Mn-V-Ge system calculated within SCAN.

4 GPa is necessary for switching between LMS and HMS at the room temperature.

Figure 5: Temperature dependence of the Gibbs energy difference between LMS and HMS for Mn2VGe for various values
of the applied pressure P .
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Table 2: Space groups, magnetic orderings, total magnetic moments (in µB/f.u.), and formation energies (in meV/atom)
for the pivot points of the ternary Mn-V-Ge convex hull using GGA and SCAN. For Mn2VGe, the results for both crystal
structures and various magnetic configurations given in Fig. 2(b) are presented: the most favorable phase is marked in bold
lettering.

Space group Magnetic ordering
Magnetic moment Formation energy
GGA SCAN GGA SCAN

Mn 217 FIM 0.18 0.46 0.00 0.00
V 229 NM 0.01 0.00 0.00 0.00
Ge 227 NM 0.00 0.00 0.00 0.00
Mn3Ge 225 FM 2.65 2.81 -0.08 -0.22
Mn5Ge3 193 FM 13.23 14.85 -0.11 -0.39
Mn3Ge5 118 FIM 1.00 0.98 0.01 -0.10
MnGe 198 FM 2.003 2.16 -0.12 -0.27
MnV 221 NM 0.00 0.00 -0.28 -0.38
MnV3 225 NM/FIM 0.01 0.92 -0.15 -0.17
V3Ge 223 FM/NM 0.35 0.01 -0.34 -0.41
V5Ge3 140 NM/FIM 0.00 1.82 -0.37 -0.40

Mn2VGe

225 FIM (LMS) 0.99 1.00 -0.28 -0.42
225 FIM (HMS) – 4.78 – -0.43
225 NM 0.00 0.00 -0.20 -0.37
225 AFML – 0.00 – -0.38
216 FIM 0.57 4.58 0.02 -0.34
216 FIML 0.00 0.88 0.00 -0.39
216 FIMS 0.57 0.00 -0.02 -0.28

3.3 Electronic structure of Mn2VGe

In order to understand the influence of electron correlations on the electronic structure of Mn2VGe fur-
ther, we compare in Fig. 6, the spin-polarized band structures, and the total and partial DOSs of the
LMS and HMS phases at their equilibrium lattice constants. For the LMS, both GGA and SCAN pre-
dict a metallic character with bands crossing the Fermi level in the minority spin channel and the mi-
nority spins of Mn host a large DOS at EF . In contrast, the majority spin band differs somewhat be-
tween the GGA and SCAN. GGA gives an almost HM behavior at EF due to a presence of a valence
band maximum at Γ, which lies ≈ 0.25 eV above EF with a spin polarization of about 90%. In SCAN,
there are direct majority band gaps at EF with values of EΓ−Γ = 1.104 eV, EX−X = 1.201 eV and an
indirect gap EΓ−X = 0.580 eV. Remarkably, the Fermi energy is located at the center of the energy gap,
yielding a stable half-metallic state with 100 % spin polarization under applied pressure. The band gap
is mostly determined by the contribution of Mn orbitals. Note also that the pDOS (partial DOS) for V
atoms is quite symmetric and, therefore, V has a small magnetic moment relative to the Mn atoms. For
a larger cell volume, both the majority and minority bands intersect EF and result in a metallic HMS
phase. The presence of HM and metallic phases at different volumes would allow switching of spin-polarized
current to spin-unpolarized current with pressure.
Fig. 7 presents SCAN-based pDOS’s for Mn and V in the LMS and HMS phases. It is clear that the
predominant contribution to the band gap at the Fermi level of the LMS phase is from the t2g Mn or-
bitals, with a smaller contribution from the Mn eg orbitals. Similar arguments for the formation of a
semiconducting gap in Heusler alloys have been made for Co2MnGe, Mn2ScZ and Fe2TiZ (Z = Ga, Ge,
As, In, Sn, and Sb) [63, 35, 64]. On the other hand, the metallic nature of the HMS phase is determined
by the occupation of eg and t2g Mn orbitals in both spin channels. Also, the valence band in the LMS
as well as HMS is characterized by an almost equal occupation of both eg and t2g Mn orbitals, while the
eg Mn electrons dominate the occupation of the conduction band. Concerning the V atoms, the t2g or-
bitals contribute to the valence band of LMS and HMS whereas both the eg and t2g orbitals are occupied
in the conduction band. We thus conclude that the t2g states mostly contribute to the LMS, while in the
HMS both t2g and eg are involved. For V, the eg states in the conduction band are responsible for the
magnetic moment of both LMS and HMS. Interestingly, in Mn2ScSi [38], Sc gives much smaller magnetic
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Figure 6: Majority and minority band structures and total and partial DOSs for Mn2VGe. (a) GGA results for LMS. (b,c)
SCAN results for (b) LMS and (c) HMS at their equilibrium volumes.

contribution compared to V.
Previous ab initio GGA studies [8] of Mn2TiZ (Z = Al, As, Bi, Ga, Ge, Sb, Si, and Sn) Have found that
an expansion of the lattice raises the Fermi level to higher energies through the semimetallic gap with
little change in spin polarization of the states or the size of the energy gap. In contrast, in our case here
the loss of half-metallicity in Mn2VGe with volume expansion as the system transitions to the HMS phase
is associated with a significant reshuffling of the electronic states.
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Figure 7: Orbitally-resolved DOSs of Mn and V atoms in the LMS and HMS Mn2VGe using SCAN.

3.4 Si-doped Mn2VGe

Substitution of Ge with Si can tune the energy difference ∆E between the LMS and HMS phases as shown
in Fig. 8 for a series of alloy compositions simulated using supercells of various sizes. Large, computa-
tionally expensive supercells are required for low Si concentration x: The largest supercell we deployed
involved 432 atoms for x ≈ 0.083. ∆E is seen in Fig. 8 to vary linearly with x. For x less than 0.1 (3 at.%),
HMS is the global minimum while for larger x, the LMS becomes the global minimum. We thus con-
clude that LMS and HMS become degenerate at zero temperature for Si concentration of about 2.92 at.%
(x ≈ 0.17). Further increase of Si content raises ∆E significantly.
In order to identify an alloy composition at which the LMS/HMS switching would become easier (∆E ≈
0 meV/atom), we focus on a 32-atom supercell (x = 0.125). In this case, Fig. ?? shows the presence
of two nearly-degenerate minima (green filled squares). A small amount of Si (x = 0.125 at.%) is seen
(Fig. 9(a)) to result in a substantial decrease in —∆E— from 13.2 to 3.1 meV/atom. Notably, with full
geometry optimization and relaxation of atomic positions —∆E— reduces from 3.1 to 1.8 meV/atom at
x = 0.125 at.%. Since the DOSs in the Si alloys are very similar to those of the parent compound (see
Figs. 7 and 9(b)), the rigid band approximation is reasonable for modeling the electronic structures of
these alloys.
Finally, Fig. 10 presents transition pressures (Ptr) to switch from LMS to HMS as a function of Si con-
tent at temperatures (Ttr) of 0 K, liquid nitrogen and the room temperature. Both Ptr and Ttr have been
estimated here from the intersection of Gibbs energies of the LMS and HMS phases. At each composi-
tion, ΘD for LMS and HMS was determined via a linear interpolation of the values for x = 0 (ΘLMS

D ≈
593 K and ΘHMS

D ≈ 373 K) and x = 0.5 (ΘLMS
D ≈ 625 K and ΘHMS

D ≈ 419 K). By increasing the Si
concentration, we can control the pressure required for the magnetic transition between HMS and LMS.
A positive Ptr (lattice contraction) activates the HMS → LMS transition while a negative Ptr (lattice ex-
pansion) stimulates the LMS → HMS transition. For example, at zero temperature and room tempera-
ture, a pressure of only 1 and 2.8 GPa, respectively, is required to trigger the transition at x = 0.125.
Increasing Si content reduces the transition pressure, which is seen to nearly become zero at x ≈ 0.45 at
room temperature.
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Figure 8: Energy difference between the LMS and HMS phases as a function of Si content for Mn2VGe1−xSix alloys. Var-
ious alloy compositions are simulated by generating SQS supercells with different number of atoms. Orange line gives the
linear approximation.

Figure 9: (a) SCAN-based total energy as a function of the lattice parameter for Mn2VGe and Mn2VGe0.875Si0.125
(Mn16V8Ge7Si1) with FIM order. The E zero is fixed to the LMS energy minimum in all cases. (b) Total and partial
DOSs of Mn2VGe0.875Si0.125 in the LMS and HMS phases calculated at the corresponding equilibrium volumes. Dashed
lines are for Mn2VGe.

4 Conclusion

We present an in-depth study of spin-dependent electronic structures of Si-doped Mn2VGe alloys, which
are easy to synthesize and promising for spintronics applications, using the SCAN meta-GGA functional
within the first-principles density functional theory framework. The total energy curves for these com-
pounds are found to consist of two distinct branches with small energy differences between their minima.
The minimum corresponding to the larger equilibrium unit-cell volume hosts a phase with high total
magnetic moment and a fully metallic band structure. The minimum with a smaller cell volume, how-
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Figure 10: Transition pressure for switching between the LMS and HMS phases as a function of the Si content.

ever, yields a half-metallic phase with a smaller total magnetic moment. Substitution of Ge by Si results
in the reduction of the energy difference between the metallic and half-metallic phases, and these two
phases become nearly degenerate at a Si concentration of 0.125% at zero temperature.
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B 2015, 91, 17 174439.
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