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Magnetic skyrmions are quantum particles that have the potential to replace tra-
ditional information storage mediums such as magnetic tapes. They have unique
properties such as increased storage capacity, improved data protection, lower spin-
polarised currents required to drive them, and so on. In this study, the magnetization
structure of magnetic skyrmions were investigated, and two types of skyrmions were
discovered based on different magnetization rotation inside the vortex. The stray field
signatures of skyrmions, as well as their dynamics in 2D materials, were investigated
for the Néel and Bloch types of skyrmions. The obtained stray field in the x, y , and z
directions revealed that both the in-plane and out-of-plane components of the field
range between -65 mT and +65 mT; additionally, a 2D map of this field was obtained
to better understand its spatial distribution.
Furthermore, an atomic force microscope (AFM) was made to operate in the mag-
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netic force microscopy (MFM) regime with an external magnet. A single layer skyrmion
sample was investigated using the experimental setup in order to visualize the skyrmion
phase. The resulting MFM images were compared with those obtained from magneto
optical kerr effect (MOKE) microscopy.
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1 Introduction
There have been a revolution in the quantity of data that modern communication
and computing devices like smartphones and personal computers can hold over time
since their invention. The need to improve the storage capacity of modern computing
systems cannot be overstated, which is why scientists and engineers are continuing
their hunt for better storage materials. Furthermore, with the growing availability of
data and the usage of advanced data analytic techniques such as machine learning,
the internet of things, and artificial intelligence, information storage has become more
important than ever.
There are two basic techniques for storing data in current computing devices: mag-
netic hard disk drives (HDD) and solid-state random access memory (RAM). The
HDD is an electro-mechanical device that was first introduced by IBM in the late
1950s. HDDs have shrunk in size and capacity from the size of two refrigerators with a
capacity of 3.75 Megabytes to the current 2.5-3.5 inch size with a storage capacity of
up to 18 Terabytes thanks to advances in materials science. On traditional HDDs, data
is stored via a magnetization process on a ferromagnetic thin film layer on the disk’s
surfaces (Plumer et al. 2012). Binary bits are created through continual changes in the
magnetization path. Following that, the data bits are retrieved by tracking the progres-
sion of the disk’s magnetization. RAM, on the other hand, are solid-state devices made
up of a collection of integrated circuits that store data mostly in flash memory. RAMs
are commonly employed as a secondary storage medium in computing devices, along-
side HDDs. Unlike HDDs, which have a permanent and superior data storage capacity
as well as a larger cooling mechanism due to the heating imposed on the system by the
rotating magnetic disk (Parkin et al. 2008), RAM has a temporary and limited storage
capacity that is dependent on electrical power, meaning that data stored in the RAM
will vanish once power is lost. As a result, a viable storage system would combine the
benefits of HDDs and RAM in a single arrangement or configuration.
Numerous studies have been conducted on giant magnetoresistance (GMR) materials
for use in HDD devices. The benefits of GMR include the increased storage capacity
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and downsizing of the storage device. GMR was discovered by Baibich et al. (1988)
in Fe/Cr supperlattices made by molecular beam epitaxy. By aligning the magnetiz-
ation of their atomic layer with an applied field, the phenomenon was observed in
antiferromagnetically connected Fe/Cr supperlattices. Typical features of ferromag-
netic (FM) thin films include GMR, and magnetic anisotropy. FM also have important
quantum mechanical features in the spin-spin interaction of GMR structures and are
very sensitive to electrical resistance (Rizal et al. 2016). As a result, they are used as
highly sensitive magnetic sensors in HDDs.
Figure 1: Computer hard disk drive showcasing the fundamental operation parts. Figure
adapted from Encyclopedia Britannica (2013).
A typical configuration of a computer HDD is shown in Figure 1. The HDD has two
motors: one that spins the very thin FM multilayer disc and another that aligns the
read/write head while the disc rotates. The read/write head does not make contact
with the disc and writes information on the FM surface. The heads detect the mag-
netization of the FM surface as it moves across the disc’s surface. Magnetic domains
are created by dividing the surface into tiny grids of equal area. A distinct magnetic
field characterizes each magnetic domain. By magnetizing these domains, the heads
read/write data by using a strong magnetic field. The HDD architecture offers the
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benefit of being simple and scalable. It does, however, have some substantial down-
sides: the disc or read/write head must be continuously driven mechanically in order
to access each magnetic domain for information storage, which has some mechanical
drawbacks in the case of disc or head friction or misalignment. Furthermore, the use
of many heads by some HDDs results in a higher power need as well as a compactness
disadvantage.
Following the failures of HDDs, scientists and engineers have been inspired to look for
new storage devices that can be made from organic or inorganic materials. Nonvolatile
organic storage systems with floating-gate, ferroelectric (FE) architecture, and other
features are seen as ideal contenders for future storage applications (Zhou et al. 2018).
Parkin et al. (2008) came up with the idea for a 3D storage device. The 3D device
known as racetrack memory (RM) uses magnetic domains to record data on a long
magnetic wire that is aligned on the surface of a semiconductor (silicon) wafer (see
Figure 2), unlike its 2D cousin (HDDs), which are made up of a two-dimensional array
of magnetic bits and electronics.
Figure 2: Racetrack memory as proposed by Parkin et al. (2008). The RM consists of ferromag-
netic nanowires with magnetic domains which contains coded information.
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The data in the RM is represented as magnetic domains separated by domain walls.
Data is pushed along the magnetic track through spin-polarized currents, rather than
mechanically moving the read/write heads to the memory locations as is the case with
HDDs. High-density data is stored due to a variety of racetrack parts. The magnetic
racetrack memory, while promising, has certain flaws. For example, considerable
spin polarized current is required for domain wall motion, and contaminants in the
racetrack nanowires may reduce RM efficiency. However, skyrmions can be used to
solve all of these problems (Fert et al. 2013).
Tony Skyrme, a British mathematician, proposed the skyrme theory in particle physics
in 1961. It was first presented as a model for subatomic particles such as nucleons.
Magnetic skyrmions are swirls of magnetic spins with a very stable structure whose
existence is largely due to the Dzalonshinkii-Moriya interaction (DMI) in ferromagnets
with high spin orbit coupling (SOC) (Dzaloshinsky 1958, Moriya 1960). Because of
their miniature size (usually 1 nm - 100 nm) and the low spin current required to drive
them (current density of 106 Am−2 for skyrmions compared to 1012 Am−2 for magnetic
domain walls (Wang et al. 2018)) skyrmions have sparked a lot of interest in studies.
A skyrmion’s interior is a closed domain wall with magnetization antiparallel to the
field around it (Denisov et al. 2016). Skyrmions are divided into two types: Néel type
skyrmions and Bloch type skyrmions, both of which are distinguished by different
magnetization rotation inside the vortex (Wang et al. 2018, Denisov et al. 2016). A
typical representation of the 3D spin structure of a spiral skyrmion is presented below.
Figure 3: A 3D representation of a spiral magnetic skyrmion’s vector field. Figure adapted from
(Sipos & Scheler n.d.)
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Several design strategies have been proposed for skyrmion racetrack memory (SRM)
(Fert et al. 2013, Müller 2017). Müller (2017) coined a magnetic skyrmion on a two
lane track as an effective design for SRM. The design setup is illustrated in Figure 4.
Figure 4: A magnetic skyrmion on a two lane track as proposed by (Müller 2017). (a) depicts
the dynamics of individual skyrmions on a single lane, with data represented as the distance
between two skyrmions Fert et al. (2013). (b-d) Müller (2017) two-lane model, with data
encoded in the skyrmions’ index lane. Spin polarised current provide the energy required for
individual skyrmions to travel along the racetracks.
In order to completely comprehend the structure of magnetic skyrmions, scient-
ists have created numerous approaches to examine their dynamics in real space.
One of these techniques is applying an imaging technology known as the magnetic
force microscopy (MFM) (Sipos & Scheler n.d.). Fraerman et al. (2015) studied Co/Pt
nanostructures with different anisotropy directions using MFM and micromagnetic
analysis, and found two distinct skyrmion structures on the basis of the strength of
anisotropy in the system. Similarly, Sipos & Scheler (n.d.) employed the MFM to scan
a skyrmion lattice; for this experiment, they used Fe0.5Co0.5Si, a material that lacks
inversion symmetry and hence can accommodate skyrmions. The sample was ob-
served under varying temperature (T ) and external magnetic field (H) and the results
are illustrated in Figure 5 below.
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Figure 5: Fe0.5Co0.5Si skyrmion phase obtained from MFM imaging (both scans are 1.5 µm
across). The figure shows the formation of skyrmions at different magnetic fields (i.e 15 mT
and -15 mT) (Sipos & Scheler n.d.).
1.1 Structure of the thesis
The purpose of this work is to compute the 3D magnetization vector of the Néel and
Bloch type skyrmion. We also present the spin rotation in a 2D skyrmion lattice, as
well as the in-plane and out-of-plane magnetization vectors, from which the stray field
distribution over the skyrmion profile is computed. To validate the computational
results, we compared them to MFM images produced by a non-centrosymmetric
material capable of hosting skyrmions. In terms of the aforementioned, this work is
organized as follows:
Chapter 2 contains the theoretical foundation of the research; beginning with a de-
scription of the basics of magnetism and the various energy terms in the Hamiltonian
of ferromagnets. In addition, the topological behavior and spin structure of skyrmi-
ons, as well as the skyrmion vector field, are computed. Furthermore, the numerical
computation of the vector field rotation in 2D skyrmions, as well as the stray field
distribution over skyrmions are presented.
Chapter 3 describes various imaging techniques and provides a thorough examin-
ation of MFM imaging. The advantages and disadvantages of MFM are discussed,
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as well as a comparison between MFM and other cutting-edge magnetic imaging
techniques such as Spin-Polarized Scanning Tunnelling Microscopy (SP-STM).
Chapter 4 contains the numerical results of this thesis. These results includes the
spin structures of the Néel and Bloch type skyrmions, their spin rotation in 2D systems
and their stray field distribution.
Chapter 5 gives detailed overview of skyrmion imaging methods and provides a de-
scription of the various components of the MFM setup.
Chapter 6 presents the experimental results from this work. Furthermore, comparison
between the computationally and experimentally obtained stray field distribution is
appropriately made.
Chapter 7 concludes the thesis and recommends directions for future research.
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2 Literature Review of Magnetic Theory
In this chapter, the theoretical foundations of this thesis is presented. Starting with
the fundamentals of magnetism and progressing to more complex magnetic inter-
actions such as the DMI and the various energy terms in the Hamiltonian model of
ferromagents. Following that, the topological structures of skyrmions are described,
as well as the various formulas for a skyrmion profile and field.
2.1 Basics of Magnetism
Magnetism is a force due to a magnetic field. It could either be an attractive or
a repulsive force acting between objects at a distance depending on the nature of
the objects. Certain elements, such as Fe, Co, and Ni, are said to have an inherent
magnetic field because of the spin polarized currents produced by their unpaired
electrons. The non-existence of a magnetic monopole was demonstrated by Gauss’s
law (see equation 1) of magnetism, notwithstanding Pierre Curie’s claim in 1894 that
a magnetic monopole could emerge. As a result, the fundamental constituent of
magnetism remains a magnetic dipole generated by a current loop with a magnetic
moment~µ (Poole 2018).
∇ � B = 0, (1)
where B is the magnetic field. In principle, all materials display some type of magnet-
ism; nonetheless, ferromagnetic behaviour is critical for the purposes of this thesis. An
hysteresis loop (see Figure 6), shows how a sample’s total magnetization react when
subjected to an applied field, and it is commonly used to describe ferromagnetism. It
follows that the relationship between the vector of magnetization M and field H for
ferromagnetic materials with permanent magnetization cannot be described by the
linear relationship:
M=χmH, (2)
where χm is magnetic susceptibility.
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Figure 6: Ferromagnetic hysteresis loop, adapted from (Arora 2018). The magnetization
M grows non-linearly when the magnetic field strength H is increased, until it approaches
saturation Ms at Hs . The material retains some magnetisation Mr when H is reduced to zero
and the coercive field Hc is required to bring Mr back to zero.
2.2 Magnetic Domains (MD)
MD is a region in which the magnetic orientation or magnetic field of atoms are
aligned. The existence of magnetic domains causes the hysteresis behavior of ferro-
magnets, as shown in Figure 6 (Arora 2018). As a result, many magnetic domains can
arise, each separated by a domain wall and with a corresponding local magnetization.
M = 0 at H=Hc in Figure 6 is considered to be due to random magnetic orientation;
yet, at H = 0, magnetic orientation assures that M=Mr . All magnetic moments align
towards the applied field beyond H=Hs , resulting in saturation magnetization.
Figure 7: Magnetic domains, magnetization M and spin orientation for H = 0 (left) and H >Hs
(right). Adapted from (Arora 2018).
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The existence of magnetic domains in a ferromagnetic material is to minimise its total
energy (Feynman et al. 1963). The total energy Ee f f is defined as:
Ee f f = Eech +Ezeem +Eani +Em +EDM I . (3)
where Eech is the exchange energy, Ezeem is the Zeeman energy, Eani is the anistoropy
energy, Em is the magnetostatic energy and EDM I is the energy due to Dzaloshinki-
Moriya interaction. These energy factors compete to orient the magnetization in a
specific direction, with the system’s final orientation being the minimization of the
total energy.
2.2.1 Exchange Energy
Heisenberg hamiltonian describes Eech that results from the exchange interaction
between two atoms in close proximity with magnetic moments µi , spin Si and µ j ,
spin S j . The exchange interaction relies on the separation between the two adjacent
Si and S j :
Hech =−J
∑
Si S j . (4)
It follows that for ferromagnetic ordering, the exchange integral J is positive, while it
is negative for antiferromagnetic ordering. Eech is thus obtained by:
Eech = A
(
∇· M
Ms
)2
, (5)
with A been the exchange stiffness (Arora 2018).
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2.2.2 Zeeman Energy
The potential energy in a magnetized body with saturation magnetization Ms in
the environment of an applied field H along a unit volume V describes the Zeeman
energy(Barozzi & Gasparini 1989). The Zeeman energy is due to the interactions
between the external field and the saturation magnetization. The Zeeman energy
density is thus represented as:
Ezeem =−µ0
∫
Ms ·H dV. (6)
where µ0 is relative permeability.
2.2.3 Magnetostatic Energy
Magnetostatic energy stem from the Zeeman energy due to the interactions between
the magnetic moments of a material and their demagnetizing field Hd .
Em =−µ0
2
Ñ
V
M ·Hd dV. (7)
Here 12 ensures that the dipole interactions are not counted twice, M is the mag-
netization of the material and V is the volume. Although the short range exchange
interactions are dominant at small distances, the dipolar interactions become relevant
in the long range. Thus understanding the characteristics of magnetic moments in
the long range is necessary in the minimization of the magnetostatic energy and the
creation of magnetic domains.
Figure 8 demonstrates different values of the magnetostatic energy in a material. In
Figure 8(a), demagnetizing field Hd is produced due to the strong magnetostatic
energy in the uniformly magnetized sample. In Figure 8(b), the magnetization of the
sample is split into two magnetic domains, this causes the magnetostatic energy to
be reduced by a factor of 2. Similarly, in Figure 8(c), there are four magnetic domains
and thus the magnetostatic energy is decreased by a factor of 4. It follows that if the
domains are split by a factor of N , then the magnetostatic energy will reduce by a
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factor of N . In Figure 8(d), there is no magnetostatic energy on the sample due to the
closed loop structure of the magnetic domains.
Figure 8: Schematic representation of the magnetostatic energy in a sample with different
domain structure. Figure adapted from (Magnetic Materials: Domains n.d.).
2.2.4 Anisotropy Energy
The anisotropy energy or magnetic anisotropy energy is direction specific. The aniso-
tropy energy in ferromagnets explains the dependency of total energy in the magnetiz-
ation direction, also referred to as the easy axis of magnetization. Magnetocrystalline
anisotropy, shape anisotropy, and surface magnetic anisotropy are all examples of
anisotropy energy (Díaz 2011, Arora 2018).
Magnetocrystalline anisotropy
In magnetic materials, magnetocrystalline anisotropy is one of the most significant
sources of energy. The source of magnetocrsytalline anisotropy, according to van Vleck
(1937) is the SOC of magnetic spins in the materials. For simple orthorhombic and
hexagonal structures, the magnetocrystalline energy Emca is given as:
Emca =
∑
i
Ki sinθ
2·i , for i = 1,2, · · · (8)
where Ki denotes the anisotropy constant, θ signifies the inclination between an-
isotropy axis and magnetization which is generally given as a unit of energy density.
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Shape anisotropy
The stray field from a ferromagnetic sample causes shape anisotropy (SA). SA is a
long-range dipolar interation energy that is dependent on the sample geometry. As a
result, the phenomenon is prevalent in nanowires with long axis magnetization and
thin films with magnetization aligned along the film’s plane (Arora 2018). The shape
anisotropy energy density Esa can be described mathematically as:
Esa = µ0
2
M 2s (N1 sin
2θ+N2 cos2θ), (9)
where µ0 is permeability of free space, Ms is the saturation magnetization, N1 and N2
are the demagnetization factors acting parallel or perpendicularly to the sample plane
and θ is the angle between the magnetization and the easy axis of the sample. Figure
9 shows the geometry of an ellipse shaped magnetic material.
Figure 9: Short and long axis description in an ellipse shaped magnetic sample. The shape
anisotropy is greater along the long axis of the sample.
Surface magnetic anisotropy
The existence of surface magnetic ansitropy, according to Neel (1954), causes the
magnetic anisotropy to rise when the size of the system is lowered. There is currently
a lot of experimental data to back up his statements (Gradmann 1969), as well as
first-principles approaches to estimate the amount of surface anisotropy created by a
sample. In general, ulthrathin films or nanowires with a significant number of surface
spins may have surface anisotropy that is greater than the bulk anisotropy.
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The mathematical reperesentation of the surface anisotropy density Es is given by the
Néel model (Neel 1954):
Es =−Ks
∑
i∈s
(~vi ·~si )2, (10)
where ks is the surface anisotropy constant, ~vi is the axis direction of anisotropy and
~si is the magnetic spin. It follows that ~vi can be explicitly written as:
~vi =
∑
j∈s
di , j . (11)
here i , j refers to the si and s j spin interactions, and di , j represents their distance
apart.
In Figure 10 (right), surface interactions between the reference atom and the sample
surface is as result of no upper atomic neighbours. However, in Figure 10 (left) there ex-
ist an upper neighbour with respect to the reference atom thus the dipolar interaction
is predominant.
Figure 10: Schematic representation of the surface anisotropy on a sample. Figure adapted
from (Henao-Londono et al. 2017).
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2.2.5 DMI Energy
Dzaloshinsky (1958) first described weak ferromagnetism. Following that, Moriya
(1960) connected Dzaloshinsky (1958) exchange asymmetric term to SOC caused by a
lack of inversion symmetry. The DMI contribution to the total energy can be expressed
as:
EDM I =−
∑
i , j
Di , j · (Si ×S j ). (12)
where Si and S j represent the atomic spins and Di , j is the DMI vector. Figure 11 shows
electrons promoting the DMI via exchange between SOC and magnetic spins in the
heavy metal and magnetic interfaces of Pt and Co.
Figure 11: Schematic representation of the DMI in material systems. Figure was adapted from
(Fert et al. 2013).
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2.3 Topological Spin Structures
Topology has become an important subject in particle physics and materials research
since the discovery of the Skyrme model in the early 1960s. Magnetic solitons are
now described using the idea of topology. Magnetic skyrmions are ferromagnetic spin
structures that exhibit a soliton state of magnetization with a maintained topology.
These topological spin structures can be found in 1 to 3-dimensional lattices in real
space. Their topological charges, also known as topological skyrmion numbers, are
defined by their spin structure in topological space, which may be an integer or a
half-integer (Zhang et al. 2020). A larger emphasis has been placed on 2D materials
such as metallic films and multilayers in order to harness the topological features
of these non-trivial chiral quasi-particles for information storage (Zhang et al. 2020,
Wiesendanger 2016, Denisov et al. 2016).
Following the invention of the skyrme model, Bogdanov and Yablonski hypothesized
that the model may be used to describe some ferromagnetic structures. Later research
by Bogdanov and Hubert discovered that magnetic skyrmions are maintained in
magnetic structures by the Dzyaloshinskii-Moriya interaction (Bogdanov & Hubert
1994). The equilibrium magnetization profile of a ferromagnetic layer is derived by
minimizing the free energy; the free energy density for a uniaxial ferromagnet is given
as (Rozhansky et al. 2017):
W = A∑
i , j
(
∂i M j
)2+K [1− (M � n)]+µ◦[M H −M � H]+WDM I . (13)
The exchange interaction stiffness A is described by the first term in equation 13,
WDM I is due to DMI, K accounts for the unaxial magnetocrystalline anisotropy, ~n is
along the high symmetry axis, µ◦ is the vacuum permeability.
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2.4 Skyrmion State
The skyrmion state exists in a magnetic structure with a chiral symmetry. Their
formation is favoured by several mechanism such as magnetic dipole interaction,
frustrated exchange interaction, four spin interactions, Rashba spin-orbit coupling
and most importantly the DMI (Brey 2017). Magnetic skyrmions are characterized by
a skyrmion number given by:
Q = 1
4pi
∫
d 2xM �
(
∂x M×∂y M
)
. (14)
Here M is the vector of magnetization, and Q can be integer or half-integer resulting
in a skyrmion when Q is an integer and a vortex-like soliton or half skyrmion when Q
is a half integer. The following is the general shape of the magnetization profile with a
radial feature that minimizes the free energy density (Tokura & Kanazawa 2020):
M(r )=M (cosφ(ψ)sinθ(r ),sinφ(ψ)sinθ(r ),cosθ(r )) . (15)
where φ(ψ) and θ(r ) are the in-plane and out-of-plane spin textures respectively, r
is a point in space and ψ is a 2D coordinate. The spatial form of a magnetic vortex
is described by the azimuthal angle function θ(r ) and the skyrmion state is defined
such that θ(r )=pi at the centre and θ(r )= 0 at the boundary. The polar angle function
which determines the in-plane angular spin is given as:
φ(ψ)=mψ+γ. (16)
where m is the winding number and γ is the helicity. It follows that γ is non-zero and
m = 1 for skyrmions. If γ assumes values of γ = ±pi2 then its helicity h = ±1 and for
γ= 0 or pi a radial spin structure is formed. A typical guess for the radial profile θ(r )
which is widely used is:
θ(r )= 4arctan
[
exp
−r
R
]
. (17)
with r been the radius of the skyrmion and R the radius of the profile . The skyrmion
spin structure for helicity γ= 0 and γ=−pi2 and winding number of m = 1 develops
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the Néel and Bloch type skyrmion.
2.5 Stray field
The computation of a ferromagnetic material’s stray field has been a hot topic in
magnetism research, attracting analytical, experimental, and numerical contributions
(Taniguchi 2018, Osborn 1945). Taniguchi (2018), for example, developed numerous
analytical formalisms for the stray field produced by a ferromagnetic cylinder, and
his findings showed significant impact on the manufacture of magnetic tapes for
data storage. Recent studies of CoFeB/MgO interfaces on ferromagentic thin films
revealed the posibility of a perpendicular orientation of magnetization to the plane of
the film as a result of magnetic anisotropy (Yakata et al. 2009, Ikeda et al. 2010), these
studies also showed the capability of exciting the magnetization dynamics by spin
polarised current (Kiselev et al. 2003). The magnetization dynamics induced by these
materials are important for constructing cutting-edge information storage devices,
necessitating the development of increasingly sophisticated computational models
for magnetism physics.
Although numerous micromagnetic softwares based on the atomistic spin model
are utilized to simulate the stray field and magnetization dynamics of nano-magnetic
structures, estimating the stray field due to the magnetization profile (see Figure 18)
formed by magnetic skyrmions is a crucial feature of this thesis. Mathematically, the
governing equations are the magnetic vector potential φ(~r ) and stray field Hstr ay (~r )
which are expressed explicitly as:
φ(~r )=− 1
4pi
∇~ri ·
∫
M ~(ri )
|~r −~ri |
d 3~ri , (18)
where M ~(ri ) is the magnetization profile given in Figure 18, and~r = x, y, z suggests a
cartesian symmetry. Computationally, it is more feasible to approximate an integral
by a summation, thus equation 18 can be re-written as:
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φ(~r )=− 1
4pi
∇~ri ·
∑
~ri
M ~(ri )
|~r −~ri |
, (19)
The stray field is simply the partial derivative of equation 19, which is expressed as:
Hstr ay (~r )=∇~ri ·φ(~r ). (20)
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3 Overview of Magnetic Force Microscopy
This chapter describes several scanning probe microscopy (SPM) techniques. AFM,
KPFM, and MFM are some SPM techniques that are explained in detail. Furthermore,
MFM is given special attention because it will be used to fulfill the experimental
requirement of this thesis. Although the requisite information about several SPM
techniques are provided here, the reader is however encouraged to see (Meyer et al.
2003) for a more holistic overview.
3.1 Scanning Probe Microscopy
SPM is an imaging technique that relies on scanning the surface of a material with a
probe. SPM has become one of the most successful microscopy techniques since its
creation by Binnig et al. (1986). AFM is a subset of SPM, and it is used when referring
to the forces of interaction (Van der Waals force) due to a physical probe and a sample
on an atomic scale.
Figure 12: Schematic representation of SPM, Figure adapted from (Chen 2021). A laser beam is
focused on a movable cantilever in this configuration. The cantilever deflects due to interaction
forces between the tip of the cantilever and the sample. The angular deflection of the beam
from the cantilever changes when the cantilever bends, and the photodiode records these
changes and converts them to electrical signals.
Figure 12 depicts the operational principle of a scanning probe microscope. It entails
scanning a sharp cantilever tip across a sample, causing the cantilever to deflect due
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to the contact forces between the sample and tip. There exist a feedback system which
controls the cantilever deflection by monitoring the forces of interaction between the
tip and sample. In order to build an image of the sample’s surface, the interactions are
mapped as a function of the sample’s position.
3.1.1 Interaction Forces
The bending of the cantilever as it scans the sample is caused by interaction forces.
These forces may be long or short range, depending on the tip-sample separation.
Magnetic force, Van der Waal force, and other examples of interaction forces are
discussed in 3.3.2. The Lennard-Jones potential curve (Figure 13) can be used to
describe these forces.
Figure 13: Lennard-Jones potential curve, Figure adapted from (Jalili & Laxminarayana 2004).
The repulsive force is dominant at small distances, while the attractive force is domin-
ating at large distances, as in Figure 13. As a result, the interaction potential is:
U (r )= 4²
(σ
r
)12
−4²
(σ
r
)6
. (21)
where the depth of the potential well is represented by ², the separation between
particles is r , and the distance where the energy of interaction becomes zero is σ. The
first term in equation 21 accounts for repulsive forces at short displacements, while
the second term is the long-range attraction due to dipole-dipole interaction.
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3.2 Kelvin Probe Force Microscopy (KPFM)
Kelving probe force microscopy is an imaging method developed by Nonnenmacher
et al. (1991). KPFM is a two-pass tapping mode that explores the surface topography
first and then measures the contact potential difference (CPD) between the sample
and the KPFM probe in the second pass (Nonnenmacher et al. 1991). The CPD voltage
is thus defined as:
VC PD =
φt i p −φsample
−q (22)
The workfunctions of the tip and sample are φt i p and φsample respectively, and q is
the electronic charge.
Figure 14 depicts the various energy band structures based on tip-sample separation
and variable φt i p and φsample values. In Figure 14(a), because the tip and sample are
apart by d , there is no electrical connection between them, and the Fermi levels are
not in equilibrium. In Figure 14(b), when a conducting wire is connected between the
sample and the tip, current i flows from a lower work function (sample) to a higher
work function (tip), the Fermi levels balance out, and VC PD emerges. Finally, in Figure
14(c), a battery with potential difference VDC is connected between the sample and
tip which compensates for VC PD .
Figure 14: Different scenarios of KPFM tip-sample separation with their associated energy
levels. Figure obtained from (Melitz et al. 2011).
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3.3 Magnetic Force Microscopy (MFM)
MFM is a subset of AFM. MFM involves imaging a material’s magnetic properties
(stray field); MFM setup is essentially similar to that of an AFM, with the exception
that a nano-scale magnetic tip is utilized to scan a magnetic sample. In the scanning
process, the tip and sample interact, forming the magnetic structure of the sample’s
surface. To quantify the magnetostatic interactions between a magnetic tip and a
sample, MFM uses a non-contact approach. It allows for super-resolution imaging of
magnetic domains as small as 10 nm (Abelmann & Siekman 2017). A schematic MFM
setup is illustrated in Figure 15 below.
Figure 15: Schematic representation of a magnetic force microscope obtained from (Idigoras
et al. 2014). The stray field produced by the sample is detected by a magnetic tip connected to
a movable cantilever, which is used to create an image of the surface.
MFM as an imaging technique was developed by Martin & Wickramasinghe (1987)
as a method for measuring the spatial distribution of a material’s magnetic field on
microscale. Rugar & Hansma (1990) conducted subsequent research to better under-
stand the operational principles of MFMs, and it has subsequently been established
that the magnetic field gradient close to the sample’s surface causes the shifting of
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the resonant frequency of the cantilever by changing its effective spring constant.
The change in the cantilever’s frequency and the corresponding change in amplitude
and phase are recorded by a photodector. A plot of these changes with respect to
the sample position produces the MFM images. MFM operates in two modes; direct
current (DC) and alternating current (AC) mode.
3.3.1 Operational Modes
DC mode
In this mode, the cantilever uses Hooke’s law of elasticity to operate on the static force
between the magnetic tip and the sample, as given by equation 23 (Yacoot & Koenders
2008):
F =−k∆z. (23)
where the tip displacement is ∆z , and the spring constant is k.
AC mode
Here, the cantilever operates at or close to its resonant frequency. The cantilever is
often represented as a harmonic oscillator with a resonance frequency f , which is a
typical technique in the literature (Hendrych et al. 2007):
f = 1
2pi
√
ke f f
m
, (24)
Here the effective cantilever mass and the effective spring constant are represented
by m and ke f f respectively. It follows that ke f f can be further simplified into two
components:
ke f f = k−
δF
δz
,
where δFδz is the force gradient owing to the spring constant which indicates the correc-
tion term for the effective spring constant, and k the true constant. The gradient force
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will alter the cantilever’s resonance frequency according to the following expression:
f = f0
√
1− δF
δz
. (25)
where the free natural frequency of the cantilever is represented by f0. Any changes in
the sample-tip interaction would result in a change in f as the cantilever tip sweeps
the whole sample surface.
3.3.2 Sample-tip interactions
As the tip and sample separation shortens (in the order of nm), a variety of interac-
tions/forcings occur (Giessibl et al. 2011), including the magnetic force Fm , the Van
der Waal force Fvd w , and the electrostatic force Fe . The total force F is given by:
F = Fe +Fm +Fvd w . (26)
where Fvd w represents the Van der Waal force between the sample and spherical tip.
Fvd w is further simplified as (Israelachvili 2011):
Fvd w =−
AH � R
6z2
. (27)
Here z is the tip-sample separation, R is the radius of the magnetic tip , and AH is
the material dependent Hamaker constant. Similary, the electrostatic force Fe can be
explicitly defined as (Olsson et al. 1998):
Fe =−4pi²0RmU
2
z
. (28)
Here ²0 is permitivity of free space, the radius of the spherical tip is Rm , the separation
between the tip and sample is z, and the tip-sample electrostatic potential is U . Finally,
for the magnetic component Fm of equation 26, if we assume a magnetized element
exposed to the magnetic force of a sample, the magnetic potential energy is given by
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(Hendrych et al. 2007):
E =−µ0
∫
v
Mt ·Hs dVt . (29)
The magnetization characterizes a material’s magnetic stray field behavior, and the
MFM detects the tip-sample magnetic force gradient:
F =−∇·E , (30)
F =−µ0
∫
v
∇· (Mt ·Hs) dVt . (31)
where Mt is the tip magnetization and Hs is the sample’s stray field.
3.3.3 MFM tip specification
The cantilever-tip configuration, as seen in Figure 15, is one of the most significant of
all the components that make up the MFM because of the distant forces of magnetism
to be recorded (Rugar et al. 1990). The cantilever and tip designs have developed
throughout time in order to gain more qualitative and quantitative information about
a sample’s magnetic characteristics. For MFM experiments, however, current methods
use a silicon-based cantilever with an integrated magnetically coated sharp tip (Hart-
mann 1999). Because the tip-sample separation z determines the spatial resolution of
MFM images, it is crucial to keep z as small as possible so that the magnetic tip can
detect the sample’s stray field and therefore maximize the image’s lateral resolution
(Koch 2005). In practice, high magnetization saturation materials are used as tip
coatings in order to optimize the tip’s magnetic moment thereby allowing a robust
signal to be obtained from a tiny sensitive volume (Koch 2005). Figure 16 shows a
Cobalt-Chromium (CoCr) coated tip and cantilever assembly for magnetic properties
analysis.
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(a) Tip (b) Cantilever
Figure 16: MFM tip and cantilever shapes from Bruker (Probes - Bruker AFM Probe).
3.3.4 Imaging modes in MFM
In MFM, scans are usually done in a dynamic mode, which involves repeatedly scan-
ning a line to separate signals from topography and magnetic interactions. Although
other imaging techniques such as magnetic exchange force microscopy, switching
magnetization MFM, and others exist, the most widely used technique is the classical
tapping mode. It consists of two scans on a line, the first of which is usually to obtain
topography in the two-pass tapping mode by maintaining a short tip-sample separa-
tion so as to identify the Van der Waal force necessary for topography formation. The
second scan is performed over the line for the magnetic interaction. The topographical
map is obtained during the first scan by mapping changes in oscillation amplitude,
whereas the magnetic properties map is obtained by mapping changes in phase or
frequency.
Some of the colour schemes for MFM images are: dark; for attractive force, lower
frequency or lower phase and bright; for repulsive force, higher phase or higher
frequency. MFM’s image can be altered by a variety of elements and criteria, these
includes; signal strength, resolution, magnetic probe, tip-sample separation, just to
mention a few. It is a good practice to always consult the MFM user guide before or
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during an experiment in order to prevent damage to the equipment or sample.
3.3.5 MFM Versus other magnetic imaging techniques
Although MFM has proven to be a reliable imaging technique, it also posseses some
drawbacks. Some of the advantages of MFM over other magnetic imaging microscopes
are enumerated below:
1 Good resolution; typically of the order of 10 nm (Abelmann & Siekman 2017).
2 Relatively cheap compared to other imaging techniques.
3 Possibility of measuring a variety of samples with different textures.
4 Measurements can be adjusted to suit several environmental and experimental
conditions by adjusting the magnetic field, temperature, etc.
Some of the drawbacks of MFM includes: complexity in data acquisition and interpret-
ation, sensitivity to tip-sample interaction, and long time requirement for imaging.
3.3.6 MFM applications
Since Martin & Wickramasinghe (1987) invention of the MFM technology, it has seen
a lot of use, especially in places where the delineation of the local magnetic field
distribution is of utmost importance. MFM stands out as one of the greatest skyrmion
imaging techniques currently available. MFM may be used to calculate the DMI
values of a skyrmion sample, as well as the stray field and other magnetic properties.
Fraerman et al. (2015) found two unique skyrmion lattices dependent on the Co/Pt
anisotropy of the system in a comprehensive analysis of Co/Pt nanostructures using
MFM. Yagil et al. (2018) investigated the stray field signatures of thin films composed
of Ir/Fe/Co/Pt multilayer using the MFM imaging technique (Satywali et al. 2021).
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3.4 Magneto Optical Kerr Effect (MOKE)
MOKE microscopy operates on the principle of variation in the state of polarisation of
reflected light from the surface of a magnetic material. Figure 17 shows the schematic
representation of MOKE microscopy: incident light is polarised by passing it through
a polariser, subsequently the light is reflected by the surface of a magnetic sample.
It follows that after reflection, the light passes through an analyser before reaching
the detector. The rotation angle of the polarised light depends on the orientation
of magnetization on the sample and the magnetization strength with respect to the
incident light plane. According to Qiu & Bader (2000), MOKE is based on the SOC of
electrons in a magnetic sample where spin polarisation produces a magnetic field
from the electric field of the incident light.
Figure 17: Schematic representation of magneto-optical Kerr effect microscopy. Figure adap-
ted from (Zhou et al. 2021a).
Using the dielectric law (equation 32), the rotation of a polarised light by MOKE can
be explained by a dielectric tensor which describes the influence of magnetization on
the sample.
~D =~²~E , (32)
where ~D is the electric displacement vector,~² is the tensor of dielectric permittivity
and ~E is the electric field vector. It follows that~² can be explicitly represented in the
generalised cubic tensor form as (Hubert & Schäfer 2008):
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~²= ²

Bxm21 By m1m2 0
By m1m2 Bxm22 0
0 0 Bxm23
+

1 iQv m3 iQv m2
iQv m3 1 −iQv m2
−iQv m2 iQv m1 1
 , (33)
Here ² is permittivity, Bx and By are the cubic parameters which explains the MOKE
interaction with the effective mass m1, m2, and m3 and Qv is the Voigt constant. By
substituting equation 33 into equation 32 and applying the reduction described in
(Schäfer 2007), equation 32 can be written as:
~D = ²(~E + iQv ~m×~E). (34)
In general, the dielectric tensor produces a polarisation and magnetic moment de-
pendency on refraction index which is observed using MOKE microscopy. The in-
tensity of reflected polarised light can be described by Malus’ law which is given
as:
I = I0 cos2θ, (35)
where I is the light intensity after the analyser, I0 is the intensity of light after the
polariser and θ is the inclination angle on the polarisation axis of the analyser. A small
angle δ (see Figure 17) is set such that the magnetic moment in the sample varies
linearly with light intensity in order for the detector to produce quality images.
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4 Numerical Calculation of Skyrmions
This chapter contains numerical results for the Néel and Bloch type skyrmions spin
structure, stray field distribution, and spin rotation in 2D systems.
4.1 Skyrmion spin structure
The spin structure of the Néel and Bloch skyrmion is mathematically described in 2.4.
In order to visualise the spins, equations 15,16 and 17 were implemented in MATLAB
using suitable parameters as described in 2.4. The implemented codes are presented
in the appendix.
Figure18 shows the magnetic spins for the Néel and Bloch type skyrmion. For the Néel
type, the spins tends to spread out from a source which is the centre of the skyrmion.
Judging by the arrows heads, the spins points out of plane at the skyrmion’s centre and
in plane along its periphery. On the other hand, the magnetic spins in the Bloch type
tends to collapse into the skyrmon’s centre. They move from in plane along the edges
to out of plane in the centre. A 2pi rotation occurs around the axis perpendicular to
the Néel structure’s diameter while the Bloch structure has spin rotation of 2pi along
its diameter, these rotations are identical to the different directional regimes of the
DMI vector. In both skyrmion spin structures, the magnitude of the vector fields are
non-uniform. The obtained vector fields or magnetic spins show close agreement
with preexisting research of (Fert et al. 2013, Rößler et al. 2011).
The DMI is known to be responsible for the finite equilibrium profile of a skyrmion by
reducing the impact of the zeeman field and uniaxial anisotropy terms in the Hamilto-
nian for a magnetic system. A thorough understanding of individual skyrmions’
internal spin textures necessitates an understanding of their interactions with spin
polarised currents (Wiesendanger 2016). The usage of a spin polarised scanning tun-
nelling microscope (SP-STM) revealed that a skyrmion’s usual spatial size is between
1 nm and 100 nm. Additionally, an in-plane SP-STM tip can be used to determine
the chirality of DMI stabilized skyrmions (Romming et al. 2013, 2015). Interfacial
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(a) γ= 0
(b) γ=−pi2
Figure 18: 18a Néel type skyrmion, 18b Bloch type skyrmion. The vector directions reflect the
in-plane portion of the spins. The dimensions of both plots are 2 nm along the x, y and z axis.
DMIs are caused by the lack of inversion symmetry along magnetic material interfaces
(Dzaloshinsky 1958), which forms non-collinear spin structures in 2D materials like
ultrathin magnetic films. The variation of DMI values in skyrmion systems results in
distinct types of spin rotation by the Néel and Bloch types. In the absence of DMI,
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dipolar interactions can stabilize Bloch skyrmions; however, a certain minimum DMI
requirement is needed for skyrmions to be stabilized in the Néel structure.
4.2 Skyrmion spin rotation in 2D systems
The radial angular dependence of the spin rotation of skyrmions in 2D systems such
as thin films is investigated based on the radial profile described in equation 17. The
Python code used for numerically solving the problem is attached to the Appendix,
and the numerical result is portrayed in Figure 19 for the two skyrmion types.
(a) γ= 0
(b) γ=−pi2
Figure 19: Rotation in a 2D skyrmion structure by numerical computation. The vectors reflect
the spin direction, with the colour code; blue=+1 to red=−1 detailing the in plane and out of
plane magnetization respectively. The scale of both plots are in nm.
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Figure 19 shows the spin rotation in the two forms of skyrmion. The red colour
indicates the out of plane magnetization while the blue colour signifies in plane
magnetization. In both cases, skyrmion has out of plane magnetization near the
centre and an in plane magnetization outside it.
4.3 Skyrmion stray field
Skyrmions state show interesting magnetic features such as domains, phase, etc.
The visualization of these features by a magnetic imaging microscopes like MFM
relies strongly on the stray field signatures produced by the skyrmion spins. Given
the skyrmion magnetization profile illustrated in Figure 18, the goal is to numerical
compute the magnetic field produced by the spin. From the laws of Physics, every
magnetic moment produces a magnetic field. A discrete grid is defined such that each
magnetic moment sits on a node and the magnetic field produced by each magnetic
moment is summed up.
The numerical algorithm implemented for the stray field calculation involves a fast
fourier tranform (FFT) method and finite differencing of the poison problem given
by equation 20, see (Abert et al. 2013) for a detailed review of the methods. Python
was used for this task because of its user friendliness and the abundance of finite
difference built-in functions and FFT methods available in its libraries. Furthermore,
Python is one of the most widely used computational software, with extensive online
tutorials to guide beginners and others who may require assistance. Due to space
constraints, some of the implemented codes are presented in Appendix, while others
can be found here.
Figure 20a, Figure 20c and Figure 20b show the in-plane (blue) and out-of-plane (red)
components of the stray field in the x-direction, y-direction and z-direction respect-
ively. The Bz(T ) component is the typical stray field pattern that can be observed by
magnetic tip in an MFM experiment. It follows that the stray field distribution is very
similar to the magnetization distribution depicted in Figure 19 and it ranges between
−0.065 T and+0.065 T. Comparing this result to literature, it is observed that they show
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reasonable agreement with the work of Dovzhenko et al. (2018). Dovzhenko explored
the magnetic field produced by a skyrmion using diamond’s nitrogen-vacancy centre
implemented in an electron microscope. They obtained a stray field pattern along
Bz (T ) and Bx (T ) which are in agreement with those in Figure 20. Moreover, this study
revealed that for Bz(T ), the out-of-plane field is greatest at the center of a skyrmion,
while the in-plane field is maximum at its periphery; this result is consistent with
previous research of (Tomasello et al. 2018, Dovzhenko et al. 2018).
(a) Bx (T )
(b) By (T )
(c) Bz (T )
Figure 20: Numerical computation of the 2D stray field produced by a Néel and Bloch skyrmion
based on the magnetization profile described by equation 15 and Figure 18. Figure 20a, Figure
20b, Figure 20c represents the x, y and z component of the stray field respectively.
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In the context of application for information storage, the nanosize structure of skyrmi-
ons, combined with the significantly smaller spin currents required to excite skyrmion
magnetization dynamics in a skyrmion racetrack memory, show promising advantages
in compatibility, improved storage, and efficiency. The stray field pattern along the x,
y and z directions will provide information about the magnetic interaction between a
magnetic tip and a skyrmion sample. The magnetic field values from this work will
inform the selection of magnetic tips for skyrmion imaging using an MFM. Since the
stray field range between −65 mT and +65 mT, a magnetic tip with coercivity field
greater than 65 mT will be requred for MFM measurements in order to prevent the
switching of the tip’s magnetization and the resulting artifacts on phase image (see
(Hu et al. 2020) for more information).
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5 Experimental Observation of Magnetic Skyrmions
The existence and determination of the stray field signature over a skyrmion sample in
the previous chapter has explained the magnetostatic interaction between an MFM’s
magnetic tip and a skyrmion sample. This chapter analyses magnetic phase images
from a skyrmion sample by leveraging on the magnetostatic force.
5.1 Review of previous works
In both theoretical and experimental materials research, the search for materials
having a special proclivity for harboring magnetic skyrmions has been a hot topic.
Skyrmions were earlier observed only at a large applied field and at low temperatures
(Fert et al. 2017). At the moment, multilayer thin film materials with stable skyrmi-
ons exist at room temperature. Muhlbauer et al. (2009) conducted one of the first
experimental studies of skyrmion systems, observing skyrmions in MnSi compounds,
a family of non-centrosymmetric materials. Subsequent studies by Tanigaki et al.
(2015) observed skyrmion crystals in other B20 type structures like MnGe. In general,
a skyrmion lattice can be found in bulk and ultrathin film magnetic materials with
sufficient DMI (Zhang et al. 2020). Romming et al. (2013) revealed the writing/er-
asing mechanisms in a PbFe bilayer on Ir(111) in a groundbreaking experiment on
the applicability of skyrmion materials for information storage. Figure 21 shows the
skyrmion phase obtained by SP-STM.
Figure 21: Skyrmions observed in PbFe bilayer on Ir(111) by SP-STM (Romming et al. 2013).
The red colour significies an upward magnetization and the blue colour signifies a downward
magnetization.
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5.2 Sample Fabrication
The samples used in this thesis were fabricated by Dr. Rodri Mansell of Aalto University
using a procedure known as magnetron sputtering which is schematically described
in Figure 22. Magnetron sputtering is an efficient deposition procedure often used in
the manufacture of a variety of films and multi-layer structures. It involves depositing
atoms of a target material on a substrate by blasting the target material with an inert
gas, which causes the target material’s atoms to be sputtered and settle on the sub-
strate’s surface. A parallel magnetic field beneath the target traps the sputtered atoms
and generates a plasma on the surface of the target material, allowing the sputtering
to continue while reducing energy losses. An automated sputtering machine with
fourteen substrate holds and nine target chambers was used to fabricate the sample.
The system utilized a base pressure of 4×10−8 milibar in a high vacuum chamber.
Figure 22: Schematics of the magnetron sputtering process where argon serves as the inert
gas. Figure adapted from (Maurya et al. 2014).
The resulting sample from the magnetron sputtering consists of a layer of Cobalt-Iron-
Boron alloy (CoFeB) sandwiched between two layers of tantalum (Ta) and platinum
(Pt), as shown in Figure 23.
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(a) (b)
Figure 23: 23a Shows the schematic representation of the sample’s configuration while 23b
shows the sample’s surface.
From literature, it is established that the existence of the skyrmion phase in a material
is largely due to the DMI (Dzaloshinsky 1958, Romming et al. 2013, Muhlbauer et al.
2009). Furthermore, many investigations on materials suitable for hosting skyrmions
have consistently demonstrated that Pt / CoFeB interface are responsible for strong
DMI in thin-film multilayers (Bac´ani et al. 2019, Zhou et al. 2021b).
5.3 External magnetic field
The experimental setup would not be complete without the external magnetic field.
Several experiments already exist in literature where an external field is applied in
an MFM experiment, for example de Loos (2006) used an external field in the MFM
set up for the visualization of the magnetic domains on magnetic nano-structures as
shown in Figure 24. They employed an electromagnet constructed of Yttrium Iron
Garnet, with a design that allows the polarity and field strength of the magnet to be
easily altered with the use of a yoke and electricity given to the electromagnet.
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Figure 24: Schematic of the electromagnet used in (de Loos 2006). The magnetic sample sits
in the centre of two cylindrical loop of wires which generate the external field.
The external field has a considerable impact on the magnetic map of the material
created by the MFM, according to de Loos (2006). In the absence of an external field,
the magnetic domains are distributed randomly and with a constant width. However,
when an external field is introduced, the width of the domains will increase if their
direction of magnetization is the same as that of the applied field, otherwise the width
will decrease. In a more intriguing experiment, Sipos & Scheler (n.d.) observed the
skyrmion lattice phase of Fe0.5Co0.5Si for various levels of external field. The field was
varied in steps of -5 mT from 15 mT to -30 mT. As a result, the skyrmion phase was
recorded between 15 mT and -25 mT, and it vanished abruptly at 30 mT (see Figure 5).
In this work, small permanent magnets are used (see Figure 25). The setup containing
the magnet is shown in Figure 30. Each magnet has a field of 50 mT on the surface and
the field diminishes away from the surface. The applied field is controlled by changing
the number of magnets or the distance between the sample and the magnet.
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(a) (b)
Figure 25: 25a NdFeB magnet which supplies the external field, 25b Magnetic field metre for
measuring the field on the sample.
5.4 Probe parameters
The cantilever, tip, and magnetic coating are all part of the MFM probe parameters.
Although cantilevers with higher flexibility provide better resolution, medium spring
constant cantilevers (for example, 2N/m or a little more) are frequently employed
for measurements because tip damage is less likely (Liou 2006, Stanˇo 2014). Another
important feature of a probe is tip design; the image resolution is frequently determ-
ined by the shape of the tip and its apex curvature; greater resolution often equates
to smaller curvature. CoPt, CoCr, and FeCo alloys are common magnetic tip coating
materials (Futamoto et al. 2013). The tip coating materials for this project, however,
are constructed of CoCr (a typical AFM probe is shown in Figure 16). Furthermore,
the degree of magnetic hardness or softness of an MFM tip’s coating is key. Hard tip
coatings leads to a greater tip-sample interaction, resulting in a high signal-to-noise
ratio. In general, it is preferable to use a hard coating when the nature of the sample
is unknown in order to obtain a high-quality image; however, hard coatings have the
disadvantage of being more prone to artifacts and signal disturbances.
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Figure 26 shows two magnetic images produced by a soft (coercivity < 10 oersted)
and hard (coercivity = 400 oersted) tip coating. Both scans were performed at a lift
height of 20 nm over the same area. A phase shift of 8 degrees was observed in images
from the hard coating, while a phase shift of 1.4 degrees was observed in images from
the soft coating. In addition, artifacts can be seen on the image formed by the hard
coating.
(a) Soft coating (b) Hard coating
Figure 26: Magnetic measurements of a 60nm Nickel sample. Figure 26a corresponds to
measurement with a soft tip while Figure 26b corresponds to measurement with a hard tip,
both figures were obtained from (Pavúk 2013).
5.5 Nanoscope software
Nanoscope is a software package by Bruker for analyzing scanning probe microscopy
images produced by an AFM/MFM.
5.5.1 Laser setup
The prerequisite setup for utilizing the nanoscope software involves installing the
probe and setting the laser parameters. As shown in Figure 27a, the laser parameters
are the horizontal [HORZ] and vertical [VERT] components. In order to calibrate the
laser before scanning, the absolute values of the HORZ and VERT components are
set to be less than 0.1. During scanning, these values could change relative to the
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position of the reflected laser on the photodetector. Also, the laser intensity which is
represented by SUM should range between 4.5 and 7.0.
(a) (b)
Figure 27: Laser parameter setup. Figure 27b depicts an optical microscope that allows the
identification of laser position relative to the probe and sample.
5.5.2 Nanoscope parameter setup
The next step after completing the laser setup described above is to configure the
nanoscope parameters. The cantilever’s resonant frequency is fine-tuned in the first
stage of this setup. This is typically accomplished by selecting the manual or auto tune
options on the software interface. Figure 28 depicts the resonant frequency tuning
graph.
Figure 28: Cantilever resonant frequency tuning. The frequency is correctly tuned when the
peak of the Gaussian curves are aligned on the green vertical line.
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Once the cantilever resonance frequency is tuned, the next step is setting the scan
parameters. Depending on the regime of experiment, that is; AFM, MFM, KPFM, etc.,
the scan parameters may vary slightly but in general they have some common ones
which are the scan size, scan ratio, sample lines, lift height, etc. However, for the
purpose of this thesis, we are interested in the MFM mode. The scan parameters in
expended form is depicted in Figure 29 below.
Figure 29: Adjustable scan parameters in the Nanoscope software.
The scan parameters can be changed depending on the type/purpose of the exper-
iment. After the tip is engaged, the scan size is initially set at 50 nm and gradually
increased. The scan rate refers to how fast the tip moves along the sample’s surface.
The Samples/Line parameter defines the image resolution. Furthermore, before the
tip is engaged, Interleave Mode is set to "Disabled," and then it is changed to "Lift."
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5.6 MFM setup using Bruker multimode 8
Bruker multimode 8 is a high resolution imaging microscope that can operate in
a variety of modes such as phase imaging, KPFM Peakforce, AFM, MFM, Torsional
Resistance, and so on (Bruker Multimode 8 n.d.). Furthermore, the device includes
the Peakforce QNM and Bruker Peakforce Tapping modes for acquiring mechanical
properties of materials and living cells such as deformation, adhesion, and elasticity
(Foster 2012). The MFM mode is implemented in the experimental setup as shown in
Figure 30.
Figure 30: Display of the experimental setup utilizing a Bruker Multimode 8 with a makeshift
external magnet holder.
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As described in 5.3, the external field is an integral part of the experimental setup. A
magnet holder is constructed as shown in Figure 30 such that small external magnets
can be placed on it. The schematics of the magnet-sample configuration is shown in
Figure 31. A magnetic field meter is used to ascertain the polarity and magnitude of
the magnetic field on the sample (see Figure 25). By merely flipping the magnet over,
a field with the opposite polarity can be attained . The configuration is such that the
incident field is perpendicular to sample’s surface.
Figure 31: Schematic representation of the external field and sample configuration.
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6 Result and Discussion
This chapter contains the result from the MFM investigation of the Pt/Ta/CoFeB
multilayer sample. More so, the results of the MOKE investigation of the sample done
by Dr. Rodri Mansell is also presented.
6.1 Results from MFM investigation of test sample
Prior to receiving the original Pt/Ta/CoFeB skyrmion sample comprising of a single
layer of CoFeB, Bruker magnetic tape and a test sample was used to ensure the feasibil-
ity of our experimental setup. The test sample is made up of multilayers of Ru, CoFeB,
Pt, and Ta in the thickness proportions shown in Figure 32a below.
(a) (b)
Figure 32: Multilayer configuration of the test sample, Figure 32a illustrates the proportion by
thickness and Figure 32b shows the multilayer structure.
The experiment was first performed on Bruker magnetic recording tape to determine
how the experimental setup would behave in the presence of an external field. For
up to about 20 mT of external field, the system behaved normally. Beyond this, the
measuring system fails abruptly. The failure could be caused by a variety of factors,
including interaction between the external magnetic field and the sample’s metallic
housing, excess field on the sample, applied field’s impact on the probe, metal sample
holder and so on. Standard Bruker magnetizer was used put to magnetic field on
the cantilever before mounting it over the sample. An area of 10µm×10µm on the
sample was randomly chosen for scanning and the topographical and magnetic phase
data were analysed using the Nanoscope software. The scanning was done over the
same area with an external field of 0 mT and 20 mT. Surface grains with varying sizes
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and height can be seen on the topographical image at 0 mT (see Figure 33a). Figure
33b shows the magnetic domains extracted from the scanned area at 0 mT. Magnetic
domains are easily visible due to the high contrast with the background. The obtained
magnetic signal in degrees of phase shift ranges between −1.6◦ and 1.5◦.
(a)
(b)
Figure 33: MFM topography image 33a of Bruker magnetic tape and Phase image 33b pro-
duced with no external field. Both scans are 10 µm across.
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Figure 34 depicts the results of MFM measurements on magnetic tape with an external
field of 20 mT. The external field’s influence has caused large bloops to form on the
topography, but the surface grains can still be seen even though the bloops extend
further than the grains. In areas where these bloops occur, the corresponding phase
diagram in Figure 34b shows a corresponding signal distortion. Furthermore, a larger
phase shift is achieved while magnetic domains remain visible.
(a)
(b)
Figure 34: MFM topography image 34a of Bruker magnetic tape and Phase image 33b pro-
duced with an external field of 20 mT. Both scans are 10 µm across.
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After confirming that the experimental setup performed admirably with the Bruker
recording tape sample, we moved on to the Ru/CoFeB/Pt/Ta multilayer sample. The
experiment was conducted in different phases with each requiring a certain amount
of external field. From 0 mT to about 20 mT, the external field was varied in steps
of 4 mT. Figure 35 shows the obtained topography and magnetic phase image from
the measurement with zero external field. From Figure 35a, it can be observed that
although the sample is smooth, it is not flat. However, it should be noted that Figure
35a is the topographical image formed after the original recovered topography was
processed using 1st degree flattening in the "Flatten" feature of nanoscope software.
Figure 35b shows the phase map of magnetic domains in the sample, significant phase
contrast exists and domains of irregular shape with a darker colour can be seen relative
to the brighter background colour of the sample.
Magneto-optical Kerr effect microscopy was used for additional analysis at Aalto
University. MOKE is an imaging technique that is primarily based on the variation
in light reflected from the surface of a magnetized material. It allows for the imaging
of skyrmions, magnetic domains, and the generation of magnetic hysteresis curves
(Zhou et al. 2021b). The MOKE images from the multilayer sample are shown in Figure
36. The magnetic phase image is shown in Figure 36a, and the hysteresis loop from the
scan area is shown in Figure 36b. A magnetic field ranging from -200 mT to 200 mT was
applied to the sample using an electromagnet, as indicated by the hysteresis curve;
however, the worm-like domains in Figure 36a were obtained when the external field
was at 6 mT. The domains appear to be irregular in shape and are twinned together.
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(a)
(b)
Figure 35: MFM topography image 35a of Ru/CoFeB/P and Phase image 35b produced with
an external field of 0 mT. Both scans are 50 µm across.
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(a)
(b)
Figure 36: Magnetic phase image 36a and hysteresis curve 36b obtained by MOKE. The
magnetic phase image corresponds to when the eternal magnetic field value is 6 mT. Both
scans are 53 µm across.
The multilayer sample with CoFeB thickness of 0.8 nm was analysed with our MFM at
an external field of 6 mT, and the retrieved topography and phase images are shown
in Figure 37. The scan was done over an area: 20µm by 20µm. From Figure 37, a clear
magnetic phase contrast is seen. Patches of magnetic domains with varying length
and width can be observed over the entire scan. However, the domains do not appear
to be worm-like as in Figure 36a, this could be attributed to the poorer resolution of
our system.
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(a)
(b)
Figure 37: MFM images of test sample with an external field of 6 mT. Both scans are 20 microns
across.
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6.2 Supplementary results: MOKE measurements
Figure 38 shows the hysteresis curve produced using the MOKE on the skyrmion
sample. The skyrmion phase is observed to exist between -5 mT and 3 mT; this small
external field requirement is advantageous in our MFM setup because we will not
expect unwanted interaction in our experimental setup due to a large external field.
The sample scan area corresponding to this hysteresis loop is depicted in Figure 39.
Figure 38: Hysteresis curve produced by the sample using the MOKE microscope with applied
field from -60 mT to +60 mT.
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Figure 39: Sample scan area corresponding to the Hysteresis loop in Figure 38.
Furthermore, the result of the scan over the surface using MOKE is shown in Figure
40. Figure 40a was obtained with an applied field of +0.5 mT decreased from +20 mT
while Figure 40b was obtained at -1 mT decreased from -20mT, both images are 50
microns across. Skyrmions approximately 300 nm in diameter apparently appear on
the surface, although this is difficult to see in the figures below due to poor contrast
caused by the resolution of the microscope which is about 500 microns. In reality,
skyrmions have a diameter between 1 nm and 1 00nm (Denisov et al. 2016).
Although one of the criteria for this thesis was to visualise the skyrmion phase with
an MFM, this was not realised after multiple attempts. The inability to see skyrmions
could be attributed to the external field’s influence on the other components of the
MFM setup. In principle, the field should be experienced only by the sample. Also, it
is possible that the skyrmion phase was realised but the poor resolution of our system
makes it difficult to see them. Furthermore, the sample studied in this work consisted
of only a single CoFeB layer: a ferromagnet with strong spin orbit coupling necessary
for strong DMI. It is more advantageous to use samples with multiple layers of a heavy
metal (in this case CoFeB) for skyrmion visualization with an MFM. As a result of these
constraints, the MOKE microscopy results are presented in this work.
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(a)
(b)
Figure 40: MOKE images showing the existence of skyrmion at low applied field. 40a was
obtained from the far right of the sample with an external field of 0.5 mT decreased from +20
mT and 40b was taken from the centre of the sample with an external field of -1 mT decreased
from -20 mT.
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7 Conclusion and Future Work
1 According to the skyrmion’s spin rotation in the vortex, two types of magnetic
skyrmions were describe in this work and these are the Néel and Bloch type
skyrmions.
2 The obtained skyrmion magnetization dynamics in 2D structures revealed the
spin rotation and dynamics.
3 The stray field study in this thesis revealed the field distribution in skymions.
The obtained field ranged between -65 mT and +65 mT. Along the periphery,
the dominant component is the in-plane field while towards the core of the
skyrmion, the dominant field is the out-plane field.
4 The implementation of the MFM with an external magnetic field was achieved
and tested on a magnetic recording tape. Both topography and phase images
were revealed from the measurement with external field up to 20 mT, thus
corroborating the feasibility of our setup.
5 MFM imaging of the Ru/CoFeB/Pt/Ta test sample showed various patches of
magnetic domains with irregular length and width. Although the corresponding
MOKE images of the same sample showed worm-like domains, the poorer
resolution of our MFM setup makes it difficult to see.
6 This study did not find skyrmion in the samples because of several reason some
of which are; the skyrmion sample was a single layer one, this implies that the
DMI interaction required to stabilize skyrmion in the sample will be a lot smaller
and thus more difficult to see with an MFM. More so, caveats in our setup such
as the interaction between the external magnetic field and the sample’s metallic
housing, excess field on the sample, applied field’s impact on the probe, metal
sample holder and so on makes skyrmion imaging even more difficult.
7 In the future, this experiment will be repeated with other multilayer skymion
samples and the experimental setup will be improved by reducing the interac-
tion of the external field with the setup to the barest minimum, alternatively, a
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makeshift electromagnet like the type described in Figure 24 will be constructed
to achieve this purpose.
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Appendix
Code for the Bloch type skyrmion magnetization profile describe in Figure 18b
1 cl c
2 clear a l l
3 close a l l
4
5 x=linspace ( −2 ,2 ,20) ;
6 y=linspace ( −2 ,2 ,20) ;
7 z=0* linspace ( −2 ,2 ,20) ;
8 [X , Y , Z]= meshgrid ( x , y , z ) ;
9 g=−pi / 2 ; m=1;
10 phy=phi (X , Y) ;
11 radius=r (X , Y) ;
12 theeta=theta ( radius ) ;
13 U_xy=Vec_U(phy , theeta ,m, g ) ;
14 V_xy=Vec_V (phy , theeta ,m, g ) ;
15 W_xy=Vec_W(phy , theeta ,m, g ) ;
16
17 quiver3 (X , Y , Z , U_xy , V_xy , W_xy, ’ r ’ )
18 xlabel ( ’ x− axis ’ )
19 ylabel ( ’ y− axis ’ )
20 zlable ( ’ z− axis ’ )
21
22
23 function phy=phi ( x , y )
24 phy=atan2 ( y , x ) ;
25 end
26
27 function radius=r ( x , y )
28 radius=sqrt ( x .^2+y . ^ 2 ) ;
78
29 end
30
31 function theeta=theta ( radius ) % theta function
32 R=1;
33 theeta =4*atan ( exp( − radius /R) ) ;
34 end
35
36 function U_xy=Vec_U(phy , theeta ,m, g ) % U component of the B− f i e l d
37 U_xy=cos (m. * phy+g ) . * sin ( theeta ) ;
38 end
39
40 function V_xy=Vec_V (phy , theeta ,m, g ) % V component of the B− f i e l d
41 V_xy=sin (m. * phy+g ) . * sin ( theeta ) ;
42 end
43
44 function W_xy=Vec_W(phy , theeta ,m, g ) % W component of the B− f i e l d
45 W_xy=cos ( theeta ) ;
46 end
Code for the Néel type skyrmion magnetization profile describe in Figure 18a
1 cl c
2 clear a l l
3 close a l l
4 x=linspace ( −2 ,2 ,20) ;
5 y=linspace ( −2 ,2 ,20) ;
6 z=0* linspace ( −2 ,2 ,20) ;
7 [X , Y , Z]= meshgrid ( x , y , z ) ;
8 g =0; m=1;
9 phy=phi (X , Y) ;
10 radius=r (X , Y) ;
11 theeta=theta ( radius ) ;
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12 U_xy=Vec_U(phy , theeta ,m, g ) ;
13 V_xy=Vec_V (phy , theeta ,m, g ) ;
14 W_xy=Vec_W(phy , theeta ,m, g ) ;
15
16 quiver3 (X , Y , Z , U_xy , V_xy , W_xy, ’ r ’ )
17 xlabel ( ’ x− axis ’ )
18 ylabel ( ’ y− axis ’ )
19 zlabel ( ’ z− axis ’ )
20
21 function phy=phi ( x , y )
22 phy=atan2 ( y , x ) ;
23 end
24
25 function radius=r ( x , y )
26 radius=sqrt ( x .^2+y . ^ 2 ) ;
27 end
28
29 function theeta=theta ( radius ) % theta function
30 R=1;
31 theeta =4*atan ( exp( − radius /R) ) ;
32 end
33
34 function U_xy=Vec_U(phy , theeta ,m, g ) % U component of the B− f i e l d
35 U_xy=cos (m. * phy+g ) . * sin ( theeta ) ;
36 end
37
38 function V_xy=Vec_V (phy , theeta ,m, g ) % U component of the B− f i e l d
39 V_xy=sin (m. * phy+g ) . * sin ( theeta ) ;
40 end
41
42 function W_xy=Vec_W(phy , theeta ,m, g ) % U component of the B− f i e l d
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43 W_xy=cos ( theeta ) ;
44 end
Code for the 2D spin rotation and magnetic field
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In [1]: # Importing the required python libraries
import numpy as np
import matplotlib.pyplot as plt
# if using a Jupyter notebook, include:
%matplotlib inline
In [2]: # Setting up the spatial grid for numerical computation
a = -1
b = 1
c = -1
d = 1
Nx = 20
Ny = 20
Nz = 20
x = np.linspace(a, b, Nx)
y = np.linspace(c, d, Ny)
z = np.zeros(len(x))
X, Y = np.meshgrid(x, y)
In [3]: # Neel skyrmion
m = 1
gamma = 0
R = 2
phi = lambda x,y: np.arctan2(y,x)
r = lambda x,y: np.sqrt(x**2 + y**2)
theta = lambda r: 4 * np.arctan(np.exp(-r / R))
U_xy = lambda x,y: np.cos(m * phi(x,y) + gamma) * np.sin(theta(r(x,y)))
V_xy = lambda x,y: np.sin(m * phi(x,y) + gamma) * np.sin(theta(r(x,y)))
W_xy = lambda x,y: np.cos(theta(r(x,y)))
In [4]: # Magnetic spins for Neel skyrmion
U = U_xy(X,Y)
1
V = V_xy(X,Y)
W = W_xy(X,Y)
In [5]: # Radial angular dependence of the spins for Neel skyrmion
C = theta(r(U,V))
C = (C.ravel() - C.min()) / C.ptp()
C = np.concatenate((C, np.repeat(C,2)))
C = plt.cm.RdBu_r(C)
In [6]: # Visualization
fig, ax = plt.subplots(figsize=(10,5))
ax.quiver(X,Y,U,V,color=C)
plt.show()
In [ ]:
In [7]: # Bloch skyrmion
m = 1
gamma = -np.pi/2
R = 2
phi = lambda x,y: np.arctan2(y,x)
r = lambda x,y: np.sqrt(x**2 + y**2)
theta = lambda r: 4 * np.arctan(np.exp(-r / R))
U = lambda x,y: np.cos(m * phi(x,y) + gamma) * np.sin(theta(r(x,y)))
V = lambda x,y: np.sin(m * phi(x,y) + gamma) * np.sin(theta(r(x,y)))
W = lambda x,y: np.cos(theta(r(x,y)))
In [8]: # Magnetic spins for Bloch skyrmion
U_B = U(X,Y)
V_B = V(X,Y)
W_B = W(X,Y)
In [9]: # Radial angular dependence of the spins for Bloch skyrmion
C_B = theta(r(U_B,V_B))
C_B = (C_B.ravel() - C_B.min()) / C_B.ptp()
C_B = np.concatenate((C_B, np.repeat(C_B,2)))
C_B = plt.cm.RdBu_r(C_B)
In [10]: # Visualization
fig, ax = plt.subplots(figsize=(10,5))
2
Stray field
Due to constraints in space, I have hosted the code for the implementation of the
skyrmion stray field in my personal google drive. Kindly click this link. or paste this
https://drive.google.com/file/d/1ojNml0p6-uJuST6C2olZE4fKq_0iOeEi/view?
usp=sharing on your browser.
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