## ON BAYESIAN APPROACH TO EXPERIMENTAL DESIGN

Lappeenranta-Lahti University of Technology LUT
Master's Program in Computational Engineering, Master's Thesis
2022
Abdur Rahman

Examiner: Associate Professor Tapio Helin
Professor Heikki Haario


#### Abstract

Lappeenranta-Lahti University of Technology LUT School of Engineering Science Computational Engineering

Abdur Rahman

\section*{On Bayesian Approach to Experimental Design}

Master's thesis 2022 44 pages Examiners: Associate Professor Tapio Helin and Professor Heikki Haario

Keywords: Bayesian approach, optimal experimental design, A-optimality, D-optimality

Design of experiment has been widely applied in the fields of science and industry but an excellent design of experiment diverges the ratio of extracted information to invested resources, so it is necessary to obtain an optimal design. The Bayesian approach plays an important role to solve this problem, as it treats model parameters as random variables rather than constants. An optimal design can be obtained by optimizing the predicted utility of the experiment. Two design models, A- and D-optimal designs are presented in this thesis. A-optimality minimized the sum of the main diagonal elements of the information matrix and D-optimality maximized the determinant of the information matrix.
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## LIST OF SYMBOLS AND ABBREVIATIONS

$\langle.,$.$\rangle \quad Inner product in a function space$
|.| Determinant of a matrix
$\perp$ Independent
$\mu \quad$ Mean
$\sigma^{2} \quad$ Variance
$\Omega \quad$ Probability space
$\mathbb{C} \quad$ Complex numbers
$\mathbb{E} \quad$ Expected value
$f_{X} \quad$ Probability density function
$F_{X} \quad$ Cumulative distribution function
$\mathcal{L}(.,$.$) \quad Loss function$
$\mathcal{N} \quad$ Normal distribution
$\mathbb{N} \quad$ Natural numbers
$\mathbb{P} \quad$ Probability
$\mathbb{R} \quad$ Set of real numbers
Tr Trace
$U \quad$ Utility function

DOE Design of Experiment
GP Gaussian Process
GPR Gaussian Process Regression
i.i.d. Independent and Identically Distributed

KL Kullback-Leibler
MLE Maximum Likelihood Estimate
OED Optimal Experimental Design
PDF Probability Density Function
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## 1 INTRODUCTION

### 1.1 Background

Design of experiment (DOE) is a statistical method has introduced first by British statistician Sir Ronald Fisher in the 1920s [1] for the purposes of agriculture but has been widely applied in the fields of science and industry to gain insights into physical and social circumstances [2] to support the design, development and optimization [3]. For example, machine learning algorithms need to optimize the parameter (e.g. weights) in the sense of training data. In general, we select a set of optimal hyperparameters to benchmark the process of data training to get a better outcome.

Despite the advancement of new quantitative experimental techniques, data is frequently limited and for that, the modeller is confronted with a situation in which large regions of parameter space can adequately describe the measured data [4-8]. This isn't an issue if the predictions required to test the hypothesis are well constrained [9-11]. More information will be required if this is not the case. Optimal experiment design (OED) methods can be used to determine which experiments are most useful for statistical inference [12]. Classical design criteria are frequently based on linearization around a best fit parameter set [11] and are concerned with effectively constraining the parameters [13, 14]. However, when data is scarce due to model complexity or the model is strongly non-linear, such methods are inapplicable [11, 15]. As a result, researching the role of parameter uncertainty in OED is an intriguing topic to research.

To select field experiments, the first experimental design methods relied primarily on heuristics based on concepts such as space-filling and blocking [1,16-19]. Some of these methods work well, but they could be better if they took into account what we know about the physical processes being inferred or measured [12]. For a range of models based on ordinary differential equations [20-22], partial differential equations [23], and differential algebraic equations [24], it has been shown that physical model-guided experiment selection greatly improves the cost-effectiveness of experimental designs. The alphabetic optimality criterion is typically applied when model observables are linear with regard to model parameters [25, 26]. A-optimality, for example, is used to minimise the average variance of parameter estimates, while D-optimality is used to maximise the differential Shannon entropy [27]. These criteria were created in both Bayesian and non-Bayesian contexts [25, 28-31].

Shannon information leads to Bayesian D-optimality in the normal linear model [27], which can be used for both prediction and mixed utility functions that describe multiple concurrent goals for an experiment. By selecting appropriate utility functions, it is also possible to derive the Bayesian equivalents of some other popular optimality criteria. Some of the alphabetical optimality criteria have utility-based Bayesian counterparts, but not all. When planning an experiment, it may be thought that a prediction is more important than an inference. This could happen, for example, in quality control, where the future level of output must be maintained. The predictive Bayesian method is appropriate for both the design and analysis of these types of situations [32]. Other utility functions may be developed for the design of experiments that take into account more specific concerns. Randomization, for instance, is not required for inference in a Bayesian experiment; it is "merely useful" [33] but randomization is an essential component of design. This problem is considered within the Bayesian optimal experimental design theory for linear models [34,35].

OED in Bayesian approach is to optimize the design of the experiment in such a way, that we can obtain the most informative data for parameter estimation or response predictions [36,37] to address the aims of the analysis [38]. The problem which need to be solved in experimental design optimization is to identify an experimental design includes underlying model, among a set of candidate models of interest using less steps [2,39,40]. Maximization (or minimization of cost) of the information extracted from the data is an expected objective of an experiment [41].

Our aim is to find an optimal experimental design $x^{*}$ using utility function $f: \Omega \rightarrow$ $\mathbb{R}$, that describes the value of executing an experiment in the space of possible design. Mathematically,

$$
\begin{equation*}
x^{*}=\underset{y \in \Omega \subset \mathbb{R}^{d}}{\arg \max } f(x) \tag{1}
\end{equation*}
$$

where $\Omega$ is any design space of interests, often a compact subset of $\mathbb{R}^{d}$ and furthermore, we assume the function $f$ has no simple closed form but can be evaluated at any arbitrary point in the domain assumed to be expensive to evaluate [40].

### 1.2 Objectives

The goal of the thesis is to cover the mathematical theory behind Bayesian approach in an experimental design to find the best experimental design.

Research questions:

1. What are the criteria for optimal experimental design?
2. How can we obtain an optimal experimental design on Bayesian approach?

### 1.3 Structure of the thesis

The thesis tells everything need to know about optimal design on Bayesian approach to find the best way to design an experiment. The theory behind Gaussian distribution, Bayesian inference, and Gaussian process regression is explained in Chapter 2. Prior distribution, posterior distribution, and Bayesian estimators discussed in Chapter 3. In Chapter 4, there are theory about how to design experiments and to obtain an optimal design. In the section on Bayesian optimal design, A- and D-optimality are discussed. In the Chapter 5, there is conclusion of this thesis and at the end, there are references.

## 2 GAUSSIAN RANDOM VARIABLES

A real valued Gaussian (random) process (GP) to be a random field on a parameter set, for which the (finite dimensional) distributions of all random field are multivariate Gaussian.

GP is a stochastic process (a collection of random variables indexed by some mathematical set) assuming that every random variables has a multivariate normal distribution whose mean function and covariance function are fully described [43]. GP is a joint distribution of those random variables over a continuous domain i.e. time or space. This is a natural generalization of the Gaussian distribution using a vector for the mean and a matrix for the covariance [44]. When no better information of the unknowns is available, the Gaussian distribution is a popular choice as a prior information. The fact, that uncorrelated Gaussian random variables are independent is a notable property of Gaussian random variables [45]. Another reason for the Gaussian distribution's wide use is that its properties can be changed and used in an analytical form without much effort.

### 2.1 Gaussian distribution

Let $X_{1}, X_{2}, \ldots ., X_{n}$ be independent and identically distributed (i.i.d.) random variables.
Definition 2.1.1 (Sample spaces). A sample space $\Omega$ can be define as the set of all possible outcomes of an experiment.

Subsets of $\Omega$ are called events.
Definition 2.1.2 (Independent events). Events $A$ and $B$ are called independent if

$$
\mathbb{P}(A \cap B)=\mathbb{P}(A) \times \mathbb{P}(B)
$$

and we express $A \perp B$ means $A$ and $B$ are independent.

We define $\mathbb{P}$ is the probability and $\mathbb{R}$ is the real number in this thesis.
Lemma 2.1.1. For any events $A$ and $B$,

$$
\mathbb{P}(A \cup B)=\mathbb{P}(A)+\mathbb{P}(B)-\mathbb{P}(A \cap B)
$$

Proof. Write $A \cup B=\left(A \cap B^{c}\right) \cup(A \cap B) \cup\left(A^{c} \cap B\right)$ and the events are disjoint. $\mathbb{P}$ is additive for disjoint events, such that

$$
\begin{aligned}
\mathbb{P}(A \cup B) & =\mathbb{P}\left(\left(A \cap B^{c}\right) \cup(A \cap B) \cup\left(A^{c} \cap B\right)\right) \\
& =\mathbb{P}\left(A \cap B^{c}\right)+\mathbb{P}(A \cap B)+\mathbb{P}\left(A^{c} \cap B\right) \\
& =\mathbb{P}\left(A \cap B^{c}\right)+\mathbb{P}(A \cap B)+\mathbb{P}\left(A^{c} \cap B\right)+\mathbb{P}(A \cap B)-\mathbb{P}(A \cap B) \\
& =\mathbb{P}\left(\left(A \cap B^{c}\right) \cup(A \cap B)\right)+\mathbb{P}\left(\left(A^{c} \cap B\right) \cup(A \cap B)\right)-\mathbb{P}(A \cap B) \\
& =\mathbb{P}(A)+\mathbb{P}(B)-\mathbb{P}(A \cap B) .
\end{aligned}
$$

Here, $A^{c}$ is a complement set, that contains all of the universal set's elements which are not present in the given set.

Theorem 2.1.1. Let $A_{n}$ be monotone increasing and $A=\cup_{i=1}^{\infty} A_{i}$. Then

$$
\mathbb{P}\left(A_{n}\right) \rightarrow \mathbb{P}(A)
$$

as $n \rightarrow \infty$.

Proof. Define $B_{1}=A_{1}, B_{2}=\left\{\omega \in \Omega: \omega \in A_{2}, \omega \notin A_{1}\right\}, B_{3}=\{\omega \in \Omega: \omega \in$ $\left.A_{3}, \omega \notin A_{2}, \omega \in A_{1}\right\}, \ldots$ It can be shown that $B_{1}, B_{2}, \ldots$ are disjoint, $A_{n}=\cup_{i=1}^{n} A_{i}=$ $\cup_{i=1}^{n} B_{i}$ for each $n$ and $\cup_{i=1}^{\infty} A_{i}=\cup_{i=1}^{\infty} B_{i}$. By definition,

$$
\mathbb{P}\left(A_{n}\right)=\mathbb{P}\left(\cup_{i=1}^{n} B_{i}\right)=\sum_{i=1}^{n} \mathbb{P}\left(B_{i}\right) .
$$

Hence,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(A_{n}\right)=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \mathbb{P}\left(B_{i}\right)=\sum_{i=1}^{\infty} \mathbb{P}\left(B_{i}\right)=\mathbb{P}\left(\cup_{i=1}^{\infty} B_{i}\right)=\mathbb{P}(A) .
$$

Definition 2.1.3 (Random field). Let $\Omega$ be a parameter space, $X$ be a stochastic process over $\Omega$ is a collection of a random variables $\{X(t): t \in \Omega\}$. If $\Omega$ is a set of $N$ dimension and the random variables $X(t)$ are all vector valued of dimension d, then vector valued random field $X$ is called a $(N, d)$ random field.

A random variable $X$ is a real-valued function with domain $\Omega$, such that

$$
X(t) \in \mathbb{R}=\{y:-\infty<y<+\infty\}, \quad \text { for all } \quad t \in \Omega
$$

Definition 2.1.4 (Probability density function). Consider the random variable $X$ with probability density function (pdf) $f_{X}(x)$ is an integration function. We have

- $f_{X}(x) \geq 0, \quad$ for all $x \in \mathbb{R}$.
- $\int_{-\infty}^{\infty} f_{X}(x) d x=1$.
- $\mathbb{P}(a<X \leq b)=f(a)-f(b)=\int_{a}^{b} f_{X}(x) d x$.
- For a set $A, \mathbb{P}(X \in A)=\int_{A} f_{X}(x) d x$.

Here, $A$ is some intervals, $a$ and $b$ are some constant.
Definition 2.1.5 (Characteristic function). The characteristic function of a real valued random variable $X$ can be defined as

$$
\begin{equation*}
\phi_{X}(t)=\mathbb{E}(\exp (i t X)), \tag{2}
\end{equation*}
$$

where $i$ is the imaginary unit i.e. $i^{2}=-1$.

It can be shown that

$$
\begin{equation*}
\phi_{a X+b}(t)=\exp (i t b) \phi_{X}(a t) . \tag{3}
\end{equation*}
$$

If $X$ has the density $f_{X}(x)$ then the characteristic function is it's Fourier transform, such that

$$
\begin{equation*}
\phi(t)=\int_{-\infty}^{\infty} \exp (i t x) f_{X}(x) d x \tag{4}
\end{equation*}
$$

If $\phi(t)$ is integrable, then we get

$$
f_{X}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp (-i t x) \phi(t) d t
$$

which is the inverse Fourier transform.
Definition 2.1.6 (Location and scale parameters). Let $X$ be a real-valued random variable, with density

$$
f_{X}(x \mid \mu, \sigma)=\frac{1}{\sigma} g\left(\frac{x-\mu}{\sigma}\right),
$$

where $g$ is also a density, $-\infty<\mu<\infty$ and $\sigma>0$. Then $\mu$ and $\sigma$ are called location and scale parameter.

Definition 2.1.7 (Gaussian distribution). A continuous random variable $X$ is said to be Gaussian (or normally distributed) if it has the pdf

$$
\begin{equation*}
f_{X}\left(x \mid \mu, \sigma^{2}\right)=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left(-(x-\mu)^{2} / 2 \sigma^{2}\right) \quad \text { for all } \quad x \in \mathbb{R} \tag{5}
\end{equation*}
$$

for some $\mu \in \mathbb{R}$ and $\sigma>0$.

Here $\mu$ and $\sigma^{2}$ is the mean and variance of $X$ respectively, and the characteristic function is given by

$$
\begin{equation*}
\phi_{X}(t)=\mathbb{E}\{\exp (i t X)\}=\exp \left(i t \mu-\sigma^{2} t^{2} / 2\right) \tag{6}
\end{equation*}
$$

We abbreviate this by writing $X \sim \mathcal{N}\left(\mu, \sigma^{2}\right)$. When $\mu=0$ and $\sigma=1$, we say that $X$ has a standard normal distribution and if a random variable has zero mean simply, we call it centered.

The pdf of a standard normal random variable $X$ is given by,

$$
\begin{equation*}
f_{X}(x)=\frac{1}{\sqrt{2 \pi}} \exp \left(-x^{2} / 2\right) \quad \text { for all } \quad x \in \mathbb{R} \tag{7}
\end{equation*}
$$

A normal distribution with random variable $X \sim \mathcal{N}(0,1)$, that is $\mu=0$ and $\sigma=1$.

Univariate normal variable $X$ can be written as

$$
\begin{equation*}
X=\sigma Z+\mu, \tag{8}
\end{equation*}
$$

where $Z \sim \mathcal{N}(0,1)$ is the standard random variable with the characteristic function $e^{-\frac{t^{2}}{2}}$.
Proposition 2.1.1. If $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a function, such that

$$
f(x)=f(0)+\int_{0}^{x} g(t) d t, \mathbb{E}\{|f(X)|\}<\infty \quad \text { and } \quad X \geq 0
$$

then

$$
\begin{equation*}
\mathbb{E}\{f(X)\}=f(0)+\int_{0}^{\infty} g(t) \mathbb{P}(X \geq t) d t \tag{9}
\end{equation*}
$$

If $g \geq 0$ and right hand side of equation (9) is finite, then $\mathbb{E}\{\}<.\infty$.

Proof. Using Fubini's theorem, for $X \geq 0$

$$
\begin{aligned}
\int_{\Omega} f(X) d \mathbb{P} & =\int_{\Omega}\left(f(0)+\int_{0}^{\infty} 1_{t \leq x} g(t) d t\right) d \mathbb{P} \\
& =f(0)+\int_{0}^{\infty} g(t)\left(\int_{\Omega} 1_{t \leq x} d \mathbb{P}\right) d t \\
& =f(0)+\int_{0}^{\infty} g(t) \mathbb{P}(X \geq t) d t
\end{aligned}
$$

Corollary 2.1.1. If $\mathbb{E}\left(|X|^{r}\right)<\infty$ for an integer $r>0$, then

$$
\begin{equation*}
\mathbb{E}\left(X^{r}\right)=r \int_{0}^{\infty} t^{r-1} \mathbb{P}(X \geq t) d t-r \int_{0}^{\infty} t^{r-1} \mathbb{P}(-X \geq t) d t \tag{10}
\end{equation*}
$$

If $\mathbb{E}\left(|X|^{r}\right)<\infty$ for real $r>0$, then

$$
\begin{equation*}
\mathbb{E}\left(|X|^{r}\right)=r \int_{0}^{\infty} t^{r-1} \mathbb{P}(|X| \geq t) d t \tag{11}
\end{equation*}
$$

Left hand side of equation (11) is finite if and only if the right hand side is also finite.

Proof. Equation (10) follows from proposition (2.1.1) with $f(x)=x^{r}$ and $g(t)=\frac{d}{d t} f(t)$ $=r t^{r-1}$. Since $\mathbb{E}(X)=\mathbb{E}\left(X^{+}\right)-\mathbb{E}\left(X^{-}\right)$, where $X^{+}=\max \{X, 0\}$ and $X^{-}=$ $\min \{X, 0\}$, now applying proposition (2.1.1) separately we will get corollary (2.1.1).

Theorem 2.1.2. If $X_{1}$ and $X_{2}$ are two independent random variables such that $X_{1}+X_{2}$ follows normal distribution, then each of the variable $X_{1}$ and $X_{2}$ is normal.

Proof. We assume that $\mathbb{E}\left(X_{1}\right)=\mathbb{E}\left(X_{2}\right)=0$ without the loss of generality. We know that $\mathbb{E}\left(a X_{j}^{2}\right)<\infty, j=1,2$ for any constant $a$ and therefore, the characteristic functions $\phi_{1}($.$) and \phi_{2}($.$) are analytic. By the uniqueness of the analytic extension, \phi_{1}(s) \phi_{2}(s)=$ $\exp \left(-s^{2} / 2\right)$, for all $s \in \mathbb{C}$, set of complex numbers. Thus $\phi_{j}(z) \neq 0$ for all $z \in \mathbb{C}, j=$ 1,2 . Thus both characteristic function correspond to normal distribution.

Definition 2.1.8 (Covariance matrices). Let $X$ and $Y$ be two random variables. The covariance of $X$ and $Y$ is defined as $\operatorname{cov}(X, Y)=\mathbb{E}(X-\mathbb{E}(X))(Y-\mathbb{E}(Y))$ assuming that these expectations exist.

The variance of $X$ is $\operatorname{var} X=\operatorname{cov}(X, X)$ and the expectation is linear such that $\mathbb{E}(a X+$ $b Y)=a \mathbb{E}(X)+b \mathbb{E}(Y)$. The covariance is symmetric and bilinear such that $\operatorname{cov}(a X+$ $b Y, Z)=a \operatorname{cov}(X, Z)+b \operatorname{cov}(Y, Z)$.

Definition 2.1.9 (Positive semi-definite). A matrix (covariance matrix) $C_{d \times d}$ is called positive semi-definite (positive definite) if $x^{\top} C x \geq 0(>0)$ for all $x \in \mathbb{R}^{d}$.

A function $C: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is called positive definite if the matrices $\left(C\left(t_{i}, t_{j}\right)\right)_{i, j=1}^{n}$ are positive definite for all $1 \leq n<\infty$ and all $\left(t_{1}, \ldots, t_{n}\right) \in \mathbb{R}^{n}$.

Note that, a (vector valued) random variable $X$ is symmetric if $X$ and $-X$ has the same distribution.

Lemma 2.1.2. For every matrix $A$, vector $b$, and random vector $X$, we have

1. $\mathbb{E}(A X+b)=A \mathbb{E}(X)+b$,
2. $\operatorname{Cov}(A X)=A(\operatorname{Cov} X) A^{T}$,
3. CovX is symmetric and positive definite,
4. $\mathbb{P}(X \in \mathbb{E}\{\}+.\operatorname{range}(\operatorname{Cov} X))=1$.

Lemma 2.1.3. Each bilinear form of $C$ has the dot product representation

$$
C(x, y)=\mathcal{C}\langle x, y\rangle,
$$

where $\mathcal{C}$ is a linear mapping, represented by a $d \times d$ matrix, $\mathcal{C}=\left[c_{i, j}\right]$. Furthermore, we have $\mathcal{C}=\mathcal{C}^{\top}$.

Definition 2.1.10 (Gaussian random variable). A real-valued random variable $X$ is called a Gaussian random variable, if it has characteristic function

$$
\mathbb{E}\left(e^{i \lambda X}\right)=\exp \left(i m \lambda-\frac{\sigma^{2} \lambda^{2}}{2}\right)
$$

Here $m$ and $\sigma$ are some real numbers. From the above characteristic function, using differentiation with respect to $\lambda$ and setting $\lambda=0$, we get

$$
\mathbb{E}(X)=m \quad \text { and } \quad \operatorname{Var}(X)=\sigma^{2}
$$

An $\mathbb{R}^{n}$ valued random variable $\xi$ is a Gaussian random variable if $(y, \xi)$ is a real valued Gaussian random variable for each $y \in \mathbb{R}^{n}$, that it has characteristic function

$$
\begin{equation*}
\phi_{\xi}(y)=\mathbb{E}(\exp (i(y, \xi)))=\exp \left(i \mathbb{E}(y, \xi)-\frac{\operatorname{Var}(y, \xi)}{2}\right) \tag{12}
\end{equation*}
$$

for each $y \in \mathbb{R}^{n}$. Setting $m=\left(m_{1}, \ldots, m_{n}\right), \mathbb{E}\left(\xi_{j}\right)=m_{j}$ and $\mathbb{E}\left(\xi_{j}-m_{j}\right)\left(\xi_{k}-m_{k}\right)=\Sigma_{j, k}$, we can rewrite equation (12) as

$$
\begin{equation*}
\phi_{\xi}(y)=\exp \left(i m y-\frac{y^{\top} \Sigma y}{2}\right) \tag{13}
\end{equation*}
$$

where $\Sigma=\left\{\Sigma_{j, k}\right\}_{j, k=1}^{n}$ is a symmetric $n \times n$ matrix with real components. Here $m$ and $\Sigma$ are the mean and covariance matrix of $\xi$ and the rank of $\Sigma$ is the dimension of the subspace of $\mathbb{R}^{n}$.

Lemma 2.1.4. Let $\xi$ be an $\mathbb{R}^{n}$ valued Gaussian random variable with mean vector $m$ and assume that

$$
\mathbb{E}\left(\left(\xi_{j}-m_{j}\right)\left(\xi_{k}-m_{k}\right)\right)=0, \quad j \neq k .
$$

Then $\xi_{1}, \ldots, \xi_{n}$ are independent.
Definition 2.1.11 (Multivariate gaussian). A real-valued random variable $X$ is said to be multivariate Gaussian if, for all $a=\left(a_{1}, a_{2}, \ldots, a_{d}\right) \in \mathbb{R}^{d}$, the real valued variable $\langle a, X\rangle=\sum_{i=1}^{d} a_{i} X_{i}$ is Gaussian. Here, $\mu \in \mathbb{R}^{d}$ with $\mu_{j}=\mathbb{E}\left\{X_{j}\right\}$ is a mean vector and $C$ is a positive semi-definite $d \times d$ covariance matrix with elements $c_{i, j}=\mathbb{E}\left\{\left(X_{i}-\right.\right.$ $\left.\left.\mu_{i}\right)\left(X_{j}-\mu_{j}\right)\right\}$, such that the probability density of $X$ is given by

$$
\begin{equation*}
\varphi(x)=\frac{1}{(2 \pi)^{d / 2}|C|^{1 / 2}} \exp \left(-\frac{1}{2}(x-\mu)^{\top} C^{-1}(x-\mu)\right) \tag{14}
\end{equation*}
$$

where $|C|=\operatorname{det} C$ is the determinant of $C$. We write this as $X \sim \mathcal{N}_{d}(\mu, C)$ with dimension $d$.

Corollary 2.1.2. Let $X$ and $Y$ has a (joint) normal distribution on $\mathbb{R}^{d_{1}+d_{2}}$ and $\|\|.\left\|_{X},\right\| . \|_{Y}$ are $\langle.,$.$\rangle -orthogonal ( X$ and $Y$ are uncorrelated), then $X, Y$ are independent.

Here ||.|| is some space.
Theorem 2.1.3. Let $X, Y$ be a real valued random variables have the joint characteristics function $\phi(t, s)$. Let $\mathbb{E}\left(|X|^{m}\right)<\infty$ for some $m \in \mathbb{N}$ and $g(y)$ be such that $g(Y)=$
$\mathbb{E}\left\{X^{m} \mid Y\right\}$. Then for all real s

$$
\begin{equation*}
\left.(-i)^{m} \frac{\partial^{m}}{\partial t^{m}} \phi(t, s)\right|_{t=0}=\mathbb{E}(g(Y) \exp (i s Y)) \tag{15}
\end{equation*}
$$

If $g(y)=\sum c_{k} y^{k}$ is a polynomial, then

$$
\begin{equation*}
\left.(-i)^{m} \frac{\partial^{m}}{\partial t^{m}} \phi(t, s)\right|_{t=0}=\sum_{k}(-i)^{k} c_{k} \frac{d^{k}}{d s^{k}} \phi(0, s) . \tag{16}
\end{equation*}
$$

Proof. $\mathbb{E}\left(|X|^{m}\right)<\infty$, then the joint characteristic function $\phi(t, s)=\mathbb{E}(\exp (i t X+i s Y))$ can be differentiated $m$ times with respect to $t$ and

$$
\frac{\partial^{m}}{\partial t^{m}} \phi(t, s)=i^{m} \mathbb{E}\left(X^{m} \exp (i t X+i s Y)\right)
$$

Putting $t=0$ gives us equation (15). To prove equation (16), we need to prove $\mathbb{E}\left(|Y|^{r}\right)<$ $\infty$, where $r$ is the degree of the polynomial $g(y)$. Using Jensen's inequality, we get $\mathbb{E}(|g(Y)|) \leq \mathbb{E}\left(|X|^{m}\right)<\infty$, and since $\left|g(y) / y^{r}\right| \rightarrow$ constant $\neq 0$ as $|y| \rightarrow \infty$, therefore there is constant $>0$ such that $|y|^{r} \leq$ constant $|g(y)|$, for all $y$. Therefor, $\mathbb{E}\left(|Y|^{r}\right)<$ $\infty$.

Definition 2.1.12 (Maximum likelihood estimate). The maximum likelihood estimate (MLE) $\hat{\theta}$ is a value of $\theta$, where the likelihood function $\mathcal{L}(\theta)=f(x \mid \theta)$ attains it's supreтит, i.e.,

$$
\sup _{\theta} f(x \mid \theta)=f(x \mid \hat{\theta}) .
$$

The MLE can be obtain to solve the likelihood equation

$$
\frac{\partial}{\partial \theta_{j}} \log f(x \mid \theta)=0, j=1, \ldots, n
$$

if $f$ is differentiable with respect to $\theta$ and $f>0$.
Theorem 2.1.4. Given a random sample of size $n$ from a normal distribution with mean $\mu$ and variance $\Sigma$, the log-likelihood is given by

$$
\mathcal{L}(\mu, \Sigma)=-\frac{n}{2}(\bar{X}-\mu)^{\top} \Sigma^{-1}(\bar{X}-\mu)-\frac{n}{2} \operatorname{Tr}\left(\Sigma^{-1} S\right)-\frac{n}{2} \log |\Sigma| .
$$

The MLE is,

$$
\hat{\mu}=\bar{X} \quad \text { and } \quad \hat{\Sigma}=\left(\frac{n-1}{n}\right) S .
$$

Here, $S$ is a variance-covariance matrix.

Proof. By taking logarithm in the likelihood function of normal distribution we get loglikelihood, differentiate depending on the parameter of $\mu$ and $\Sigma$ we get the MLE.

Lemma 2.1.5. The random vector $X \sim \mathcal{N}_{d}(\mu, \Sigma)$, if and only if for every $a \in \mathbb{R}^{d}, a^{\top} X$ has distribution $\mathcal{N}_{1}\left(a^{\top} \mu, a^{\top} \Sigma a\right)$.

Proof. Since $X \sim \mathcal{N}_{d}(\mu, \Sigma)$, the parameters $a^{\top} \mu$ and $a^{\top} \Sigma a$ are the expectation and covariance of the variable $a^{\top} X$. So, it is enough to show that $a^{\top} X$ is normally distributed. Since the distribution of $X$ and $\mu+L Z$ are same, then the variable $a^{\top} X$ has the same distribution as $a^{\top} \mu+\left(L^{\top} a\right)^{\top} Z$. The second term is a constant as well as a linear combination of independent variables, $b^{\top} Z\left(b=L^{\top} a\right)$ and normally distributed with zero mean and unique variance.

Again, let $a^{\top} X \sim \mathcal{N}\left(a^{\top}, a^{\top} \Sigma a\right)$, then $a^{\top} X$ and $a^{\top} Y$ has the same distribution for an $\mathcal{N}_{d}(\mu, \Sigma)$-distributed vector $Y$. If this is true for every $a$, then $X$ and $Y$ also have the same distribution; hence $X \sim \mathcal{N}_{d}(\mu, \Sigma)$.

Corollary 2.1.3. If the vector $X=\left(X_{1}, \ldots, X_{d}\right)$ has the distribution $\mathcal{N}_{d}(\mu, \Sigma)$ and $A$ : $\mathbb{R}^{d} \rightarrow \mathbb{R}^{m}$ is an arbitrary matrix, then $A X$ has distribution $\mathcal{N}_{m}\left(A \mu, A \Sigma A^{\top}\right)$.

Proof. $A \mu$ and $A \Sigma A^{\top}$ are the expectation and covariance matrix of $A X$. It's enough to prove, that $A X$ is normally distributed. We have $a^{\top}(A X)=\left(A^{\top} a\right)^{\top} X$. According to lemma (2.1.5), this variable has a one-dimensional normal distribution, which implies that, $A X$ has a multivariate normal distribution.

Above lemma and corollary imply that the marginal distributions of a multivariate normal distribution are normally distributed [46].

Theorem 2.1.5. Let a be a vector and $X$ be a random vector of the same length $d$ with mean $\mu$ and variance $\Sigma$. Then $\mathbb{E}\left(a^{\top} X\right)=a^{\top} \mu$ and $\operatorname{Var}\left(a^{\top} X\right)=a^{\top} \Sigma a$. If $A$ is a matrix with $d$ columns, then $\mathbb{E}(A X)=A \mu$ and $\operatorname{Var}(A X)=A \Sigma A^{\top}$.

Proof.

$$
\begin{aligned}
\mathbb{E}\left(a^{\top} X\right) & =\mathbb{E}\left(a^{\top} \frac{1}{d} \sum_{i=1}^{d} X_{i}\right)=a^{\top} \frac{1}{d} \mathbb{E}\left(\sum_{i=1}^{d} X_{i}\right) \\
& =a^{\top} \mu .
\end{aligned}
$$

Again

$$
\begin{aligned}
\operatorname{Var}\left(a^{\top} X\right) & =\mathbb{E}\left(\sum_{i=1}^{d}\left(a^{\top} X_{i}-\mu\right)^{2}\right)=a^{\top} \mathbb{E}\left(\sum_{i=1}^{d}\left(X_{i}-\mu\right)^{2}\right) a \\
& =a^{\top} \Sigma a .
\end{aligned}
$$

Lemma 2.1.6. The vector $X=\left(X_{1}, \ldots, X_{d}\right)$ has a multivariate normal distribution with a diagonal matrix $\Sigma$, if and only if $X_{1}, \ldots, X_{d}$ are independent and has normal marginal distributions.

Proof. A symmetric, positive definite diagonal matrix $\Sigma$ can be written as $\Sigma=L L^{\top}$ for $L$ the diagonal matrix with entries the square roots of the diagonal entries of $\Sigma$. By definition, $X$ has distribution $\mathcal{N}_{d}(\mu, \Sigma)$ if it has the same distribution as $\mu+L Z=\left(\mu_{1}+\right.$ $\left.L_{11} Z_{1}, \ldots, \mu_{d}+L_{d d} Z_{d}\right)$ for independent standard normal variables $Z_{1}, \ldots, Z_{d}$. Hence $X=$ $\left(X_{1}, \ldots, X_{d}\right)$ are independent and normally distributed.

Lemma 2.1.7. Let $\xi$ be a real valued Gaussian random variable with zero mean and variance $\sigma^{2}$. Then, for all $a>0$,

$$
\begin{equation*}
\mathbb{P}(|\xi|>a) \leq \exp \left(\left(-\frac{a^{2}}{2 \sigma^{2}}\right)\right) \tag{17}
\end{equation*}
$$

and $a / \sigma \geq 1$,

$$
\begin{equation*}
(\sigma / a) \phi(a / \sigma) \leq \mathbb{P}(|\xi|>a) \leq 2(\sigma / a) \phi(a / \sigma) . \tag{18}
\end{equation*}
$$

Proof. We divide $|\xi|$ using $\sigma$ and when $\sigma=1$ we get,

$$
\begin{aligned}
\mathbb{P}(|\xi|>a) & =\frac{2}{\sqrt{2 \pi}} \int_{a}^{\infty} \exp \left(-u^{2} / 2\right) d u \\
& \leq \frac{2}{a \sqrt{2 \pi}} \int_{a}^{\infty} u \exp \left(-u^{2} / 2\right) d u \\
& =\frac{2}{a \sqrt{2 \pi}} \exp \left(-a^{2} / 2\right)
\end{aligned}
$$

Also, using derivatives, $\exp \left(-a^{2} / 2\right)-\mathbb{P}(|\xi|>a)$ is increasing for $a<2 / \sqrt{2 \pi}$. Now,

$$
\mathbb{P}(|\xi|>a)=\frac{2}{\sqrt{2 \pi}} \int_{a / \sigma}^{\infty} \exp \left(-u^{2} / 2\right) d u \leq \frac{2 \sigma}{\sqrt{2 \pi} a} \int_{a / \sigma}^{\infty} u \exp \left(-u^{2} / 2\right) d u .
$$

Definition 2.1.13 (Gaussian process). A real-valued stochastic process $\{X(t), t \in T\}$ ( $T$ is some index set) is a GP, if it's finite dimensional distribution are Gaussian which is characterized by it's mean function $m$ and it's covariance kernel $\Sigma$, given by

$$
m(t)=\mathbb{E}(X(t)) \quad \text { and } \quad \Sigma(s, t)=\mathbb{E}(X(t)-m(t))(X(s)-m(s))
$$

A GP is defined as a distribution across functions, according to one definition [44]. We can sample a function at the point $x$ from a GP that has been completely described by a mean and covariance function according to,

$$
f(x) \sim \mathcal{G} \mathcal{P}(m, k)
$$

where $f($.$) is a covariance function, which is a subclass of kernel functions, and m($.$) is$ the function we sample from the GP.

The GP approach to nonparametric regression uses a Gaussian stochastic process prior to perform Bayesian inference directly on the space of functions $f$.

Gaussian process regression (GPR) is a kernel technique, but being derived in a completely different way $[47,48]$. The GPR model commonly known as the Kriging model, is a Bayesian nonparametric approach that implements GP for regression analysis [49]. The fact, that functions can be readily defined by a mean function $m(x)$ and a covariance function $k\left(x, x^{\prime}\right)$ is a major advantage of utilizing the Gaussian prior assumption [50],
such that

$$
m(x)=\mathbb{E}(f(x)) \quad \text { and } \quad k\left(x, x^{\prime}\right)=\mathbb{E}\left((f(x)-m(x))\left(f\left(x^{\prime}\right)-m\left(x^{\prime}\right)\right)\right)
$$

## 3 BAYESIAN INFERENCE

Thomas Bayes is the father of Bayesian inference but the credit goes to Pierre-Simon Laplace [51] for driving the formula that we use now-a-days [52]. The primary difference between Bayesian inference and classical inference (or frequentist inference) is that it treats model parameters as random variables rather than constants [53]. Prior information can be explicitly considered using the Bayesian framework (or paradigm). It can also be used to create a complex statistical model that is difficult to solve using traditional approaches. One disadvantage of Bayesian inference is that it always requires a prior distribution to be defined, even in the absence of any prior knowledge.

However, suitable uninformative prior distributions [54] have been constructed to overcome this issue, and in many circumstances, a good feature of Bayesian inference is that these priors lead to exactly the same point and interval estimates as classical inference. When there is at least a considerable amount of data available, the issue becomes even less pressing. The Bayesian technique often converges to the same inferential results as sample size grows, regardless of the stated prior distribution.

If the likelihood is Gaussian, for example, using a Gaussian distribution as a prior is advantageous since the product of two Gaussian probability density distributions is also Gaussian. In that situation, calculating the posterior covariance is also straightforward. Furthermore, a Gaussian distribution's conditional mean and maximum a posteriori values are the same.

### 3.1 Prior distribution

The prior distribution is a crucial component of Bayesian inference, representing knowledge about an uncertain parameter $\theta$, that is coupled with the probability distribution of new data to produce the posterior distribution, which is utilized for future inferences and decisions concerning $\theta[54,55]$. Axioms of decision theory can be used to justify the presence of a prior distribution for any problem.

Definition 3.1.1 (Conditional probability). If $\mathbb{P}(B)>0$, then the conditional probability of $A$ given $B$ is

$$
\begin{equation*}
\mathbb{P}(A \mid B)=\frac{\mathbb{P}(A \cap B)}{\mathbb{P}(B)} \tag{19}
\end{equation*}
$$

When $B$ is fixed, $\mathbb{P}(B)>0, \mathbb{P}(. \mid B)$ is a probability. The probability $\mathbb{P}(A \cap B)$ is the joint
probability of $A$ and $B$.
Lemma 3.1.1. Let $A$ and $B$ are two independent events, then $\mathbb{P}(A \mid B)=\mathbb{P}(A)$. When $A$ and $B$ are any pair events, then

$$
\mathbb{P}(A \cap B)=\mathbb{P}(A \mid B) \mathbb{P}(B)=\mathbb{P}(B \mid A) \mathbb{P}(A)
$$

Definition 3.1.2 (Prior distribution). A prior is expressed as a probability distribution and can be determined in a variety of ways (e.g., previous information, subjective evaluation, maximization of entropy under constraints), and is typically combined with the likelihood function using Bayes' theorem to obtain a posterior distribution.

### 3.2 Posterior distribution

Posterior distribution holds all the information related to the unknown parameter $\theta$ [56] after the observation of data $X$.

Definition 3.2.1 (Posterior distribution). Let $X=x$ be the observed realization of a random variable $X$ with density function $f(x \mid \theta)$ (from now we will use density $f($.) instead of $\left.f_{X}().\right)$. Prior distribution with density function $f(\theta)$ allows to compute the density function $f(\theta \mid x)$ of the posterior distribution using Bayes theorem

$$
\begin{equation*}
f(\theta \mid x)=\frac{f(x \mid \theta) f(\theta)}{\int f(x \mid \theta) f(\theta) d \theta} \tag{20}
\end{equation*}
$$

For discrete parameters $\theta$, the integral in the denominator has to be replaced with a sum.

The term $f(x \mid \theta)$ is the likelihood function $\mathcal{L}($.$) . The denominator can be rewrite as$

$$
\int f(x \mid \theta) f(\theta) d \theta=\int f(x, \theta) d \theta=f(x)
$$

that is it does not depend on $\theta$.
Definition 3.2.2 (Bayesian point estimates). The posterior mean $\mathbb{E}(\theta \mid x)$ is the expectation of the posterior distribution, such that

$$
\mathbb{E}(\theta \mid x)=\int \theta f(\theta \mid x) d \theta
$$

The posterior mode is the mode of the posterior distribution, such that

$$
\operatorname{Mod}(\theta \mid x)=\underset{\theta}{\arg \max } f(\theta \mid x) .
$$

The posterior median is the median of the posterior distribution, i.e. any number a that satisfies

$$
\begin{equation*}
\int_{-\infty}^{a} f(\theta \mid x) d \theta=0.5 \text { and } \int_{a}^{\infty} f(\theta \mid x) d \theta=0.5 . \tag{21}
\end{equation*}
$$

### 3.3 Bayesian estimators

Using the Bayes theorem, the posterior density can be given

$$
\begin{equation*}
f(\theta \mid x)=\frac{f(x \mid \theta) f(\theta)}{m(x)} \tag{22}
\end{equation*}
$$

where $m(x)=\int f(x \mid \theta) f(\theta) d \theta$ is the marginal distribution of $X$. Then, we can define the posterior risk of an estimator $\hat{\theta}(x)$ by

$$
\begin{equation*}
r(\hat{\theta} \mid x)=\int \mathcal{L}(\theta, \hat{\theta}(x)) f(\theta \mid x) d \theta \tag{23}
\end{equation*}
$$

where $\mathcal{L}(.,$.$) is the loss function.$
Definition 3.3.1 (Risk). The risk of an estimator $\hat{\theta}$, is

$$
R(\theta, \hat{\theta})=\mathbb{E}_{\theta}(\mathcal{L}(\theta, \hat{\theta}))=\int \mathcal{L}(\theta, \hat{\theta}(x)) f(x \mid \theta) d x
$$

Definition 3.3.2 (Bayes risk). The maximum risk is given by

$$
\bar{R}(\hat{\theta})=\sup _{\theta} R(\theta, \hat{\theta}),
$$

then the Bayes risk is defined as

$$
r(f, \hat{\theta})=\int R(\theta, \hat{\theta}) f(\theta) d \theta
$$

Here, $f(\theta)$ is a prior for $\theta$.
Definition 3.3.3 (Bayes rule). An estimator $\hat{\theta}$ is called a Bayes rule with respect to the
prior f, if

$$
r(f, \hat{\theta})=\inf _{\tilde{\theta}} r(f, \tilde{\theta}) .
$$

Here the infimum is over all estimators of $\tilde{\theta}$.
Theorem 3.3.1. The Bayes risk $r(f, \hat{\theta})$ satisfies

$$
r(f, \hat{\theta})=\int r(\hat{\theta} \mid x) m(x) d \theta
$$

where $m(x)=\int f(x \mid \theta) f(\theta) d \theta$ and $r(\hat{\theta} \mid x)$ is the posterior risk. If $\hat{\theta}(x)$ is the value of $\theta$ that minimizes $r(\hat{\theta} \mid x)$, then $\hat{\theta}$ is the Bayes estimator.

Proof. The Bayes risk can be rewrite as follows

$$
\begin{aligned}
r(f, \hat{\theta}) & =\int R(\theta, \hat{\theta}) f(\theta) d \theta \\
& =\int\left(\int \mathcal{L}(\theta, \hat{\theta}(x)) f(x \mid \theta) d x\right) f(\theta) d \theta \\
& =\iint \mathcal{L}(\theta, \hat{\theta}(x)) f(x, \theta) d x d \theta \\
& =\iint \mathcal{L}(\theta, \hat{\theta}(x)) f(\theta \mid x) m(x) d x d \theta \\
& =\int\left(\int \mathcal{L}(\theta, \hat{\theta}(x)) f(\theta \mid x) d \theta\right) m(x) d x \\
& =\int r(\hat{\theta} \mid x) m(x) d x .
\end{aligned}
$$

If $\hat{\theta}(x)$ be the value of $\theta$, which minimizes $r(\hat{\theta} \mid x)$, then we will minimize the integrand at every $x$, which minimize the integral $\int r(\hat{\theta} \mid x) m(x) d x$.

Theorem 3.3.2. If $\mathcal{L}(\theta, \hat{\theta})=(\theta-\hat{\theta})^{2}$, then the Bayes estimator is

$$
\begin{equation*}
\hat{\theta}(x)=\int \theta f(\theta \mid x) d \theta=\mathbb{E}(\theta \mid X=x) \tag{24}
\end{equation*}
$$

When $\mathcal{L}(\theta, \hat{\theta})=|\theta-\hat{\theta}|$, then the Bayes estimator is the median of the posterior $f(\theta \mid x)$ and $\mathcal{L}(\theta, \hat{\theta})$ is zero-one loss, then the Bayes estimator is the mode of the posterior $f(\theta \mid x)$.

Here, zero-one loss literally counts the number of errors made by a hypothesis function on the training set.

Proof. We will consider the theorem in the context of squared error loss. The Bayes rule $\hat{\theta}(x)$ minimizes $r(\hat{\theta} \mid x)=\int(\theta-\hat{\theta}(x))^{2} f(\theta \mid x) d \theta$. The derivative of $r(\hat{\theta} \mid x)$ with respect to $\hat{\theta}(x)$ and setting it equal to zero gives the equation, $\int(\theta-\hat{\theta}(x)) f(\theta \mid x) d \theta=0$. Solving for $\hat{\theta}(x)$ we will get the estimate.

Definition 3.3.4 (Minimax rule). An estimator $\hat{\theta}$ is called minimax, if

$$
\sup _{\theta} R(\theta, \hat{\theta})=\inf _{\tilde{\theta}} \sup _{\theta} R(\theta, \tilde{\theta}),
$$

where the infimum is over all estimators $\tilde{\theta}$ and the supremum is over all admissible values of $\theta$.

Theorem 3.3.3. Let $\hat{\theta}^{f}$ be the Bayes rule for some prior $f$, such that

$$
\begin{equation*}
r\left(f, \hat{\theta}^{f}\right)=\inf _{\hat{\theta}} r(f, \hat{\theta}) . \tag{25}
\end{equation*}
$$

Let

$$
\begin{equation*}
R\left(\theta, \hat{\theta}^{f}\right) \leq r\left(f, \hat{\theta}^{f}\right) \quad \text { for all } \quad \theta \tag{26}
\end{equation*}
$$

Then $\hat{\theta}^{f}$ is called minimax and $f$ is called a least favorable prior.

Proof. Let $\hat{\theta}^{f}$ is not minimax. Then there exist another rule $\hat{\theta}_{0}$, such that $\sup _{\theta} R\left(\theta, \hat{\theta}_{0}\right)<$ $\sup _{\theta} R\left(\theta, \hat{\theta}^{f}\right)$. We know that the average of a function is always less or equal to it's maximum. We have $r\left(f, \hat{\theta}_{0}\right) \leq \sup _{\theta} R\left(\theta, \hat{\theta}_{0}\right)$. Hence

$$
r\left(f, \hat{\theta}_{0}\right) \leq \sup _{\theta} R\left(\theta, \hat{\theta}_{0}\right)<\sup _{\theta} R\left(\theta, \hat{\theta}^{f}\right) \leq r\left(f, \hat{\theta}^{f}\right)
$$

which is contradicts.
Theorem 3.3.4. Let $\hat{\theta}$ is the Bayes rule with respect to some prior $f$. Suppose $\hat{\theta}$ has constant risk, such that $R(\theta, \hat{\theta})=$ constant. Then $\hat{\theta}$ is minimax.

Proof. The Bayes risk is, $r(f, \hat{\theta})=\int R(\theta, \hat{\theta}) f(\theta) d \theta=$ constant. So, $r(\theta, \hat{\theta}) \leq r(f, \hat{\theta})$ for all $\theta$. Using theorem (3.3.3), we can get the proof.

From above we can say, that with a constant risk function, the Bayes estimators are minimax [57].

Definition 3.3.5 (Admissible). An estimator $\hat{\theta}$ is called inadmissible if there exists another rule $\hat{\theta}^{\prime}$, such that

$$
R\left(\theta, \hat{\theta}^{\prime}\right) \leq R(\theta, \hat{\theta}) \quad \text { for all } \quad \theta
$$

and

$$
R\left(\theta, \hat{\theta}^{\prime}\right)<R(\theta, \hat{\theta}) \quad \text { for at least one } \quad \theta .
$$

Otherwise, $\hat{\theta}$ is called admissible.
Theorem 3.3.5. If $X$ is a random variable follows normal distribution with mean $\theta$ and variance $\sigma^{2}$, then $a X+b$ is inadmissible as an estimator of $\theta$ for squared error loss if
(a) $a<1$
(b) $a>0$
(c) $a=1, b \neq 0$.

Proof. For any $a$ and $b$, the risk of the rule $a X+b$ is given by

$$
R(\theta, a X+b)=a^{2} \sigma^{2}+\{(a-1) \theta+b\}^{2} \equiv \rho(a, b) .
$$

(a) If $a>1$

$$
\rho(a, b) \geq a^{2} \sigma^{2}>\sigma^{2}=\rho(1,0)
$$

so, $a X+b$ is dominated by $X$.
(b) If $a<0$, then $(a-1)^{2}>1$ and

$$
\begin{aligned}
\rho(a, b) & \geq\{(a-1) \theta+b\}^{2}=(a-1)^{2}\left\{\theta+\frac{b}{a-1}\right\}^{2} \\
& >\left\{\theta+\frac{b}{a-1}\right\}^{2}=\rho\left(0, \frac{-b}{a-1}\right) .
\end{aligned}
$$

(c) If $a=1, b \neq 0$,

$$
\rho(1, b)=\sigma^{2}+b^{2}>\sigma^{2}=\rho(1,0),
$$

so, $X+b$ is dominated by $X$.

Theorem 3.3.6. Suppose that, $R(\theta, \hat{\theta})$ is a continuous function of $\theta$ for every $\hat{\theta}$. Let $f$ be a prior density with full support, meaning that, for every $\theta$ and every $\epsilon>0, \int_{\theta-\epsilon}^{\theta+\epsilon} f(\theta) d \theta>$ 0. Let $\hat{\theta}^{f}$ be the Bayes rule. If the Bayes risk is finite then $\hat{\theta}^{f}$ is admissible.

Proof. If $\hat{\theta}^{f}$ is inadmissible, then there exists a better rule $\hat{\theta}$, such that $R(\theta, \hat{\theta}) \leq R\left(\theta, \hat{\theta}^{f}\right)$ for all $\theta$ and $R\left(\theta_{0}, \hat{\theta}\right)<R\left(\theta_{0}, \hat{\theta}^{f}\right)$ for some $\theta_{0}$. Let $v=R\left(\theta_{0}, \hat{\theta}^{f}\right)-R\left(\theta_{0}, \hat{\theta}\right)>0$. $R$ is continuous, so there exists some constant $\epsilon>0$ and then $R\left(\theta, \hat{\theta}^{f}\right)-R(\theta, \hat{\theta})>v / 2$ for all $\theta \in\left(\theta_{0}-\epsilon, \theta_{0}+\epsilon\right)$. Then,

$$
\begin{aligned}
r\left(f, \hat{\theta}^{f}\right)-r(f, \hat{\theta}) & =\int R\left(\theta, \hat{\theta}^{f}\right) f(\theta) d \theta-\int R(\theta, \hat{\theta}) f(\theta) d \theta \\
& =\int\left[R\left(\theta, \hat{\theta}^{f}\right)-R(\theta, \hat{\theta})\right] f(\theta) d \theta \\
& \geq \int_{\theta_{0}-\epsilon}^{\theta_{0}+\epsilon}\left[R\left(\theta, \hat{\theta}^{f}\right)-R(\theta, \hat{\theta})\right] f(\theta) d \theta \\
& \geq \frac{v}{2} \int_{\theta_{0}-\epsilon}^{\theta_{0}+\epsilon} f(\theta) d \theta \\
& >0 .
\end{aligned}
$$

Hence $r\left(f, \hat{\theta}^{f}\right)>r(f, \hat{\theta})$. This is contradiction.
Theorem 3.3.7. Let $\hat{\theta}$ has constant risk and is admissible. Then it is minimax.

Proof. The risk $R(\theta, \hat{\theta})$ is constant. Let $\hat{\theta}$ is not minimax, so there exists a rule $\hat{\theta}^{\prime}$ such that

$$
R\left(\theta, \hat{\theta}^{\prime}\right) \leq \sup _{\theta} R\left(\theta, \hat{\theta}^{\prime}\right)<\sup _{\theta} R(\theta, \hat{\theta})=\text { constant } .
$$

Then, $\hat{\theta}$ is inadmissible.
Theorem 3.3.8. Let $X_{1}, \ldots, X_{n} \sim \mathcal{N}(\theta, 1)$. Then, under squared error loss, $\hat{\theta}=\bar{X}$ is minimax.

Proof. We know, that under squared error loss, $\hat{\theta}$ is admissible. The risk of $\hat{\theta}=1 / n$ is a constant. The proof can be draw from theorem (3.3.7).

## 4 EXPERIMENTAL DESIGN

The core of this thesis is the theory related to obtain an OED. When it comes to experimental design, every part of the experiment is planned out in advance [58]. To get the most out of the given resources, it is critical to plan the optimal experiments based on recognized restrictions. It is also critical to plan the experiments such that they are centered around the goal.

### 4.1 Optimal design

The main purpose of optimal design is to choose a design $d^{*}$ from a set of possible designs $\mathcal{D}$, which produces the best estimate of the desired parameters [59-61]. The optimal design is contingent upon how the term "best" is defined.

Let $d$ be a design and $Y$ be the vector of observations obtain under design $d$ and $X$ is $n \times k$ design matrix with known entries specified by design $d$. Let introduce noise $\epsilon \sim \mathcal{N}(\mu, \sigma)$, then

$$
\begin{equation*}
\mathbb{E}(Y+\epsilon)=X \theta, \operatorname{Cov}(Y+\epsilon)=\sigma^{2} I_{n} \tag{27}
\end{equation*}
$$

where $\theta$ is a $k \times 1$ vector of unknown parameter and $I_{n}$ is the identity matrix of order $n$. Here, $\mathbb{E}(\epsilon)=0$. Note that $C_{d}=X^{\top} X$ is an information matrix for the design $d$.

Definition 4.1.1 (Uniformly optimal). A design $d^{*}$ is said to be uniformly optimal among a class $\mathcal{D}$ of designs if for any design $d \in \mathcal{D}, C_{d^{*}}-C_{d}$ is non-negative.

Now we will introduce some criteria $[60,62,63]$ for optimality.
Definition 4.1.2 ( $\Phi_{p}$-criteria). The $\Phi_{p}$-criteria are defined as

$$
\begin{aligned}
& \Phi_{p}\left(C_{d}\right)=\left[\frac{1}{k} \operatorname{Tr}\left(C_{d}^{-p}\right)\right]^{\frac{1}{p}}=\left[\frac{1}{k} \sum_{i=1}^{k} \lambda_{i}^{-p}\left(C_{d}\right)\right]^{\frac{1}{p}}, 0<p<\infty . \\
& \Phi_{0}\left(C_{d}\right)=\lim _{p \rightarrow 0} \Phi_{p}\left(C_{d}\right)=\prod_{i=1}^{k} \lambda_{i}^{-1 / k} \\
& \Phi_{+\infty}\left(C_{d}\right)=\lim _{p \rightarrow+\infty} \Phi_{p}\left(C_{d}\right)=\max \lambda_{i}^{-1}\left(C_{d}\right) \\
& \Phi_{-\infty}\left(C_{d}\right)=\lim _{p \rightarrow-\infty} \Phi_{p}\left(C_{d}\right)=\min \lambda_{i}^{-1}\left(C_{d}\right) .
\end{aligned}
$$

Definition 4.1.3 ( $\Phi_{p}$-optimal). $A$ design $d^{*}$ is said to be $\Phi_{p}$-optimal if it holds that

$$
\Phi_{p}\left(C_{d^{*}}\right) \leq \Phi_{p}\left(C_{d}\right),
$$

for all $d \in \mathcal{D}$.

We need to clarify the optimality criteria $[63,64]$ before to find the optimal design. Majorization and Schur convexity [65] are important ideas for figuring out how two or more criteria relate to each other.

Definition 4.1.4 (Convex). A function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is convex if it's domain is a convex set for all $x, y$ in it's domain, and all $\lambda \in[0,1]$, we have

$$
f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y)
$$

If we take any two points $x$ and $y$, then $f$ evaluated at any convex combination of these two points should be not larger than the same convex combination of $f(x)$ and $f(y)$.

Corollary 4.1.1. Consider an unconstrained optimization problem

$$
\min _{x \in \mathbb{R}^{n}} f(x)
$$

where $f$ is convex and differentiable. Then, any point $\bar{x}$ that satisfies $\nabla f(\bar{x})=0$ is a global minimum.

Proof. Using first order characterization of convexity, we have

$$
f(y) \geq f(x)+\nabla f^{\top}(x)(y-x), \quad \text { for all } \quad(x, y)
$$

Particularly,

$$
f(y) \geq f(\bar{x})+\nabla f^{\top}(\bar{x})(y-x), \quad \text { for all } \quad y .
$$

Since $\nabla f(\bar{x})=0$, we get

$$
f(y) \geq f(\bar{x}), \quad \text { for all } \quad y
$$

Definition 4.1.5 (MS-optimal). A design $d^{*}$ of a class of designs $\mathcal{D}$ is called MS-optimal if it minimizes $\Phi_{-1}$ and if it maximizes $\Phi_{-2}$ among the subclass of designs minimizing $\Phi_{-1}$.

There are some situations where a design is better than others in terms of multiple criteria, not just one. Using this as a starting point, Kiefer [67] proposes the concept of "universal optimality".

Definition 4.1.6 (Universally optimal). A design $d^{*} \in \mathcal{D}$ is universally optimal design if $d^{*}$ is $\Phi$-optimal for all the criteria $\Phi(C)$ from $C$ to $\left.]-\infty,+\infty\right]$ satisfying
(a) $\Phi$ is invariant under each permutation of rows and columns,
(b) $\Phi(a C)$ is non-increasing in the scalar $a>0$,
(c) $\Phi$ is convex.

Let $P_{\sigma}$ denote the $(d, d)$-matrix that permutes the components of a vector according to the permutation $\sigma$ lying in $S_{t}$, where $S_{t}$ is the symmetric group on $\{1, \ldots, d\}$.

Definition 4.1.7 (Symmetric). A function $\phi$ on $\mathbb{R}^{d}$ is symmetric if for all $x \in \mathbb{R}^{d}$ and for all $\sigma \in S_{d}, \phi\left(P_{\sigma} x\right)=\phi(x)$.

Proposition 4.1.1. A design $d^{*}$ is universally optimal among a class $\mathcal{D}$ of designs if it satisfies
(i) $\operatorname{Tr} C_{d^{*}}=\max _{d \in \mathcal{D}} \operatorname{Tr} C_{d}$,
(ii) for all $d \in \mathcal{D}$, there exist scalers $a_{d \sigma} \geq 0$ such that

$$
C_{d^{*}}=\sum_{\sigma \in S_{t}} a_{d \sigma} P_{\sigma} C_{d} P_{\sigma}^{\top} .
$$

Proof. Condition (i) is necessary as $C \rightarrow-\operatorname{Tr} C$ satisfies condition (a), (b) and (c) in definition 4.1.6. Let $d^{*}$ be a universally optimal design, and further assume that there exists a design $d_{1}$ such that

$$
C_{d^{*}}=\sum_{\sigma \in S_{t}} P_{\sigma} C_{d_{1}} P_{\sigma}^{\top} .
$$

Let $\mathcal{A}$ be the convex cone generated by the matrices $\left\{P_{\sigma} C_{d_{1}} P_{\sigma}^{\top}\right\}_{\sigma \in S_{t}}$. Consider the criterion $\Phi$ defined by:

$$
\Phi\left(C_{d}\right)=\left\{\begin{array}{lll}
0 & \text { if } & C_{d} \in \mathcal{A} \\
+\infty & \text { if } & C_{d} \notin \mathcal{A}
\end{array}\right.
$$

For all $\sigma \in S_{t}, P_{\sigma} \mathcal{A} P_{\sigma}^{\top}=\mathcal{A}$, thus $\Phi\left(P_{\sigma} C_{d} P_{\sigma}^{\top}\right)=\Phi\left(C_{d}\right)$. Also, for any constant $a>$ $0, \Phi\left(a C_{d}\right)=\Phi\left(C_{d}\right)$. Hence $\Phi$ satisfies the conditions from the definition 4.1.6. Then, we have $\Phi\left(C_{d 1}\right)<\Phi\left(C_{d^{*}}\right)$, which is a contradiction.

Definition 4.1.8 (Majorize). Let $x, y \in \mathbb{R}^{d}$, we denote $x_{\downarrow i}$ be the ith largest component of $x$. We say $x$ is majorized by $y$, and write $x \prec y$, if

$$
\sum_{i=1}^{d} x_{i}=\sum_{i=1}^{d} y_{i} \quad \text { and } \quad \text { for all } \quad k=1, \ldots, d-1: \sum_{i=1}^{k} x_{\downarrow i} \leq \sum_{i=1}^{k} y_{i}
$$

The term strict majorization is used when $\sum_{i=1}^{k} x_{\downarrow i}<\sum_{i=1}^{k} y_{i}$.
Corollary 4.1.2. A design $d^{*}$ is $\Phi_{p}$-optimal among a class $\mathcal{D}$ of design for $p \geq-1$ if for all $d \in \mathcal{D}$ it hold that

$$
\lambda\left(C_{d^{*}}\right) \prec \lambda\left(C_{d}\right),
$$

where $\lambda\left(C_{d}\right)$ is the $d$-vector of the decreasing ordered eigenvalues of $C_{d}$.
Lemma 4.1.1. Let $A$ and $B$ be two $(n, n)$ symmetric matrices, then

$$
\lambda(A+B) \prec \lambda(A)+\lambda(B)
$$

Proof. From Ky Fan's maximum principle [68] we know that

$$
\lambda(A)=\sum_{j=1}^{k} \lambda_{j}(A)=\max \sum_{j=1}^{k}\left\langle x_{j}, A x_{j}\right\rangle
$$

So

$$
\begin{aligned}
\lambda(A+B) & =\max \sum_{j=1}^{k}\left\langle x_{j},(A+B) x_{j}\right\rangle \\
& \prec \max \sum_{j=1}^{k}\left\langle x_{j}, A x_{j}\right\rangle+\max \sum_{j=1}^{k}\left\langle x_{j}, B x_{j}\right\rangle \\
& \prec \lambda(A)+\lambda(B) .
\end{aligned}
$$

Proposition 4.1.2. A design $d^{*}$ is universally optimal (with condition $a^{\prime}$ ) among a class
$\mathcal{D}$ of designs if and only if
(a) $\operatorname{Tr} C_{d}=\max _{d \in \mathcal{D}} \operatorname{Tr} C_{d}$,
(b) $\lambda\left(\frac{C_{d^{*}}}{\operatorname{Tr} C_{d^{*}}}\right) \prec \lambda\left(\frac{C_{d}}{\operatorname{Tr} C_{d}}\right)$.

Proof. Let the conditions (a) and (b) holds, then for all $d \in \mathcal{D}$, condition (b) implies that $\lambda\left(C_{d^{*}}\right) \prec \lambda\left(\frac{\operatorname{Tr} C_{d^{*}}}{\operatorname{Tr} C_{d}} C_{d}\right)$ and $\Phi\left(C_{d^{*}}\right) \leq \Phi\left(\frac{\operatorname{Tr} C_{d^{*}}}{\operatorname{Tr} C_{d}} C_{d}\right)$. By the definition 4.1.6 and by condition (a), $\Phi\left(C_{d^{*}}\right) \leq \Phi\left(C_{d}\right)$.

In an opposite way, let say $d^{*}$ be universally optimal (with condition $a^{\prime}$ ). Then the condition (a) is true. If the condition (b) is not true, then we assume, that there exists a design $d_{1}$ such that

$$
\lambda\left(\frac{C_{d^{*}}}{\operatorname{tr} C_{d^{*}}}\right) \nprec \lambda\left(\frac{C_{d_{1}}}{\operatorname{Tr} C_{d_{1}}}\right) .
$$

Now we define the set $\mathcal{A}$ is a cone and using lemma 4.1.1, we can show that $\mathcal{A}$ is convex, which give the identical proof of proposition 4.1.1.

Corollary 4.1.3. A design $d^{*}$ is MS-optimal among a class $\mathcal{D}$ if it minimizes $\Phi_{-1}$ and if $\lambda\left(C_{d^{*}}\right) \prec \lambda\left(C_{d}\right)$ for all the designs minimizing $\Phi_{-1}$.

Definition 4.1.9 (Schur-convex). A real function $\phi$ on $\mathbb{R}^{d}$ is Schur-convex if

$$
x \prec y \Rightarrow \phi(x) \leq \phi(y) .
$$

and Schur-concave if

$$
x \prec y \Rightarrow \phi(x) \geq \phi(y) .
$$

$P_{\sigma}$ denote by the $(k, k)$-matrix that permutes the components of a vector according to the permutation $\sigma$ lying in $S_{t}$, where $S_{t}$ is the symmetric group on $\{1, \ldots, k\}$.

Corollary 4.1.4. A convex symmetric function $\phi$ on $\mathbb{R}^{d}$ is Schur-convex.

For all symmetric real matrices,

$$
\delta(C) \prec \lambda(C),
$$

where $\delta(C)$ is the vector of diagonal terms of $C$. This is sometimes referred as Schur's theorem.

We denote $\lambda(C)$ as the vector of the decreasing ordered eigenvalues of $C$.
Definition 4.1.10 (Schur-convex criterion). A criterion $C \mapsto \phi(C)$ is Schur-convex on the eigenvalues if

$$
\lambda(C) \prec \lambda(D) \Rightarrow \phi(C) \leq \phi(D)
$$

Proposition 4.1.3. Let $\Phi$ be a Schur convex criterion on the eigenvalues. So that $\Phi(C)=$ $\phi(\lambda(C))$. Then $d^{*}$ is $\Phi$-optimal among a class $\mathcal{D}$ of designs if

$$
\Phi\left(C_{d^{*}}\right) \leq \phi\left(\delta\left(C_{d}\right)\right) \quad \text { for all } \quad d \in \mathcal{D}
$$

where $\delta\left(C_{d}\right)$ is the vector of diagonal terms of $C_{d}$ in decreasing order.

Proof. Using Schur's theorem

$$
\delta(C) \prec \lambda(C),
$$

Then

$$
\Phi\left(C_{d^{*}}\right) \leq \phi\left(\delta\left(C_{d}\right)\right) \quad \text { for all } \quad d \in \mathcal{D} .
$$

Hence the proof.

### 4.2 Bayesian optimal design

Experimental design has always taken prior knowledge into account when determining the type of experiment to conduct. The Bayesian technique is distinct in that it considers prior information to act as a probability function, adding some degree of uncertainty into the model. BODs are a subclass of experimental designs whose objective is to produce optimal decisions in the face of uncertainty. The optimization is accomplished by selecting the optimal optimization criteria based on some statistical criteria. When dealing with many experimental sets, rather than utilizing the same model for each set, we can use the results of prior tests to change our model for the subsequent experimental sets. This can be employed in standard experimental design, but optimum designs yield more precise results due to their optimization.

The optimal design can be achieved by optimizing the experiment's predicted utility [69]. If a design plan is chosen from the possible plan set $\mathcal{D}$, then the sample data $x$ is gath-
ered, and a decision rule $\Psi$ is picked from the possible rule set $\mathcal{H}$ using the given $d^{*}$ and observed $x$. This utility function can be denoted as $U\left(\Psi, d^{*}, x, y\right)$; then for any design $d^{*}$, the expected utility can be given as:

$$
U\left(d^{*}\right)=\mathbb{E}\left[U\left(\Psi, d^{*}, x, y\right]=\iint U\left(\Psi, d^{*}, x, y\right) \xi\left(y \mid x, d^{*}\right) \xi\left(x \mid d^{*}\right) d y d x\right.
$$

where $\xi\left(x \mid d^{*}\right)$ is the likelihood function under the given $d^{*}$ and $\xi\left(y \mid x, d^{*}\right)$ is the posterior distribution of $y$ under the given $d^{*}$ and observed $x$.

There are other modes, but we will concentrate on A- and D-optimality in this thesis as the information matrix's trace is minimized when A-optimality (average) is used and the determinant of the information matrix is maximized by D-optimality (determinant).

### 4.2.1 A-optimality

Let $\hat{\eta}_{d}$ is the best linear unbiased estimate of $\eta$ using a design $d$ with variance $\operatorname{Var}\left(\hat{\eta}_{d}\right)=$ $V_{d}$. The posterior covariance matrix can be used to figure out the A-optimal design.

Definition 4.2.1 (A-optimality). A design $d^{*} \in \mathcal{D}$ is said to be $A$-optimal in $\mathcal{D}$ iff

$$
\operatorname{Tr}\left(V_{d^{*}}\right) \leq \operatorname{Tr}\left(V_{d}\right)
$$

for any other design $d \in \mathcal{D}$.

In the $A$-optimality criterion, the trace of $V_{d}$ is minimized, which implies that the average variance of the BLUE of the components of $\eta$ is minimized.

Lemma 4.2.1. If $A$ and $B$ are square matrices of the same size then

$$
\operatorname{Tr}(A B)=\operatorname{Tr}(B A)
$$

Proof. Let $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ be $n \times n$ matrices. Then

$$
\operatorname{Tr}(A B)=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} b_{j i}=\sum_{i=1}^{n} \sum_{j=1}^{n} b_{j i} a_{i j}=\sum_{j=1}^{n} \sum_{i=1}^{n} b_{j i} a_{i j}=\operatorname{Tr}(B A) .
$$

When studying the trace of a matrix product, it is widely established that the matrix product is invariant under cyclic permutations [70]. $\operatorname{Tr}(A B C)=\operatorname{Tr}(C A B)=\operatorname{Tr}(B C A)$ for matrices $A, B$, and $C$, where $C A B$ and $B C A$ are cyclic permutations of $A B C$. As a result, when evaluating their traces, these three permutations are equal.

Theorem 4.2.1. Let $A_{1}, \ldots, A_{n}$ be $n \times n$ matrices. Then

$$
\operatorname{Tr}\left(A_{1} \ldots A_{n-1} A_{n}\right)=\operatorname{Tr}\left(A_{n} A_{1} \ldots A_{n-1}\right)
$$

Proof. Using the lemma 4.2.1, for matrices $A_{1}$ and $A_{2}, \operatorname{Tr}\left(A_{1} A_{2}\right)=\operatorname{Tr}\left(A_{2} A_{1}\right)$. Let $B=A_{1} A_{2} \ldots A_{n-1}$, then we get

$$
\operatorname{Tr}\left(B A_{n}\right)=\operatorname{Tr}\left(A_{n} B\right)
$$

or

$$
\operatorname{Tr}\left(A_{1} A_{2} \ldots A_{n}\right)=\operatorname{Tr}\left(A_{n} A_{1} \ldots A_{n-1}\right) .
$$

This is not true in the case of more generic permutations. In general, $\operatorname{Tr}(A B C) \neq$ $\operatorname{Tr}(C B A)$.

Theorem 4.2.2. Let $U\left(\Psi, d^{*}, x, y\right)=-\left\|A\left(x-x_{C M}(y)\right)\right\|_{2}^{2}$. It follows that $\Phi_{A}\left(d^{*}\right)=$ $\operatorname{Tr}\left(A \Gamma_{\text {post }}\left(d^{*}\right) A^{\top}\right)$.

Proof. $A$-optimality corresponds to defining the utility function $U$ as

$$
U\left(\Psi, d^{*}, x, y\right)=-\left\|A\left(x-x_{C M}(y)\right)\right\|_{2}^{2},
$$

where $x_{C M}(y)$ is the posterior mean and $A$ is a weight matrix. Now we get the minimiza-
tion target $\Phi_{A}\left(d^{*}\right)$ as [71]

$$
\begin{aligned}
\Phi_{A}\left(d^{*}\right) & =-\iint U\left(\Psi, d^{*}, x, y\right) \xi\left(y \mid x, d^{*}\right) \xi\left(x \mid d^{*}\right) d y d x \\
& =\iint\left(x-x_{C M}(y)\right)^{\top} A^{\top} A\left(x-x_{C M}(y)\right) \xi\left(y \mid x, d^{*}\right) \xi\left(x \mid d^{*}\right) d y d x \\
& =\operatorname{Tr}\left[\iint\left(x-x_{C M}(y)\right)^{\top} A^{\top} A\left(x-x_{C M}(y)\right) \xi\left(y \mid x, d^{*}\right) \xi\left(x \mid d^{*}\right) d y d x\right] \\
& =\iint \operatorname{Tr}\left[A\left(x-x_{C M}(y)\right)\left(x-x_{C M}(y)\right)^{\top} A^{\top}\right] \xi\left(y \mid x, d^{*}\right) \xi\left(x \mid d^{*}\right) d y d x \\
& =\operatorname{Tr}\left[A \iint\left(x-x_{C M}(y)\right)\left(x-x_{C M}(y)\right)^{\top} \xi\left(y \mid x, d^{*}\right) d y \xi\left(x \mid d^{*}\right) d x A^{\top}\right]
\end{aligned}
$$

[where we applied theorem (4.2.1)]

$$
\begin{aligned}
& =\operatorname{Tr}\left[A \int \mathbb{E}_{Y \mid x, d^{*}}\left[\left(x-x_{C M}(y)\right)\left(x-x_{C M}(y)\right)^{\top}\right] \xi\left(x \mid d^{*}\right) d x A^{\top}\right] \\
& =\operatorname{Tr}\left[A \int \Gamma_{\text {post }}\left(d^{*}\right) \xi\left(x \mid d^{*}\right) d x A^{\top}\right] \\
& =\operatorname{Tr}\left[A \Gamma_{\text {post }}\left(d^{*}\right) A^{\top}\right]
\end{aligned}
$$

since for Gaussian prior, the posterior covariance matrix $\Gamma_{\text {post }}\left(d^{*}\right)$ is independent of the measurement $x$.

### 4.2.2 D-optimality

The logarithmic determinant of the posterior covariance matrix can be used to calculate the D-optimal design.

Definition 4.2.2 (D-optimality). A design $d^{*} \in \mathcal{D}$ is said to be $D$-optimal in $\mathcal{D}$ iff

$$
\operatorname{det}\left(V_{d^{*}}\right) \leq \operatorname{det}\left(V_{d}\right)
$$

for any other design $d \in \mathcal{D}$.
$D$-optimal design corresponds to defining the utility function $U$ as

$$
U\left(x, d^{*}\right)=K L\left[Y\left|x, d^{*} \| Y\right| d^{*}\right]
$$

which is independent of the unknown $x$. Here, $K L\left[Y\left|x, d^{*}\right||Y| d^{*}\right]$ is the Kullback-

Leibler (KL) divergence [72] can be defined as

$$
\begin{aligned}
K L\left[Y\left|x, d^{*}\right||Y| d^{*}\right] & =\int \xi\left(y \mid x, d^{*}\right) \log \left(\frac{\xi\left(y \mid x, d^{*}\right)}{\xi_{\text {prior }}(y)}\right) d y \\
& =\int \xi\left(y \mid x, d^{*}\right) \log \left(\xi\left(y \mid x, d^{*}\right) d y-\int \xi\left(y \mid x, d^{*}\right) \log \xi_{\text {prior }}(y) d y\right. \\
& =\int \xi\left(y \mid x, d^{*}\right) \log \left(\xi\left(y \mid x, d^{*}\right) d y+H\left(Y \mid x, d^{*}\right)\right.
\end{aligned}
$$

where $H\left(Y \mid x, d^{*}\right)$ is the differential entropy of the distribution $\xi\left(y \mid x, d^{*}\right)$. Since the utility function $U\left(x, d^{*}\right)$ is independent of $y$, then the $D$-optimality can be expressed as [73]

$$
\begin{aligned}
\Phi_{D}\left(d^{*}\right) & =-\int U\left(x, d^{*}\right) \xi\left(x \mid d^{*}\right) d x \\
& =\int H\left(Y \mid x, d^{*}\right) \xi\left(x \mid d^{*}\right) d x+\iint \xi\left(x, y \mid d^{*}\right) \log \xi_{\text {prior }}(y) d y d x .
\end{aligned}
$$

Here

$$
\begin{aligned}
\iint \xi\left(x, y \mid d^{*}\right) \log \xi_{\text {prior }}(y) d y d x & =\iint \xi\left(x \mid y, d^{*}\right) d x \xi_{\text {prior }}(y) \log \xi_{\text {prior }}(y) d y \\
& =\int \xi_{\text {prior }}(y) \log \xi_{\text {prior }}(y) d y \\
& =-H(Y)
\end{aligned}
$$

Theorem 4.2.3. Let $U\left(x, d^{*}\right)=\log \left(\frac{\xi_{\text {post }}\left(| | x, d^{*}\right)}{\xi_{\text {prior }}(y)}\right)$. It follows, that

$$
\Phi_{D}\left(d^{*}\right)=\frac{1}{2} \log \left\{\operatorname{det} \Gamma_{\text {post }}\left(d^{*}\right)\right\}+\text { constant } .
$$

Proof. For a Gaussian random variable $Y, H(Y)$ has a closed form [74] given as

$$
H(Y)=\frac{n}{2}+\frac{n}{2} \log (2 \pi)+\frac{1}{2} \log \left(\operatorname{det} \Gamma_{\text {post }}\left(d^{*}\right)\right) .
$$

Then the $D$-optimality finally becomes

$$
\begin{aligned}
\Phi_{D}\left(d^{*}\right) & =H\left(Y \mid x, d^{*}\right)-H(Y) \\
& =\frac{1}{2} \log \left(\frac{\operatorname{det} \Gamma_{\text {post }}\left(d^{*}\right)}{\operatorname{det} \Gamma_{\text {prior }}}\right) \\
& =\frac{1}{2} \log \left(\operatorname{det} \Gamma_{\text {post }}\left(d^{*}\right)-\operatorname{det} \Gamma_{\text {prior }}\right) \\
& =\frac{1}{2} \log \left(\operatorname{det} \Gamma_{\text {post }}\left(d^{*}\right)+\right.\text { constant }
\end{aligned}
$$

Here $\operatorname{det} \Gamma_{\text {prior }}$ is constant with respect to $d^{*}$, which is neglectable.

## 5 CONCLUSION

Due to the properties of Gaussian distribution, it is easy to use for likelihood function in our posterior calculation although depending on data the distribution need to be fixed. In this thesis, Bayesian approach has been introduced from a modeling perspective to optimize an optimal experimental design. We have highlighted the relevant theory and criteria for obtaining A- and D-optimal designs. A-optimality minimizes the cost while D-optimality maximizes the cost and for that we have used both optimality for our optimal experimental design. Despite the fact that the underlying principles of Bayesian approach are quite old, the field is experiencing a renaissance, aided by new problems, models, theory, and software implementations.
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