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The development of high and ultra-high strength steels (HSSs/UHSSs) emerged as an 

engineering approach to enable lightweight structural applications and an environmental 

solution to reduce the steel production-related carbon footprint. There is increasing use 

of HSSs/UHSSs in a diverse range of industrial applications due to their excellent 

strength-to-weight ratio, weldability, and toughness. Fusion welding techniques and in-

between, arc welding processes are indispensable as efficient methods to make permanent 

joints between components and structural members made from HSSs/UHSSs. Ensuring 

the safe application of assemblies made from these materials and exploiting their 

maximum load-bearing capacities require extensive research on the behaviour of such 

materials due to welding heat and elevated temperatures that cause welding residual 

stresses, different welding deformations, and strength degradation.  

 

Consequently, the development of welding residual stresses and distortions in different 

HSSs/UHSSs was investigated by means of finite element (FE) simulation of welding. 

Sequentially coupled thermomechanical formulation was adopted in all the cases 

considered, and mathematical modelling of the heat source was based on a double 

ellipsoidal heat source model. In this regard, welding distortions due to bead-on-plate 

welding of a specimen made of S960MC were simulated incorporating solid-state phase 

transformation models. Comparison of the simulated results and experimental 

measurements showed that a more accurate prediction of angular and out-of-plane 

bending distortions is possible when the effect of phase transformation is considered. 

 

Development of welding residual stresses and distortions in T-joints made of S700MC 

under different external restraints and welding sequences for continuous and short non-

continuous fillet welds were numerically and experimentally investigated in separate 

studies. Thermo-elastic–plastic FE models were developed considering material and 

geometrical nonlinearities. The results showed that for both continuous and short fillet 

welds, the effects of mechanical boundary conditions on sequential and cumulative 

welding distortions and welding residual stresses are more significant than the welding 

sequence. While angular distortion and transverse residual stresses were highly affected 

by the configuration of external constraints, longitudinal residual stresses were found to 

be less affected. Comparing the results of the two studies showed that localized transverse 

stress fields with higher peak magnitudes resulted from short fillet welds.  



 

The strength degradation of two grades of UHSSs, namely, S960MC and S1100, due to 

elevated temperatures in as-received and as-welded conditions was investigated 

experimentally. Standard specimens were manufactured, and steady-state hot tensile tests 

from room temperature to 900 °C were carried out. The reduction factors of the 

constitutive mechanical properties of the two steels were determined and compared with 

several leading standard predictive models and datasets from the literature. Finally, 

predictive equations were proposed to estimate those reduction factors for the tested 

UHSSs at elevated temperatures.  

 

Keywords: finite element simulation, welding simulation, welding distortion, residual 

stress, high strength steel, ultra-high strength steel, elevated temperature, gas metal arc 

welding 
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h temperature-dependent heat transfer coefficient (W/m2°C) 

hconv convective heat transfer coefficient (W/m2°C) 

I welding electric current A 
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km transformation characterizing parameter – 
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Ms martensite start temperature °C 
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q.
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 heat flux distribution in the rear half of the heat source W/m3 

t time s 
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αa linear thermal expansion coefficient of austenite 1/°C 

αb linear thermal expansion coefficient of bainite 1/°C 

αi linear thermal expansion coefficient of phase i 1/°C 
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ε* emissivity – 
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ε.ΔV volumetric change strain rate – 
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i full volumetric change strain of phase i – 
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ρ density (kg/m3) 

σ Cauchy stress tensor MPa 
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1 Introduction 

1.1 Background and motivation 

In the world of manufacturing and construction, steel has become one of the main 

construction materials worldwide. Due to high demand and its importance in industrial 

economic infrastructure, steel consumption per capita of population is often called a 

progress and industrialization index (Kumar and Kumar, 2015). Steel production is a 

highly energy-intensive process, and the iron and steel industry is thus spoken of as the 

most energy-consuming industrial sector. In addition to the energy demands attributed to 

steel production, the process has significant environmental impacts through generating 

considerable amounts of perilous waste and emitting toxic pollutants into the air. Indeed, 

the iron and steel industry is the main contributor to CO2 emissions, being responsible for 

almost 7% of the globally produced CO2 (Conejo et al., 2020; Kumar and Kumar, 2015; 

Rosenfeld and Feng, 2011). It is therefore of particular importance to maintain a balance 

between the increasing global demand for steel, on the one hand, and the list of hazards 

and environmental consequences attached to steel production on the other. One practical 

and energy-efficient solution to improve sustainability is an engineering approach to 

increase the strength grade of steels. This insight has triggered the advent and 

development of light weight and high-performance steels, that is, high- and ultra-high 

strength steels (HSSs/UHSSs). Increasing the strength of the steel proportionally reduces 

the weight, which accordingly helps to reduce the energy required for exploitation, 

processing, transportation, etc. and subsequently the associated carbon footprint. High 

load-bearing capacity and good weldability, toughness, and strength-to-weight ratio are 

among the remarkable features of these materials that have made them highly applicable 

in a broad spectrum of industrial applications  (Guo et al., 2017). The production of fossil-

free steels as a further step towards sustainability will highlight their use as green 

construction materials in the near future.  

Fusion welding techniques have been extensively used to make permanent joints between 

mechanical components due to their advantages over mechanical joining methods. 

Different features, such as high flexibility in design, cost-effectiveness, reliability, and 

productivity, have made this technology indispensable method in the manufacturing and 

construction of a wide variety of assemblies and structures made from HSSs/UHSSs 

(Liang and Deng, 2018; Sun et al., 2014). In general, this technology, is operated upon 

transferring a huge amount of heat input into the joint. This nonlinear temperature field, 

comprising a high heating rate followed by an uneven cooling in the weld region, can 

cause serious problems in welded joints made up of HSSs/UHSSs. Heat-affected zone 

(HAZ) softening is frequently reported for a series of UHSSs in the literature (Amraei et 

al., 2019; Skriko et al., 2017). The effects of the elevated temperatures on the strength 

reduction and impairment of the constitutive mechanical behaviour of the welded joints 

made from HSSs/UHSSs have been investigated (Neuenschwander et al., 2017; Qiang et 

al., 2016; Shakil et al., 2020). In addition, a transient thermal field in the weld area causes 

thermal strains that give rise to welding residual stresses and distortions.  
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Stresses developed upon the application of arc welding processes are among the main 

concerns in welded structures loaded dynamically or supposed to operate in adverse 

conditions (Heinze et al., 2012a; Ueda et al., 2012). Localized heating due to a moving 

heat source during welding causes a sharp temperature gradient in the weld area followed 

by a non-uniform thermal expansion. This thermal expansion is opposed by the 

surrounding colder zone and causes the rise of thermal stresses. The thermal contraction 

that occurs upon cooling varies across zones due to differences in their cooling rates. As 

a result of this inhomogeneous expansion and contraction, welding residual stresses 

develop. The formation of the welding residual stresses is governed by temperature-

dependent material properties.  

Depending on their signs, magnitudes, and distributions, residual stresses can be 

detrimental or beneficial (Barsoum and Lundbäck, 2009). The acceleration of a diverse 

range of degradation phenomena is directly attributed to the tensile residual stresses in 

the fusion zone (FZ) and HAZ of the welded joints. Tensile residual stresses negatively 

affect the structural integrity, service performance and fatigue life of welded connections 

(Cui et al., 2019; Jiang et al., 2021), and their adverse influence may be extended to 

deterioration of buckling strength (Deng, 2009), increased incidence of stress corrosion 

cracking (Yan and Yang, 2019), and promotion of brittle fracture (Moshayedi and Sattari-

Far, 2015).  

Evaluation of detrimental residual stresses is thus inevitable to alleviate or negate their 

impacts, increase design reliability, and ensure the safe application of welded structures. 

Residual stresses can be assessed through experimental measurements post welding. 

However, experimental methods might have their own limitations and challenges. Hole 

drilling, for example, is a destructive method and is thus impracticable for real 

components and assemblies. Non-destructive methods, while applicable to real structures, 

have their own restrictions. X-ray diffraction (XRD) is only applicable to capture surface 

residual stresses, and, as it pertains to fillet welded joints, contingent upon the height of 

the vertical attachment (stiffener); moreover, it can have limitations in terms of reaching 

the regions near the weld toe, and the neutron diffraction method may be costly.  

As mentioned earlier, non-uniform heating and the uneven ensuing cooling during 

welding cause welding stress. If the generated stress exceeds the material’s yield strength, 

the material may deform plastically. This localized plastic deformation may lead to 

permanent change in the dimensions or shape of the welded members and is generally 

called welding deformation. Whereas welding residual stress might be noticeable in a 

region close to the weldment, welding distortion can often extend to the entire welded 

structure (Chao, 2005). Welding distortion is a serious challenge, as it adversely affects 

the dimensional accuracy and quality of welded joints. This might lead to performance 

degradation of the joint and loss in structural integrity, and, in extreme cases, to the 

inapplicability or failure of the joint. Additionally, welding distortion can impair 

productivity by imposing delays in the assembly process due to additional corrections, 

which itself imposes further financial costs (Lee et al., 2018; Liang et al., 2020). 
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In view of the deleterious consequences of welding-induced stresses and deformations in 

HSSs/UHSSs, accurate prediction and assessment of such stresses and distortions is 

imperative to have a safe and robust design that uses the maximum potential of such 

materials. In this regard, the finite element (FE) method has shown its power to give 

solutions to a wide variety of scientific and engineering problems. In the field of heat 

transfer and simulation of welding processes, introducing computational methods mainly 

based on the FE method has led to the development of computational welding mechanics 

(CWM). The aim of CWM is to predict and analyse the temperature field, welding 

residual stresses and distortions and microstructural evolution (Goldak and Akhlaghi, 

2005; Lindgren, 2007). 

The superiority of numerical simulations over experimental methods lies in the ability of 

computational methods to predict the evolution of welding imperfections prior to the 

application of the welding process. Although complete prevention of the development of 

residual stresses and distortions might not be possible, accurate prediction makes it 

feasible to take countermeasures to largely control or alleviate such unfavourable effects. 

For HSSs and UHSSs, whose high load-bearing capacity may negatively be impacted by 

welding heat, accurate prediction of the development of residual stresses and distortions 

is of paramount importance.  

Fillet weld is one of the most commonly applied weld types. Due to the low costs and 

simplicity of the joint, fillet welds have been extensively used to fabricate a wide range 

of steel structures (Hicks, 1999). Plate girders are widely used in steel bridges and 

offshore structures, and stiffened panels, frequently used in the shipbuilding industries, 

are among the structures in which fillet welds are most notably used. Angular distortion 

and longitudinal and transverse shrinkages are among the welding distortions from which 

fillet welded joints may suffer (Deng et al., 2007a). In fillet welded joints, depending on 

the applied load and design code guidelines, short fillet welds, also known as intermittent 

or non-continuous fillet welds, are applied as alternatives to continuous fillet welds to 

reduce costs, save weight, and reduce distortion in the long run (Carvill, 1993; Khedmati 

et al., 2007). Tack welding is another type of non-continuous short fillet welding used to 

attach structural members temporarily before the final weld is applied. It is important to 

investigate the formation of residual stress fields and welding distortions of the short fillet 

welds that are subject to different welding sequences and external restraints. From a 

manufacturing standpoint, deformations, even small in magnitude, might be important, 

for example, in robotized welding where precision is concerned. Although numerous 

welding simulation studies have been carried out, FE simulation of welding residual 

stresses and distortions in HSSs/UHSSs has not been extensively investigated. In this 

regard, there is still a lack of knowledge about the effect of different welding fixtures and 

welding sequences on the residual stress fields and welding distortions of the welded 

joints made from these materials.  

As mentioned above, HAZ softening and strength degeneration in HSSs/UHSSs are 

important issues resulting from the application of fusion welding methods. Fire is 

undoubtedly among the most frequent and calamitous incidents threatening structures and 
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buildings. High conductivity and elevated-temperature degradation of mechanical 

properties make steel structures highly vulnerable to fire. Structural failure and collapse, 

financial loss, human fatalities, and air pollution are among the ramifications of such 

undesirable occurrences (Garlock et al., 2012; Li and Song, 2020; Li et al., 2021). 

Obtaining a profound understanding of the constitutive mechanical response of steels 

from which structures are made is a major requirement in having fire resistance designs.  

Existing models in the leading design standards to predict the constitutive mechanical 

properties of steels, namely, elastic modulus, 0.2% proof, and ultimate tensile strengths 

at elevated temperatures, are mainly developed for mild steels. Therefore, their 

application to predict the elevated-temperature mechanical properties reduction factors of 

UHSSs is questionable. Increased application of UHSSs in the construction of structures 

due to their excellent strength-to-weight ratio, on the one hand, and the potential of fire 

to degrade such characteristics, on the other, alongside the lack of recommendations from 

design standards makes it a meaningful task to conduct research in this context.  

1.2 Objectives of the research 

Exploitation of the maximum load-bearing capacity of the welded members made from 

HSSs and UHSSs and ensuring the safety of their applications necessitate research on the 

effects of the detrimental phenomena attributed to the welding heat and elevated 

temperatures. In this regard, the primary aims of this research are as follows. 

First, this research aims to predict the welding residual stresses and distortions in HSSs  

and UHSSs through developing thermomechanical FE models. To meet this aim, several 

case studies were developed including different materials, joints, external restraints and 

welding pass arrangements. All the developed FE simulations were verified by 

experimental measurements. Publication I investigates the FE simulation of welding-

induced angular and out-of-plane bending distortions of a bead-on-plate welded specimen 

made of S960MC in free deformation condition with and without incorporation of solid-

state phase transformation. Publications II and III, by means of the FE method, study 

the effect of external constraint and welding sequence on the development of residual 

stress fields and distortions in T-fillet joints made from S700MC welded in continuous 

and non-continuous manners, respectively.  

Second, this research aims to study the constitutive mechanical behaviour of butt-welded 

UHSSs at elevated temperatures. In this respect, Publication IV investigates the 

elevated-temperature strength degeneration of two types of UHSSs, S960MC and S1100, 

in as-built and as-welded conditions. The applicability of design models from the leading 

standards such as Eurocode 3 (EC3), AS4100, and AISC, to estimate the elevated-

temperature mechanical properties reduction factors of the investigated steels are thus 

discussed. Further, predictive equations to safely predict the reduction factors related to 

constitutive mechanical properties are established. 
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1.3 Scope and limitations 

As it pertains to welding of HSSs/UHSSs, gas metal arc welding (GMAW) is a widely 

used process to make permanent joints and, is therefore the only welding process applied 

in the experiments conducted for this research. The main part of this research focuses on 

developing FE-based computational models to predict the welding-induced residual 

stresses and deformations in bead-on-plate welded specimens made from S960MC 

(Publication I) and T-fillet welded specimens made from S700MC (Publications II and 

III). In terms of the required properties for conducting the simulations, due to the 

laborious nature of the tests, the temperature-dependent mechanical properties to perform 

simulation were obtained experimentally in Publication I only. In Publications II and 

III, the temperature-dependent mechanical properties of the investigated material were 

obtained from the literature. For the same reason, the parameters required to include phase 

transformation in the computational model, were experimentally obtained for S960MC 

only, and that study was excluded from Publications II and III. 

The XRD method was used to measure residual stresses in Publications II and III; thus, 

surface stresses were measured. In terms of external restraints and welding sequences in 

Publications II and III, due to time limitations, only two different welding fixtures and 

two welding pass orders were selected among possible arrangements for each study. 

In Publication IV, steady-state elevated temperature tensile tests in the temperature range 

room temperature (RT)–900 °C were carried out to study the mechanical properties of 

two types of UHSSs in as-built and as-welded conditions. In this regard, quasi-static tests 

with a constant strain rate of 0.0001 s-1 were conducted, and the effect of different strain 

rates on elevated-temperature tensile properties of the materials was not investigated.  

1.4 Scientific contribution 

The entire research investigates the effect of elevated temperatures on welding stresses, 

distortions, and strength degradation of novel HSSs/UHSSs with nominal yield strength 

levels of 700, 960, and 1100 MPa, to which far less research has been devoted than to 

investigating mild steels. 

As it pertains to FE simulation of welding processes, there is plentiful research on 

structural steels. However, welding simulation and numerical evaluation of residual 

stresses and strains in HSSs/UHSSs have not extensively been covered in the literature. 

In this context, there is a lack of knowledge about different grades of these materials 

designed with different joint types subject to different welding procedures and external 

constraints.  

The publications in this thesis overall contribute to extending knowledge of such 

materials and fill some of the gaps in the literature. 
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Phase transformation incorporated welding simulation of a bead-on-plate welded joint 

made from an UHSS with nominal yield strength of 960 MPa (i.e., S960MC) to evaluate 

the developed welding distortions is included in Publication I. With a focus on welding 

distortion, this study attempts to investigate the effect of solid-state phase transformation 

(SSPT) on this welding imperfection as a scientific contribution. 

Regarding the importance of fillet welds in steel structures, Publication II investigates 

the evolution of residual stress field and angular distortion in fillet welded joints made 

from S700MC by means of the FE method. Although few researchers have attempted 

welding simulation studies on S700, the present study investigates welding-induced 

residual stresses and distortions under different boundary conditions and welding pass 

arrangements. The results of this study, through comparisons, highlight the effects of the 

applied welding fixtures and sequences on residual stresses and strains in T-fillet welded 

joints made up of HSSs. Publication III extends the findings of Publication II for short 

fillet welds on T-joints made from S700MC with similar welding pass orders and external 

restraints on which research has rarely been conducted. The result of this investigation 

highlights the developed mechanical field due to short fillet welds. Through comparisons 

with the findings in Publication II, Publication III scientifically contributes to drawing 

attention to the differences in the developed mechanical field when the length of a fillet 

weld is shortened and welds are applied in a non-continuous manner. From an engineering 

point of view, the results of the two studies are important as they highlight the importance 

of welding fixture stiffness on the mechanical field and the need to take countermeasures 

to reduce the induced distortions. This matter is particularly notable in automated 

welding, where accuracy is a concern, and even small deformations need to be controlled 

in order to achieve the desired accuracy. 

The matter of structural collapse due to the strength degeneration of structural steels under 

fire conditions has become increasingly important. As data are lacking regarding the 

elevated-temperature mechanical properties of UHSSs in the leading design standards, 

research in this field is necessary to improve the current design code models and make 

them applicable for UHSSs. Little research has been conducted on the mechanical 

properties of UHSSs at elevated temperatures, and further research on different types of 

steels categorised as UHSSs is required to improve knowledge in this field. Publication 

IV, as an experimental investigation, focuses on the strength degradation of two types of 

UHSSs, namely, quenched and tempered (S1100) and direct quenched (S960MC) at 

elevated temperatures (fire conditions), which is not covered in the literature. This 

research contributes to providing further data for comparisons and filling the knowledge 

gap in this field for the mentioned materials. In addition, as-welded specimens were tested 

to enhance understanding of the performance of welded joints made from the tested steels 

under fire conditions. The temperature-dependent mechanical properties obtained 

experimentally in this study can also be used as an input for the welding simulation of the 

tested steels by researchers interested in that field.  
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1.5 Structure of the dissertation 

This dissertation comprises five chapters. In Chapter 1, the background, aims, scope, 

limitations, and scientific contribution are introduced. Chapter 2 provides information 

regarding the investigated materials, specimens, experimental procedures, and 

measurement plans. The sequentially coupled thermomechanical FE simulation method 

(implemented in Publications I–III) is described in Chapter 3 and the results are reflected 

in Chapter 4. It should be noted that the results are accompanied by the relevant 

discussions. Finally, a summary of the thesis, the main conclusions and future research 

proposals are presented in Chapter 5.
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2 Materials and experimental setup 

This research is based on several case studies of welded specimens made up of different 

HSSs/UHSSs. In addition to several materials, different geometries, joint designs, 

welding procedures, and various experimental measurements were incorporated. This 

chapter reviews the materials and experimental procedures for testing and measurements 

used in each publication. 

2.1 Materials 

The base materials used in this research were S700MC (Publications II and III), 

S960MC (Publications I and IV), and S1100 (Publication IV). S700MC and S960MC 

are manufactured by a modern thermo-mechanical hot rolling process integrated with 

direct quenching (DQ). In the DQ process, water quenching occurs immediately after hot 

rolling (Siltanen et al., 2015; Suikkanen and Kömi, 2014). S1100, however, is 

manufactured by a quenching and tempering process. The filler materials used in the 

welding procedures were Esab OK AristoRod 13.29 to weld S700MC and Böhler Union 

X96 to weld S960MC and S1100. Both welding wires were solid wires with a 1 mm 

diameter, and their strength level practically matched that of their base materials. The 

chemical compositions of the base and corresponding filler materials used in this research, 

based on the manufacturer’s certificates, are listed in Table 2.1, Table 2.2, and Table 2.3. 

Table 2.1: Nominal chemical compositions (in wt%) of S960MC and Union Böhler X96 in 

Publication I. 

Material C Si Mn P S Al Ti Cu Cr Ni Mo 

S960MC 0.097 0.2 1.09 0.008 0.001 0.034 0.02 0.033 1.13 0.38 0.191 

Union X96 0.12 0.8 1.90 - - - - - 0.45 2.35 0.55 

 

Table 2.2: Nominal chemical compositions (in wt%) of S700MC and Esab OK AristoRod 13.29 

in Publications II and III. 

Material C Si Mn P S Al Ti Cr Ni Mo V 

S700MC 0.12 0.25 2.1 0.02 0.01 0.015 0.15 - - - 0.2 

Esab 13.29 0.089 0.53 1.54 - - - - 0.26 1.23 0.24 - 

 

Table 2.3: Nominal chemical compositions (in wt%) of S960MC and S1100 in Publication IV. 

Material C Si Mn P S V Cu Cr Ni Mo CEV 

S960MC 0.088 0.20 1.11 0.008 - 0.01 0.009 1.09 0.06 0.125 0.52 

S1100 0.129 0.18 1.48 0.006 0.002 - 0.439 1.29 0.99 0.371 0.83 

 

The slight difference in the chemical compositions of S960MC in Publications I and IV 

was due to different material batches being used. 
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2.2 Test specimens 

The specimen in Publication I was a rectangular plate from S960MC that was laser cut 

to reach the dimensions of 300×300×8 mm, as shown schematically in Figure 2.1 

Specimens in Publications II and III were T-joint specimens fabricated from laser-cut 

hot rolled strips of S700MC. The dimensions of the base plates and stiffeners from a 6- 

mm thick material were 460×130 mm and 130×25 mm, respectively. The schematic of 

the T-joint specimens in Publication II and Publication III is shown in Figure 2.2. 

 

Figure 2.1: Schematic of the test specimen used in Publication I. 

 

 

Figure 2.2: Schematic of the test specimen used in Publication II and Publication II. 

 

The elevated-temperature tensile samples in Publication IV were fabricated in as-

received and as-welded forms for each material (i.e., S960MC and S1100). As-received 

specimens were laser cut from 8-mm thick plates. Then, they were machined to form 
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cylindrical specimens in accordance with the specifications of ASTM E8M (ASTM, 

2022), as shown in Figure 2.3. In order to fabricate as-welded specimens, two laser-cut 

plates were machined to form a double-V groove. After welding, specimens were laser 

cut from the welded block perpendicular to the welding direction and machined to 

produce cylindrical specimens identical to as-received specimens, according to the 

requirements of ASTM E8M. 

 

Figure 2.3: Schematic presentation of the cylindrical specimen used in Publication IV 

(Dimensions are in mm). 

2.3 Welding procedures and experimental setups 

The welding process for the entire research was GMAW applied with a robot arm. For 

welding processes in Publications I–III, where simulation was involved, an identical 

convention was considered. The welding direction was assumed to be along the +y-axis, 

while the +z-axis was normal to the top surface of the specimens. Welding in all the cases 

was carried out in an ambient temperature of 20 °C without the application of preheat, 

based on the recommendations of the manufacturer. For each case, welding parameters 

were set to reach the designed weld in terms of quality and size considering heat input 

limitations. That is, where HAZ softening is involved, the heat input should be kept 

optimized; hence, welding parameters were set to meet the heat input requirements (Björk 

et al., 2012). Welding process parameters for the welding processes used in this research 

are summarized in Table 2.4. 

Table 2.4: Welding process parameters used in this research in the different publications 

(shielding gas for all the cases was Ar + 8% CO2). 

Publication Voltage 

(V) 

Current 

(A) 

Travel 

speed 

(mm/s) 

Wire 

diameter 

(mm) 

Wire 

feed rate 

(m/min) 

Tip 

distance 

(mm) 

Heat 

input 

(J/mm) 

I 28 200 7 1.0 10 18 640 

II 25 260 7 1.0 12.5 16 790 

III 25 260 7 1.0 12.5 16 790 

IV 25.1 216 6.2 1.0 10 18 700 
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In Publication I, the welding procedure consisted of the deposition of the filler material 

to produce a single-pass bead-on-plate weld. The specimen was positioned on the 

working table without the use of any external restraints (clamps) so that the specimen can 

deform freely, as schematically shown in Figure 2.4.  

In Publication II, the fillet welding procedure included producing the designed leg size 

of 6 mm along the entire joint on both sides of the stiffeners (vertical attachments) to 

make double-sided fillet welds (one pass per side). In order to investigate the effect of the 

welding pass arrangement, in one case, the filler material was deposed on both sides in 

the same welding direction, denoted by S1. In another scenario, the two welding passes 

were applied in the opposite directions, named S2, as shown in Figure 2.5. The effect of 

external restraints was studied by applying two different mechanical boundary conditions. 

In one setup, a clamping configuration was applied to rigidly clamp the specimens at one 

end, while the other configuration rigidly clamped the specimens at both ends to satisfy 

the designed mechanical boundary conditions. In total, four specimens were used in the 

experiments in Publication II.  

The fillet welding procedure in Publication III included the deposition of the filler 

material to produce short fillet welds. Two welds per side, each with an approximate 

length of 20 mm, were deposited. The mechanical boundary conditions in Publication 

III were identical to those in Publication II. The effect of the welding pass arrangement 

on the development of residual stresses and strains was investigated by considering two 

different arrangements for short fillet welds, as shown in Figure 2.6. It should be noted 

that the specimens in Publications II and III remained in their defined mechanical 

boundary conditions throughout the welding process, and the clamps were removed only 

when the welding process ended and specimens reached the ambient temperature.  

In order to facilitate the discussion of and drawing of conclusions for the different cases 

in Publications II and III, a label was assigned to each specimen, as summarized in Table 

2.5.  

Table 2.5: The labels assigned to the specimens in Publications II and III. 

Publication Label Condition 

II II-FS1 One free end, arrangement S1 (Figure 2.5) 

II II-FS2 One free end, arrangement S2 (Figure 2.5) 

II II-CS1 Two clamped ends, arrangement S1 (Figure 2.5) 

II II-CS2 Two clamped ends, arrangement S2 (Figure 2.5) 

III III-FS1 One free end, arrangement S1 (Figure 2.6) 

III III-FS2 One free end, arrangement S2 (Figure 2.6) 

III III-CS1 Two clamped ends, arrangement S1 (Figure 2.6) 

III III-CS2 Two clamped ends, arrangement S2 (Figure 2.6) 

 



2.3 Welding procedures and experimental setups 27 

The experimental setup in Publication IV consisted of performing elevated-temperature 

tensile tests using a Zwick/Roell Z100 testing machine with a maximum load capacity of 

100 kN. The tensile test machine was equipped with two separate chambers: one high-

temperature furnace for tests above 300 °C and one environmental chamber for 

temperatures below 300 °C. Continuous temperature monitoring was carried out using 

three N-type thermocouples in the high-temperature furnace and one K-type 

thermocouple in the environmental chamber. Strain measurement in the high-temperature 

furnace was facilitated using a high-temperature MayTec extensometer with ceramic 

sensor arms, while a Zwick’s ‘makroXtens’ extensometer with extended arms was used 

in the environmental chamber. Ten target temperatures between RT and 900 °C were 

determined. The tensile testing procedure consisted of heating the specimen with a 

heating rate of 20 °C/min to the target temperature and holding the specimen at that 

temperature for almost 5 min before loading. Keeping the specimen at target temperature 

prior to loading ensures uniform temperature distribution. A constant strain rate of 0.0001 

s-1 was applied for all the specimens up to rupture in strain-controlled tensile tests. Similar 

procedures can be found in the literature (Li and Song, 2020; Qiang et al., 2016). 
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2.4 Temperature measurement 

In general, to verify the results of the thermal analysis in terms of temperature histories, 

the welding thermal cycles during welding are monitored by thermocouples. In each 

welding experiment in Publications I–III, several K-type thermocouples were attached 

to the top and bottom surfaces of the welded specimens. The location of the 

thermocouples in all the experiments was selected to include both high-temperature HAZ 

and regions with lower temperatures. The positions in which thermocouples were 

mounted in each specimen are schematically shown in Figure 2.4, Figure 2.5, and Figure 

2.6. 

 

Figure 2.4: The location of thermocouples attached to the top and bottom sides of the bead-on-

plate welded specimen in Publication I. The welding direction was in +y direction and all the 

dimensions are nominal ones in mm. B1 and B2 are thermocouples on the bottom side, and T1–

T4 are thermocouples on the top side. 
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Figure 2.5: The location of the thermocouples attached to the top and bottom sides of the fillet 

welded specimens in Publication II. The welding direction was in +y direction, and all the 

dimensions are in mm. T1–T4 are thermocouples on the top side, and T5 was attached to the 

bottom side. X1–X4 are the distances of the thermocouples from the weld toe, which were 

measured post welding, and will be discussed in the results and discussion section. S1 and S2 

show the order of the welding passes. 
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Figure 2.6: The location of the thermocouples attached to the top side of the intermittently fillet 

welded specimens in Publication III. The welding direction was in +y direction, and all the 

dimensions are in mm. T1–T4 are thermocouples on the top side. X1–X4 are the distances of the 

thermocouples from the weld toe, which were measured post welding. S1 and S2 show the order 

of the welding passes.  

2.5 Deformation measurements 

For the bead-on-plate case in Publication I, the angular and out-of-plane bending 

distortions were measured using a two-dimensional (2D) laser profile scanner Micro-

Epsilon optoNCDT 1700–20. Measurements were carried out before welding and post 

welding, after the ambient temperature was reached on the top surface of the specimen 

along the specified paths, as shown in Figure 2.7. For the T-fillet welded specimens in 

Publications II, angular distortion was measured on the bottom side of the specimens in 

the mid-section in transverse (perpendicular to welding) direction using a Hexagon 

ROMER Absolute Arm 3D Scanner (resolution up to 63 μm), as shown in Figure 2.8. 

The measurement path for angular distortion of the intermittently fillet welded specimen 

in Publication III was identical to that of the specimen in Publication II. In Publications 

II and III, each specimen was measured prior to welding, after each welding pass and 

reaching the ambient temperature, and, finally, after release from the external restraints.  

2.6 Residual stress measurement 

The transverse residual stresses that developed due to welding in each specimen in 

Publications II and III were measured by means of the XRD method using a Stresstech 
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X3000 G3 device with a collimator diameter of 1 mm. In each set of specimens, residual 

stress was measured along specified paths, as schematically shown in Figure 2.8 and 

Figure 2.9, for continuous fillet weld case and short fillet welds, respectively. It should 

be noted that measurements were carried out after the entire welding procedure had been 

completed, the ambient temperature had been reached, and the external constraints had 

been released. However, for the fully clamped specimens, residual stress measurement 

was also performed after welding and after the ambient temperature was reached prior to 

releasing the clamps. 

 

Figure 2.7: The measurement paths for angular and out-of-plane bending distortions of the bead-

on-plate specimen in Publication I. Angular distortion was measured along Path 1 and Path 2, 

whereas out-of-plane bending distortion was measured along Path 3 (units in mm).  

 

 

Figure 2.8: The measurement paths for transverse residual stresses (Path 1 and Path 2 on the top 

surface) and angular distortion (Path 3 on the bottom side) of the fillet welded specimens in 

Publication II. Path 1 and Path 2 start 1 mm from the weld toe and have an approximate length 

of 25 mm each.  
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Figure 2.9: Schematic representation of the four paths used in the evaluation of the residual 

stresses of the fillet welded specimens in Publication III. Experimental measurements were 

carried out along Path 1 and Path 4 only. The measurement path for angular distortion was exactly 

the same as that shown in Figure 2.8.
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3 Finite element modelling 

In this research, temperature fields and the evolution of the welding-induced residual 

stresses and strains were investigated by means of the FE method in Publications I–III. 

To do so, three-dimensional (3D) thermo-elastic–plastic FE models were developed in 

Publications II and III, and a thermo-metallurgical-mechanical (TMM) model was 

developed in Publication I. All the simulation cases were accomplished in ABAQUS FE 

code (ABAQUS, 2020, 2017), and sequentially coupled analysis was adopted. It is 

claimed that this formulation performs well inasmuch as the structural response has an 

insignificant effect on the temperature field or, in other words, that the mechanical work 

is inconsequential compared to the thermal energy of the welding arc (Deng and 

Murakawa, 2006; Lee and Chang, 2009; Shen and Chen, 2014). In this formulation, the 

heat conduction equation is solved independent of the mechanical field equations. In 

general, the solution procedure consists of two steps. In the first step, the temperature 

distribution due to a moving heat source is captured by solving the heat conduction 

equation. The nodal temperatures captured in the thermal analysis are then transferred 

into a mechanical analysis and applied as a thermal load to obtain the mechanical response 

and, accordingly, calculate the developed residual stresses and strains. This chapter 

provides a detailed review of the FE geometries, element selection, material properties, 

equations, and modelling considerations in each publication included in this research. 

3.1 Finite element geometry and mesh 

In Publication I, the weld bead geometry was modelled based on the bead curvature of 

the as-welded specimen. The weld bead was layered in the centreline of the specimen, 

and no external restraint was employed; thus, only half of the specimen was modelled and 

considered as the analysis domain in order to reduce the computation time. In 

Publications II and III, the geometries of the fillet welds were modelled based on the 

measured leg size and throat of the weld with the idealized curvatures. In each study, in 

order to facilitate the data mapping (transfer of nodal temperature histories) from the 

thermal to the mechanical model, 3D FE models with the identical mesh structure and 

density, albeit with different element types, were developed. In terms of element types in 

sequentially coupled welding simulations, application of both the linear and quadratic 

elements in thermal and mechanical analyses have been reported in the literature (Ahn et 

al., 2017; Bhatti et al., 2014; Chen et al., 2020; Danis et al., 2010; Shan et al., 2009). In 

this research, in the thermal analysis 8-node linear 3D solid (continuum) diffusive heat 

transfer brick (hexahedral) elements (DC3D8 in ABAQUS) were used. In the mechanical 

analysis, 8-node linear reduced integration 3D solid brick elements (C3D8R in 

ABAQUS) were used. This element type has three translational degrees of freedom at 

each node and owns only one integration point. Application of the reduced integration 

scheme prohibits shear locking, reduces computation time, and facilitates convergence 

(Lee and Chang, 2011). In order to eliminate hourglassing, which is attributed to linear 

reduced integration elements, hourglass control should be activated for such elements. 

The application of linear elements requires fine mesh grids to be provided in regions with 
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high stress gradients. In this regard, in all the simulation cases, fine mesh grids were 

defined in FZ and HAZ and become coarser as the distance from the fusion line increased 

in the transverse direction. Fine mesh grids ensured the accurate capture of the heat flux 

distribution due to a moving heat source in the regions with dramatic temperature change 

and the ensuing significant stress gradient. Mesh sensitivity analysis was performed to 

check the effect of mesh density on the accuracy of the results. In each case, convergence 

was achieved when an insignificant change in the results was observed due to further 

refinement of the mesh. Taking the accuracy of the results and computational costs into 

account, the mesh densities for the simulation cases in this research are summarized in 

Table 3.1. Mesh details of the bead-on-plate specimen in Publication I are shown in 

Figure 3.1 as an example of the mesh grids produced for the specimens in this research. 

Table 3.1: The number and minimum size of the elements in each publication. 

Publication 
Number of 

elements 

Minimum elements size 

x-axis (mm) y-axis (mm) z-axis (mm) 

I 64808 0.5 2.8 0.5 

II 30738 0.5 3 1 

III 28988 0.5 2.5 1 

 

 
Figure 3.1: Mesh details of the bead-on-plate specimen. 

 

The gradual addition of weld metal in all the simulation cases was considered using the 

element birth and death technique which is known as model change in ABAQUS (Seleš 

et al., 2018). In this technique, the part that represents the weld metal is generally divided 

into several segments. Prior to welding, all the elements representing weld metal are 

inactivated. When a heat source approaches specific elements based on the assigned time 

step, and the elements are heated up, their status is changed from inactivated to activated. 

Then, temperature-dependent thermo-physical properties, in the thermal analysis, and 

temperature-dependent mechanical properties, in the mechanical analysis, are allocated 

to activated elements. 
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3.2 Material modelling 

In CWM, material modelling is defined as the application of the thermo-physical, 

mechanical, and, where related, metallurgical properties of a material. Fundamentally, 

material properties govern different coupled phenomena involved in a welding process 

and material modelling thus becomes an indispensable and prominent task in this context. 

In welding simulation problems, material properties are basically used as a function of 

temperature (Zhu and Chao, 2002).  

3.2.1 Temperature-dependent thermo-physical properties 

Thermal analysis, in general, is contingent upon specifying the temperature-dependent 

thermal and physical properties of a material. The influence of these parameters on 

welding simulation accuracy, whether taken as temperature-dependent or constant values, 

has been extensively investigated in the literature (Bhatti et al., 2015; Heinze et al., 2012b; 

Little and Kamtekar, 1998; Zhu and Chao, 2002). These parameters are density (ρ), 

specific heat (c), and thermal conductivity (k). In this research, all the thermo-physical 

properties are taken as temperature-dependent. In Publication I, the temperature-

dependent thermo-physical properties were obtained from JMatPro software (JMatPro 

Ver.8.0, 2014) using chemical compositions of S960MC, as shown in Figure 3.2. These 

properties for S700MC in Publications II and III were taken from the literature (Bhatti 

et al., 2015), and are shown in Figure 3.3. It should be noted that in all the simulation 

cases, the base and related filler materials were defined as identical materials, and the 

thermo-physical properties of the filler materials were considered identical to those of 

their base materials. It should also be noted that the units were arranged in such a way 

that all the properties could be shown in one graph. 

 

Figure 3.2: Temperature-dependent thermo-physical properties of S960MC used in Publication 

I (modified from Publication I). 
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Figure 3.3: Temperature-dependent thermo-physical properties of S700MC used in Publications 

II and III (modified from Publication II). 

3.2.2 Temperature-dependent mechanical properties 

The mechanical properties of a material are of paramount importance in the evaluation of 

the developed residual stresses and distortions due to welding. Welding thermal cycles, 

which include rapid heating and cooling, are highly nonlinear. Under the influence of 

such nonlinearity, the mechanical characteristics of material change dramatically, mainly 

owing to microstructure changes, which makes them highly dependent on temperature. 

The mechanical properties of a material that are principally used in mechanical analysis 

related to the evaluation of welding residual stresses and strains are the modulus of 

elasticity or the Young’s modulus (E), yield strength (σy), Poisson’s ratio (ν), and thermal 

expansion coefficient (α). The temperature-dependent modulus of elasticity and yield 

strength of S960MC used in Publication I were obtained by conducting hot tensile tests 

in the temperature range RT–1200 °C. Poisson’s ratio was obtained as a function of 

temperature using JMatPro (JMatPro Ver.8.0, 2014). The thermal expansion coefficient 

in Publication I was applied using a user subroutine in ABAQUS, which will be 

explained in detail in section 3.5. Since obtaining temperature-dependent mechanical 

properties by conducting experiments is time-consuming, it was decided to take the 

mechanical properties from a reliable study (Bhatti et al., 2015) for the case studies in 

Publications II and III due to time limitation issues. In terms of the mechanical 

properties of filler materials, since making specimens from the pure weld metal is an 

expensive and time-intensive process, in each case study in Publications I–III, the 

temperature-dependent mechanical properties for the filler materials were considered 

identical to those of the relevant base materials. The temperature-dependent properties 

used in the mechanical analyses for S960 (in Publication I), and S700MC (in 

Publications II and III) are shown in Figure 3.4 and Figure 3.5, respectively. It should 

be noted that all the units were arranged to be able to show all the properties in a single 

graph for each material.  
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Figure 3.4: Temperature-dependent mechanical properties of S960MC used in Publication I. 

(modified from Publication I). 

 

 

Figure 3.5: Temperature-dependent mechanical properties of S700MC used in Publications II 

and III (modified from Publication II). 

3.3 Thermal analysis 

Heat conduction, which was formulated by Fourier, states that heat flux density (heat 

transfer rate per unit area) from a surface is proportional to the negative gradient in the 

temperature (Serth and Lestina, 2014), as stated by the following equation in differential 

form: 

 𝑞⃗ = −𝑘𝛻𝑇 (3.1) 
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where 𝑞⃗ is heat flux density vector (W/m2), k is the thermal conductivity of the material 

(W/m°C), and ∇𝑇 is temperature gradient (°C/m). In welding simulation problems, 

thermal analysis is performed to capture the nonlinear transient thermal fields and obtain 

nodal temperature histories. In Publications I–III, thermal analyses were performed 

based on the 3D constitutive heat conduction equation, which is derived from Fourier’s 

law of heat conduction, and law of energy conservation: 

 
𝜌(𝑇)𝑐(𝑇)

𝜕𝑇

𝜕𝑡
=
𝜕

𝜕𝑥
(𝑘(𝑇)

𝜕𝑇

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝑘(𝑇)

𝜕𝑇

𝜕𝑦
)

+
𝜕

𝜕𝑧
(𝑘(𝑇)

𝜕𝑇

𝜕𝑧
) + 𝑞̇  

(3.2) 

where ρ(T) (kg/m3) is the temperature-dependent density, c(T) (J/kg°C) is the 

temperature-dependent specific heat, and k(T) (W/m°C) is the temperature-dependent 

thermal conductivity. t (s) is time, and T (°C) represents the temperature. x, y, and z are 

axes in the Cartesian coordinate system. 𝑞̇ (W/m3) is the volumetric heat source density 

or internal heat generation rate.  

3.3.1 Heat source modelling 

The main task in thermal analysis and welding simulation is modelling a transient heat 

source. The heat sources in Publications I, II, and III were modelled based on a 

volumetric heat source with double ellipsoidal distribution proposed by (Goldak et al., 

1984), which has been used extensively in welding simulation research in the literature 

(Li et al., 2022; Rikken et al., 2018; Zhang et al., 2022). Modelling of the arc energy 

transferred from a welding torch to the base and filler materials by this model is performed 

through defining two heat flux distributions, one for the front half of the heat source, and 

one for the rear half, as expressed by Equation 3.3 and Equation 3.4, respectively, and 

shown schematically in Figure 3.6. 

 
𝑞𝑓(𝑥, 𝑦, 𝑧, 𝑡) =

6√3𝑓𝑓𝑄

𝑎𝑏𝑓𝑐𝑔𝜋√𝜋
 𝑒
−3( 

𝑥2

𝑎2
 + 
[𝑦−𝑣𝑡−𝑦0]

2

𝑏𝑓
2  + 

𝑧2

𝑐𝑔
2 )

   , 𝑦 ≥ 0 (3.3) 

 
𝑞𝑟(𝑥, 𝑦, 𝑧, 𝑡) =

6√3𝑓𝑟𝑄

𝑎𝑏𝑟𝑐𝑔𝜋√𝜋
 𝑒
−3( 

𝑥2

𝑎2
 + 
[𝑦−𝑣𝑡−𝑦0]

2

𝑏𝑟
2  + 

𝑧2

𝑐𝑔
2 )
   ,        𝑦 < 0 (3.4) 

where x, y, and z are nodal coordinates in the local coordinate system, and t is time. qf and 

qr are heat flux distributions in the front and rear half of the heat source, respectively. v 

is the travel speed of the welding heat source, as introduced earlier in Table 2.4 for each 

publication. As mentioned earlier, the +y-axis was selected as the convention for the 

welding direction in the entire research.  

Q is the welding arc power (transferred energy per unit time), which is also known as heat 

input, and was calculated in Publications I–III by the following equation: 
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 𝑄 = 𝑈𝐼𝜂 (3.5) 

where U is the voltage of the welding arc, and I is the welding current, as used in the 

welding procedure specifications (WPS) and introduced in Table 2.4 for each publication. 

η is the dimensionless welding efficiency coefficient. For the GMAW process, the 

efficiency of the heat source has been proposed to be in the range of 0.65–0.93 (Grong 

and Institute of Metals, 2006; Radaj, 1992). However, in many research papers, the value 

of η is considered in the range 0.8–0.85 for the GMAW process (Deng et al., 2007b; Deng 

and Murakawa, 2008). The adjusted values for η and the calculated Q based on Equation 

3.5 in Publications I, II, and III are summarized in Table 3.2. 

Table 3.2: Welding efficiency coefficients and net heat inputs used in Publications I–III. 

Publication η Q (J/s) 

 

I 0.80 4480 

II 0.85 5525 

III 0.85 5525 

 

a, bf, br, and cg in Equation 3.3 and Equation 3.4 are the Goldak’s weld pool 

characteristics. These weld pool parameters can initially be set based on the dimensions 

of the weld pool from the weld cross section photomacrograph (Goldak and Akhlaghi, 

2005). Since these parameters play important roles in the accuracy of thermal analysis, 

their precise values can be adjusted via iteration and matching the nodal temperature 

histories from thermal analysis as well as by experimental measurements. ff and fr are 

dimensionless fractions of heat deposited in the front and rear half of the heat source. The 

following expressions are observable by taking the continuity of the heat source into 

account: 

 𝑓𝑟
𝑏𝑟
=
𝑓𝑓

𝑏𝑓
  (3.6) 

 𝑓𝑓 + 𝑓𝑟 = 2 (3.7) 

Provided that Equation 3.6 and Equation 3.7 are combined, ff and fr can be calculated by 

the following mathematical relationships: 

 
𝑓𝑓 =

2𝑏𝑓

𝑏𝑓 + 𝑏𝑟
   (3.8) 

 
𝑓𝑟 =

2𝑏𝑟
𝑏𝑓 + 𝑏𝑟

 (3.9) 

Table 3.3 summarizes the heat source parameters adjusted for the simulated case studies 

after iteration. 
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Table 3.3: Adjusted heat source parameters used in the simulations (from Publications I, II, and 

III). 

Publication a (mm) bf  (mm) br (mm) cg (mm) ff fr 

I 4.6 5 14 4 0.53 1.47 

II 7 4 10 10 0.57 1.43 

III 7 3 10 7 0.46 1.54 

 

It should be noted that the values for the weld pool characteristics and welding efficiency 

coefficient in each FE simulation were established by fitting the thermal analysis results 

to experimental measurements through several iterations. The fitting process included 

matching the simulated FZ and boundaries of HAZ in terms of the shape and dimensions 

of the transverse cross section to the experimental weld macrograph. Further calibration 

involved matching the simulated welding thermal cycles for a specific node in terms of 

the heating rate, cooling rate and peak temperature to the temperature histories captured 

by thermocouples during the real welding experiment at the corresponding location. 

 

Figure 3.6: Schematic representation of Goldak’s double ellipsoidal heat source model (modified 

from Publication III). 

 

To simulate the heat source in each case, related mathematical equations were 

implemented in the ABAQUS user subroutine DFLUX programmed in FORTRAN. In 

the bead-on-plate case (Publication I), the welding torch was perpendicular to the 

welding plane; hence, no translation matrix was used. In the case of T-fillet welds 

(Publications II and III), the work angle of the welding torch was either 45° or –45°. 

Simulation of the position of the heat source at any specified angle required the points in 

the global coordinate system to be transformed into a local coordinate system. To do so, 

two rotation and translation matrices were defined for the work angles of −45° and 45° 

for side 1 and side 2, respectively, as described by the following expressions:  

q
f

rq

z

y

x

bf

rb

a

cg
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[
𝑥
𝑦
𝑧
] = [

cos 45 0 sin 45
0 1 0

− sin 45 0 cos 45
] [

𝑋 − 𝑋0
𝑌 − 𝑌0
𝑍 − 𝑍0

]     (3.10) 

 
[
𝑥
𝑦
𝑧
] = [

cos 45 0 − sin 45
0 1 0

sin 45 0 cos 45
] [

𝑋 − 𝑋0
𝑌 − 𝑌0
𝑍 − 𝑍0

]   (3.11) 

where X, Y, and Z are nodal coordinates in the global coordinate system, x, y, and z are 

nodal coordinates in a local coordinate system, and X0, Y0, and Z0 are initial points in the 

global coordinate system. In each simulation case, the position of the heat source was 

calculated with respect to welding travel speed, time, and nodal coordinates. Based on the 

implemented mathematical equations, the heat flux distribution at each integration point 

was calculated as a function of time, nodal coordinates, and welding power. Figure 3.7 

graphically shows the volumetric heat source distribution on the top surfaces of the 

simulated cases.  

 
 (a) 
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Figure 3.7: Graphical presentation of the heat intensity based on the calibrated Goldak’s double 

ellipsoidal heat source model on the top surface for (a) the bead-on-plate specimen in Publication 

I, (b) the specimen with continuous fillet welds in Publication II, and (c) the specimen with non-

continuous fillet welds in Publication III. For each case, the units on the x and y axes are in mm, 

and the unit of volumetric heat source density on the vertical axis is W/m3. 

3.3.2 Heat loss modelling (thermal boundary conditions) 

To obtain a unique response, every differential equation should be solved subject to 

unique boundary conditions. Equation 3.2 was solved in each FE simulation under 

specific boundary conditions to obtain nodal temperature histories. These boundary 

conditions in thermal analysis are called thermal boundary conditions. In welding 

simulation problems, thermal boundary conditions are generally referred to as modelling 

(b) 

(c) 
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the heat loss due to convection or radiation or a combination of the two from the free 

surfaces of the welded specimen.  

Heat loss due to convection is generally modelled using Newton’s law of cooling. Based 

on this law, the rate of heat transfer per unit area is proportional to the temperature 

difference between the body and surrounding area: 

 𝑞̇𝑐𝑜𝑛𝑣 = ℎ𝑐𝑜𝑛𝑣(𝑇 − 𝑇0) (3.12) 

where 𝑞̇𝑐𝑜𝑛𝑣 (W/m2) is the heat loss due to convection from the free surfaces of the body 

per unit area, and hconv (W/m2°C) is the convective heat transfer coefficient. T (°C) and 

T0 (°C) are the current and ambient temperatures, respectively. Heat loss due to 

convection dominates in regions with lower temperatures, that is, the areas far from the 

weld seam (Deng and Murakawa, 2006). 

Heat transfer due to radiation is another source of heat loss in welding. Thermal radiation 

is governed by the Stefan–Boltzmann law, based on which heat transfer rate per unit area 

is proportional to the fourth power of the difference in the body and the ambient 

temperature: 

 𝑞̇𝑟𝑎𝑑 = 𝜀∗𝜎∗(𝑇4 − 𝑇0
4) (3.13) 

where 𝑞̇𝑟𝑎𝑑 (W/m2) is heat loss due to radiation per unit area. ε*<1 is emissivity, which is 

a dimensionless parameter, and σ* = 5.67 × 10-8 (W/m2K4) is the Stefan–Boltzmann 

constant. Radiation prevails at higher temperatures, that is, regions close to the weld, and 

is insignificant for low temperature areas (Ahn et al., 2018). 

Modelling of the heat loss necessitates calibration of hconv and ε*. In this research, the 

combined effect of convection and radiation was considered in the modelling of the heat 

loss. The combined effect takes into account a temperature-dependent heat transfer 

coefficient that has been frequently used by different studies in this area (Brickstad and 

Josefson, 1998; Yaghi et al., 2006) and is defined by the following mathematical 

expressions: 

 

ℎ =

{
 
 

 
 0.0668 × 𝑇   (

𝑊

𝑚2°𝐶
)                 0 ≤ 𝑇 ≤ 500       

 

0.231 × 𝑇 − 82.1   (
𝑊

𝑚2°𝐶
)              𝑇 ≥ 500      

 (3.14) 

where h is the temperature-dependent heat transfer coefficient. The above equation was 

performed using the ABAQUS user subroutine FILM and was applied to all the free 

surfaces that were expected to exchange heat with the surrounding environment. It should 

be noted that in Publication I, only the half of the specimen was considered as the 

modelling domain; hence, the symmetry plane was excluded as there was no contact 
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between it and the air. The initial, sink, and ambient temperatures in all the FE simulation 

cases in Publications I, II, and III were set to 20 °C.  

3.4 Solid-state phase transformation 

The effect of phase transformation was investigated for the bead-on-plate specimen in 

Publication I. SSPT kinetics were defined based on the available mathematical models 

for the present phases during heating and cooling. The dilatometric data, transformation 

temperatures, linear thermal expansion coefficients, and full volumetric change strains 

were obtained experimentally for S960 MC. Based on the scanning electron microscopy 

(SEM) image, the microstructure of the base material is a mixture of bainite and 

martensite, as shown in Figure 3.8. 

 

Figure 3.8: Scanning electron microscopy image of S960 MC with bainite and martensite as 

microstructure constituents (from Publication I). 

 

During welding, as the material is heated up, until A1, which is the lower critical 

temperature, no phase transformation occurs. When the material reaches A1, the bainitic–

martensitic microstructure starts to transform to austenite, and such transformation is 

called austenitic transformation. Transformation to austenite depends on temperature and 

is completed when the material reaches A3, the upper critical temperature. It was assumed 

that an increase in the volume fraction of austenite during heating follows a simple linear 

rule between A1 and A3 (Kubiak and Piekarska, 2016), as expressed by the following 

equation: 

 
𝑓𝑎 =

𝑇𝑚𝑎𝑥 − 𝐴1
𝐴3 − 𝐴1

  (3.15) 

 𝐴1 ≤ 𝑇𝑚𝑎𝑥 ≤ 𝐴3  

where fa is the volume fraction of austenite, Tmax is the maximum temperature a material 

point reaches during austenitic transformation, and A1 and A3 are the lower and upper 
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critical temperatures, respectively. A1 and A3 were obtained based on the experimental 

dilatometric data during heating by using the tangent-intersection method following (Li 

et al., 2016). In this regard, 775 °C and 863 °C were assigned to A1 and A3, respectively. 

In diffusional transformation, the chemical compositions of nascent phases that arise 

during the transformation of austenite might be different from the composition of the 

parent phase. Transformation of austenite to bainite is considered a diffusional 

transformation. For the investigated material, that is, S960 MC, it was assumed that 

bainite transformation is the only diffusional transformation based on the prevalent HAZ 

cooling rate from the experimentally determined CCT diagram. The diffusional 

transformation was simulated based on the Machnienko model, following (Piekarska et 

al., 2012) and is expressed by the following equation: 

 
𝑓𝑏(𝑇, 𝑡) = 𝑓𝑏

%𝑓𝑎 [1 − 𝑒𝑥𝑝 (−𝑘𝑎
𝐵𝑠 − 𝑇

𝐵𝑠 − 𝐵𝑓
)] (3.16) 

 𝐵𝑓 ≤ 𝑇 ≤ 𝐵𝑠  

where fb (T, t) is the volume fraction of bainite during transformation from austenite. 𝑓𝑏
% 

implies the maximum fraction of the bainite forms during the transformation, which was 

determined based on the CCT diagram and depends on the cooling rate in the range 500 

°C–800 °C (v8/5). fa is the volume fraction of the austenite during heating. Bs and Bf are 

the bainite start and finish temperature, respectively. The values of 520 °C and 460 °C 

were experimentally obtained and assigned to Bs and Bf, respectively. ka is a factor whose 

value is generally accepted to be in the range 2.5–3. 

In contrast to diffusional transformation, in diffusionless transformation the nascent phase 

directly inherits the chemical composition of its parent phase. Martensite transformation 

in steels occurs in a diffusionless manner in which martensite directly inherits its chemical 

composition from austenite (Deng, 2009). Transformation of austenite to martensite is 

accompanied by an increase in the net volume, similar to the transformation of austenite 

to bainite. Martensite transformation is time-independent and strongly depends on the 

martensite start temperature (Ms). Martensite transformation is assumed to be completed 

when the martensite finish temperature (Mf) is reached. In this situation, further cooling 

has no effect on the volume fraction of martensite, as no more austenite transforms to 

martensite. Based on the experimental data, 460 °C and 355 °C were assigned to Ms and 

Mf, respectively. The Koistinen-Marburger kinetics (Koistinen and Marburger, 1959) was 

employed to mathematically track the volume fraction of the martensite for temperatures 

below Ms, as expressed by the following equation: 

 𝑓𝑚(𝑇) = 𝑓𝑚
%𝑓𝑎[1 − 𝑒𝑥𝑝(−𝑘𝑚(𝑀𝑠 − 𝑇))] (3.17) 

 𝑀𝑓 ≤ 𝑇 ≤ 𝑀𝑠  
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where fm(T) denotes the volume fraction of the formed martensite at temperature T. 𝑓𝑚
% is 

the final fraction of the martensite based on the CCT diagram. km is a parameter to 

characterize the transformation evolution and was set to 0.05 based on the 

recommendation of (Li et al., 2015). 

3.5 Mechanical analysis 

In a sequentially coupled welding simulation, the predicted transient temperature histories 

obtained based on solving the heat conduction equation in thermal analysis, are generally 

used as an input (thermal load) in mechanical analysis. Structural analysis which is a 

nonlinear elastic-plastic analysis is performed to evaluate the stress field and material 

straining based on solving a set of governing partial differential equations. These 

governing relationships are: 

• Equilibrium equation (balance of momentum equation) 

In static problems, the equilibrium equation can be written as follows: 

 𝛻𝜎 + 𝐹𝑏 = 0 (3.18) 

where ∇ is the divergence operator, σ is the Cauchy stress tensor, and Fb denotes the vector 

of the body force per unit volume. 

• Thermal-elastic–plastic constitutive equation 

The relationship between strain and stress is expressed via a constitutive equation, 

which in incremental form, can be given by: 

 

 {𝑑𝜎} = [𝐷]{𝑑𝜀} − [𝐶𝑡ℎ]{𝑑𝑇} (3.19) 

And [𝐷] = [𝐷𝑒] + [𝐷𝑝]  

where dσ, dε, and dT are incremental forms of stress, strain, and temperature, respectively. 
𝐷𝑒 and 𝐷𝑝 are stiffness matrices in the elastic range and plastic range, respectively, and 

Cth denotes the thermal stiffness matrix. 

3.5.1 Strain decomposition 

Calculation of residual stress and distortion in welding simulation requires the total strain 

component to be determined. In a nonlinear FE analysis, the total incremental strain is 

determined from incremental displacements. In general, the total strain in incremental 

form can be calculated as the summation of elastic, plastic, and thermal strain rates, as 

expressed by the following equation: 
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 𝜀̇𝑡𝑜𝑡𝑎𝑙 = 𝜀̇𝑒 + 𝜀̇𝑝 + 𝜀̇𝑡ℎ (3.20) 

where 𝜀̇𝑡𝑜𝑡𝑎𝑙 implies the total strain rate of the material. 𝜀̇𝑒, 𝜀̇𝑝, 𝜀̇𝑡ℎ, and 𝜀̇𝛥𝑉 are elastic, 

plastic, thermal, and volumetric change strain rates, respectively. It should be noted that 

a thermomechanical analysis must take account of elastic, plastic, and thermal strain 

components. Where the SSPT effect is incorporated in the simulation, the volumetric 

change strain is also considered. In this regard, the above equation was used for the fillet 

welded cases in Publications II and III, where the effect of SSPT was excluded from the 

calculations. For the bead-on-plate case in Publication I, however, the effect of SSPT 

was considered, and the following equation was applied to calculate the total strain rate: 

 𝜀̇𝑡𝑜𝑡𝑎𝑙 = 𝜀̇𝑒 + 𝜀̇𝑝 + 𝜀̇𝑡ℎ + 𝜀̇𝛥𝑉 (3.21) 

In all the simulations, the elastic strain rate was calculated using the temperature-

dependent modulus of elasticity, Poisson’s ratio, and generalized Hooke’s law. The 

plastic strain rate was modelled using the temperature-dependent yield strength and 

isotropic hardening features. The thermal stain increment is originated by thermal 

expansion and is generally calculated using the temperature-dependent thermal expansion 

coefficient, as was done in Publications II and III in this research. When the volumetric 

change strain component is included to calculate the total strain component, the 

summation of strain rates due to thermal expansion and volumetric change can be 

calculated by the following equation, following (Piekarska et al., 2012): 

 𝑑𝜀𝑡ℎ+𝛥𝑉 = 𝑑𝜀𝑡ℎ + 𝑑𝜀𝛥𝑉

=∑𝛼𝑖𝑓𝑖𝑑𝑇

𝑖

− 𝑠𝑖𝑔𝑛(𝑑𝑇)∑𝜀𝑖
𝛥𝑉∗𝑑𝑓𝑖

𝑖

 (3.22) 

where αi is the linear thermal expansion coefficient of phase i. For austenite, bainite, and 

martensite, the corresponding thermal expansion coefficients αa, αb and αm were used. The 

values were calculated based on the experimental dilatometric tests, as presented in Table 

3.4. The full volumetric change strain of phase i (𝜀𝑖
𝛥𝑉∗) during austenite, bainite, and 

martensite transformations was determined based on the dilatometric tests, as 

demonstrated in Table 3.4. fi is the volume fraction of phase i calculated using Equations 

3.15, 3.16, and 3.17. dfi is the derivative of these equations for phase i. The Sign in 

Equation 3.22 is a function which depends on temperature difference; that is, during 

heating, when the temperature difference is positive, the value of +1 is assigned to Sign, 

and during cooling, when the temperature difference has a negative value, Sign is assigned 

the value of −1. 

SSPT kinetics in ABAQUS to modify the strain rates due to thermal expansion and 

volumetric change was implemented using USDFLD and UEXPAN subroutines. It is 

possible to define the material properties at each integration point in USDFLD as a 

function of field variables. In this regard, based on the temperature difference sign (plus 

during heating and minus during cooling) and the maximum temperature reached by a 

material point, different scenarios were defined, and the decision was made whether or 
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not a material point experienced transformation. Equations 3.15, 3.16, and 3.17 were 

implemented in USDFLD to obtain the nodal volume fractions at each time increment. 

When a material point underwent transformation, the corresponding equation to calculate 

the volume fraction of the formed phase was used, and the results were saved inside 

solution-dependent state variables (SDVs). Once the calculations had been made in 

USDFLD, they were passed into UEXPAN through SDVs, where Equation 3.22 was 

implemented to modify the incremental strains. 

Table 3.4: The thermal expansion coefficients and full volumetric change strains of austenite, 

bainite, and martensite related to S960MC. 

Constituent Thermal expansion coefficient (𝛼𝑖) Full volumetric change strain (𝜀𝑖
𝛥𝑉∗) 

Austenite (α) αa 2.44 × 10-5 𝜀𝑎
𝛥𝑉∗ 0.51 × 10-3 

Bainite (b) αb 1.15 × 10-5 𝜀𝑏
𝛥𝑉∗ 4.10 × 10-3 

Martensite (m) αm 1.37 × 10-5 𝜀𝑚
𝛥𝑉∗ 5.75 × 10-3 

3.5.2 Mechanical boundary conditions  

In general, the mechanical boundary conditions in FE simulation problems correspond to 

the application of external restraints. Welding-induced distortions can be controlled to a 

large extent by using appropriate welding fixtures. In a welding process, careful design 

of the welding fixture is an important and yet complex task, as the stiffness of an external 

constraint is a determining factor in the development of residual stress fields and 

distortions. In general, lower distortion results when higher restraints are applied, which 

also causes higher residual stress field and vice versa. An over-constraint condition gives 

rise to residual stresses while reducing the distortions by increasing the plastic 

deformation as well as the elastic strains that are responsible for distortions after 

unclamping (Ahn et al., 2018). Such condition signifies that residual stresses can 

accumulate and cause welding cracks. On the other hand, in an under-constraint 

condition, excessive distortion can cause dimensional inaccuracy and instability 

problems. Therefore, a successful design of the welding fixtures can efficiently minimize 

laborious and expensive post-weld dimensional corrections and increase the in-service 

life of the welded structures. 

In Publication I, welding-induced distortions were studied in free deformation condition, 

which implies that no external constraint was used in the experiment. In modelling, no 

mechanical boundary conditions were applied apart from those used merely to prevent 

rigid body motion, as shown in Figure 3.9. The applied mechanical boundary conditions 

are valid for this condition in which only half of the specimen is considered as the analysis 

domain. 
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Figure 3.9: The free deformation mechanical boundary conditions for the bead-on-plate welded 

specimen. At node A, movements in the y-direction and z-direction are prevented. At point B, 

motion of the body in the z-axis is restricted, and all the nodes in the symmetry plane (red hatch) 

are prevented from moving in the x-direction (modified from Publication I). 

 

In Publication II, two different restraining conditions were applied in the experimental 

part of the study to investigate the effect of external restraints on the developed welding 

distortions and residual stress field. In one constraint setup, fixtures were used to clamp 

the specimen rigidly at one end in a specified area, enabling angular distortion to develop 

at the free end of the specimen. In the corresponding FE model, all the nodes in the 

clamped area were restricted translationally and rotationally, as shown in Figure 3.10. In 

the other constraining condition, welding fixtures were applied at both ends of the 

specimen in specified areas to rigidly clamp the specimen. The corresponding mechanical 

boundary conditions in the FE model were set to prevent nodal translation and rotation at 

the two specified areas, as shown in Figure 3.10. The mechanical boundary conditions to 

simulate the removal of the clamp at the end of the welding process after the ambient 

temperature was reached were set only to prevent rigid body motion, as shown in Figure 

3.10. It should be noted that in Publication III, the mechanical boundary conditions were 

identical to those applied in Publication II. 
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Figure 3.10: Schematic presentation of the mechanical boundary conditions for: (a) specimens 

FS1 and FS2, (b) specimens CS1 and CS2, and (c) removal of the welding fixtures after the 

ambient temperature was reached (modified from Publication II).
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4 Results and discussion  

The results of this research in terms of the simulated temperature fields, welding-induced 

distortions, and residual stresses (investigated in Publications I, II, and III) and the 

results of the elevated-temperature constitutive mechanical behaviour of UHSSs 

(investigated in Publication IV) are summarized and discussed in separate sections.   

4.1 Thermal fields  

Correct prediction of mechanical response necessitates accurate prediction of temperature 

distribution during welding. An accurately predicted weld pool geometry is one of the 

indicators that temperature fields have been correctly simulated. For each case study, the 

size and shape of the simulated weld pool were matched against the experimentally 

observed FZ from the polished weld cross section. Figure 4.1(a) shows a comparison 

between the length and width of the weld pool on the top surface and the corresponding 

simulation for the bead-on-plate case from Publication I. The depth of penetration from 

the simulation versus the experimental macrograph of the welded specimen at mid-

section in a longitudinal direction are depicted in Figure 4.1(b). In a similar manner, the 

simulated weld pool geometry for the T-fillet welded specimen in Publication II in the 

mid-section of the specimen against the experimental macrograph is shown in Figure 4.2. 

Regarding the non-continuous fillet weld case in Publication III, the simulated weld pool 

geometry at 5 mm from the start of the weld segment is compared with the corresponding 

weld macrograph, as shown in Figure 4.3. 

 

Figure 4.1: The simulated welding temperatures (NT11) and the boundaries of the FZ for the 

bead-on-plate specimen: (a) top surface and (b) through thickness (modified from Publication 

I). 

 

(a) (b)
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Figure 4.2: The simulated welding temperatures (NT11) and the boundaries of the FZ for the fillet 

welded specimen in Publication II in the thickness direction (modified from Publication II). 

 

 

Figure 4.3: The simulated welding temperatures (NT11) and the boundaries of the FZ for the fillet 

welded specimen in Publication III in the thickness direction (modified from Publication III). 

 

As can be seen in Figure 4.1, the width and depth of the weld pool for the bead-on-plate 

specimen are in close agreement with the corresponding experimental weld macrograph. 

For the continuous and non-continuous fillet welded specimens, in each case, the depth 

of penetration is well-captured by simulation, and the boundaries of FZ reasonably match 

the corresponding weld macrographs, as shown in Figure 4.2 and Figure 4.3, respectively.  

It should be noted that the four welded cases in Publications II and four in Publication 

III were simulated, and the results of thermal analyses were verified against the 

thermocouple measurement. As the welding parameters and, accordingly, heat inputs 

were identical in each publication, only one specimen was chosen from each study for the 

sake of comparison with the experimental measurement in terms of temperature 
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distribution. In this regard, II-FS2 from Publication II and III-FS1 were chosen for the 

mentioned comparisons. 

A close match between the thermal cycles recorded by thermocouples and the 

corresponding simulated nodal temperatures is another indicator of the accuracy of a 

thermal analysis. In this respect, the time-temperature curves recorded by thermocouples 

versus the simulation results for the corresponding nodes in the bead-on-plate, continuous 

fillet weld (II-FS2), and short fillet weld (III-FS1) cases are shown in Figure 4.4, Figure 

4.5 and Figure 4.6, respectively. 

 

Figure 4.4: The simulated time-temperature curves versus the experimental thermal cycles 

obtained by thermocouple measurement at different distances from the weld seam on the top and 

bottom surfaces of the bead-on-plate specimen (modified from Publication I). 

 

  

Figure 4.5: The simulated temperature histories versus the experimental thermal cycles obtained 

by thermocouple measurement for the continuous fillet weld case (II-FS2): (a) the first welding 

pass, and (b) the second welding pass. X1–X4 are the distances from the weld toes, measured post 

welding, and the corresponding nodes in simulation (modified from Publication II). 
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Figure 4.6: The simulated temperature histories versus the experimentally obtained thermal cycles 

for the non-continuous fillet weld case (III-FS1): (a) W1, (b) W2, (c) W3, and (d) W4. X1–X4 

are the experimentally measured and corresponding nodal distances from the weld toe (modified 

from Publication III). 

4.2 Microstructure prediction 

Metallurgical analysis for the bead-on-plate welded case in Publication I was performed. 

Phase transformation kinetics during heating and cooling were involved, and the 

microstructure of all the nodes whose temperatures exceeded A1 was predicted. Figure 

4.7 shows the graphical presentation of the calculated fractions of bainite and martensite 

transformed from austenite during cooling in the mid-section of the specimen in a 

longitudinal direction. 

As mentioned earlier, based on the implemented transformation kinetics, the volume 

fraction of the phases arising during cooling upon austenite decomposition was 

calculated. The material at each node is either transformed or untransformed. As shown 
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simulated volume fractions of bainite and martensite are shown in Figure 4.7(b) and 

Figure 4.7(c), respectively.  

Figure 4.7: The simulated volume fractions: (a) untransformed base material, (b) bainite, and (c) 

martensite (modified from Publication I). 

Transformation of the base material to austenite and subsequent austenite decomposition 

to bainite and martensite during a thermal cycle as a function of time for an arbitrary node 

are shown in Figure 4.8. The node was located 6.2 mm from the weld centre line in the 

mid-section of the specimen in a longitudinal direction on the top surface. 

Figure 4.8: Welding thermal cycle for a node in the HAZ (6.2 mm from the weld centre line) and 

formation of microstructural constituents during heating and cooling (modified from Publication 

I). 
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4.3 Welding deformation 

Welding deformations in Publication I, that is, angular and out-of-plane bending 

distortions were simulated with and without considering the effect of SSPT and compared 

with experimental measurements, as shown in Figure 4.9 and Figure 4.10 , respectively. 

    

Figure 4.9: The simulated angular distortion with and without considering the effect of SSPT 

versus the experimental measurement: (a) Path 1 and (b) Path 2 (modified from Publication I). 

 

 

Figure 4.10: The simulated out-of-plane bending distortion with and without considering the 

effect of SSPT versus the experimental measurement along Path 3 (modified from Publication I). 
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considering SSPT effect maintain a smaller deviation from the experimental values, 

which shows the relative superiority of this model to the other. The deformation values 

predicted by the model in which SSPT was incorporated are always smaller than those 

predicted by that which neglected SSPT. The volume increase during bainitic and, 

mainly, martensitic transformations results in smaller distortion, as was also studied by 

(Deng, 2009). 

With respect to welding distortion for the welded cases in Publication II, the contours of 

the final angular distortion for II-FS1 ad II-FS2 are shown in Figure 4.11. As is 

observable, the pattern of angular distortion for both cases, fixed at one end and welded 

with different welding sequences, is similar with a small difference in the magnitude of 

the maximum angular distortion. The patterns of angular distortion for specimens II-CS1 

and II-CS2 before and after removal of the clamps are shown in Figure 4.12 and Figure 

4.13, respectively. As can be seen in Figure 4.12(a) and Figure 4.13(a), before removal 

of the external restraints both specimens experienced very small deformation, which 

increased to slightly less than 4 mm at each end after the clamps were removed, as shown 

in Figure 4.12(b) and Figure 4.13(b). 

 
Figure 4.11: The simulated contours of final angular distortion for (a) II-FS1 and (b) II-FS2. The 

units are in mm (modified from Publication II). 

 

(a)

(b)
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Figure 4.12: The simulated contours of final angular distortion for II-CS1 (a) before the release 

of the specimen from the fixtures, and (b) after the clamps were removed. The units are in mm 

(modified from Publication II). 

 

 
Figure 4.13: The simulated contours of final angular distortion for II-CS2 (a) before the release 

of the specimen from the fixtures, and (b) after the clamps were removed. The units are in mm 

(modified from Publication II). 
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The accuracy of the developed FE model in terms of angular distortion prediction was evaluated 

by comparing the results of the simulation and experimental measurement for all the welded 

specimens. Figure 4.14 compares the simulated angular distortion for each case versus the 

corresponding experimentally measured deflection.  

 

 

Figure 4.14: The simulated results versus the experimentally measured sequential and cumulative 

angular distortions for (a) II-FS1, (b) II-FS2, (c) II-CS1, and (d) II-CS2 (modified from 

Publication II). 

 

As can be seen in Figure 4.14, in general, the FE model was able to predict the developed 

angular distortion in all cases with reasonable accuracy. The percent errors regarding the 
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11%, respectively. As is observed, the maximum angular distortion in II-FS2 is slightly 
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Although the difference in this study compared to the maximum resulted deflection is 
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specimen in transverse direction are larger and can be important and adopting the opposite 

directions for welding passes can lead to smaller deformation than that resulting from 

applying the welding passes in same direction.  
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expected, when the specimens were still clamped rigidly at both ends, after welding and 

after the ambient temperature was reached, the resulting angular distortions were small. 

As can be seen, the change in the welding direction had a minor impact on the final 

deflection of II-CS1 and II-CS2. For both specimens, the measured and simulated values 

of the maximum angular distortion before the release from the welding fixtures were 0.75 

mm and 0.84 mm, respectively, which makes a percent error of 10.7%. Although the final 

deflection was quite small when the specimens were still clamped, the share of pass 1 

from the simulation is 0.70 mm in contrast to 0.14 mm for pass 2. Understanding the 

difference between the magnitudes of sequential angular distortions may be important 

during the welding of real structures such as large plate girders. Correctly pre-aligning 

welded joint members might be helpful to control the sequential distortions. Releasing 

the residual stresses after the external restraints were removed caused angular distortion 

in II-CS1 and II-CS2. The simulated results in this context are in acceptable agreement 

with experimental measurements with an approximate percent error of 8.4% for both 

cases. As can be seen, the values of the final angular distortion after release from the 

restraints for the specimens clamped at both ends are considerably smaller than those for 

the specimens clamped at one end. In this regard, as plotted in Figure 4.14(a), the 

simulated cumulative angular distortion in II-FS1 is approximately 14 mm, which is 

almost twice as large as the final angular distortion in II-CS1, which is 7.20 mm, plotted 

in Figure 4.14(c). This indicates the importance of external constraints to control the 

distortion in welded joints.  

The accuracy of the developed FE model in predicting the sequential and cumulative 

angular distortions of the welded specimens in Publication III under different boundary 

conditions and welding sequences was quantitatively evaluated. In this regard, the 

simulated and experimentally measured angular distortions for III-FS1 and III-FS2 are 

plotted in Figure 4.15. As the sequential angular distortion due to each short fillet weld 

(W1–W4) for the welded cases III-CS1 and III-CS2 during welding was very small, only 

the simulated results in terms of angular distortion before the clamps were removed are 

presented, as shown in Figure 4.16. 

 

Figure 4.15: The simulated results versus the experimentally measured sequential angular 

distortion for (a) III-FS1 and (b) III-FS2 (modified from Publication III). 
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Figure 4.16: The simulated sequential angular distortion before removal of the external restraints 

for (a) III-CS1 and (b) III-CS2 (modified from Publication III). 

 

As can be seen in Figure 4.15, the predictions of the developed FE model in terms of 

angular distortion in III-FS1 and III-FS2 are in reasonable agreement with the 

measurement data. The final angular distortion magnitudes for III-FS1 are 3.95 mm and 

4.61 mm, based on experimental measurement and simulation, respectively, with a 

percent error of 16.7%. The final angular distortion values for III-FS2 from measurement 

and simulation are 3.76 mm and 4.34 mm, respectively, which makes a percent error of 

15.4%. The results of the simulation and measurement data both indicate that slightly 

larger angular distortion is developed in III-FS1 than in III-FS2. In real structures where 

the design requires that short welds or several tack welds prior to the final weld pass are 

applied, the correct welding sequence can minimize the considerable distortion that 

results from a large number of short welds. The final angular distortion for III-CS1 and 

III-CS2 before release from the welding fixtures, based on the plots in Figure 4.16, are 

0.50 mm and 0.48 mm, respectively. 

The influence of the external restraints on the induced cumulative angular distortion was 

numerically investigated by plotting the results of the FE simulation for all the cases after 

the external constraints were removed, as shown in Figure 4.17. 

 

Figure 4.17: The simulated final angular distortion after the external restraints were removed for 

the welded cases in Publication III (modified from Publication III). 
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As expected, in III-FS1 and III-FS2, which were clamped at one end and free deformation 

was thus permitted in the transverse direction, release from the external restraints after 

reaching the ambient temperature had no effect on the final angular distortion magnitudes. 

Clamping at both ends of the specimens with a higher degree of geometrical constraints, 

as was applied in III-CS1 and III-CS2, prevented angular distortion during welding. In 

general, external constraints with great stiffness cause low distortion and a high residual 

stress field, as plastic strains are increased and the remaining elastic strains reduced. The 

release of elastic strains after the clamps are removed causes distortion (Ahn et al., 2018). 

As can be seen in Figure 4.17, the smallest distortion was obtained for III-CS2, and the 

largest distortion occurred in III-FS1. It is observable that external restraint had larger 

effects than welding sequence on the final angular distortion of the welded cases in this 

study. 

A comparison was drawn between the welded cases II-FS1 and II-CS1 from Publication 

II and III-FS1 and III-CS1 from Publication III, as plotted in Figure 4.18. 

 

Figure 4.18: The simulated final angular distortion after removal of the external restraints for the 

welded cases III-FS1, III-CS1, II-FS1 and II-CS1 (modified from Publication III). 
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In Publication II, along the specified paths on the top surfaces of the specimens (see 

Figure 2.8) transverse residual stresses were experimentally measured. Measurements 

started approximately 1 mm from the weld toes for an approximate length of 25 mm 

towards the outer edges. The results of the welding simulation in terms of transverse 

residual stress for the welded specimens II-FS1, II-FS2, II-CS1, and II-CS2 were 

compared against the measurement results, as shown in Figure 4.19, Figure 4.20, Figure 

4.21, and Figure 4.22, respectively. 

 

Figure 4.19: The simulated transverse residual stresses versus the measurement for II-FS1: (a) 

path 1 and (b) path 2 (modified from Publication II). 

 

  

Figure 4.20: The simulated transverse residual stresses versus the measurement for II-FS2: (a) 

path 1 and (b) path 2 (modified from Publication II). 
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Figure 4.21: The simulated transverse residual stresses versus the measurement for II-CS1 before 

and after removal of the clamps: (a) path 1 and (b) path 2 (modified from Publication II). 

 

 

Figure 4.22: The simulated transverse residual stresses versus the measurement for II-CS2 before 

and after removal of the clamps: (a) path 1 and (b) path 2 (modified from Publication II). 

 

As can be seen in Figure 4.19 and Figure 4.20, the patterns of transverse residual stress 

distribution for both II-FS1 and II-FS2 are similar with peak magnitudes in the HAZ with 

approximate distances of 3–4 mm from the weld toes. The results of the simulation are in 

reasonable agreement with the XRD measurements in terms of the peak magnitude and 

approximate location of the maximum stress value in the HAZ. It should be noted that an 

error band is always involved in XRD measurements, which should be considered when 

comparing them with FE results. The simulated maximum stress values along Path 1 and 

Path 2 for II-FS1 are 224 MPa and 241 MPa, respectively. The peak magnitudes of 

transverse stress for II-FS2 are 174 MPa and 189 MPa, along Path 1 and Path 2, 

respectively. As is observable, the maximum transverse stress values of II-FS2 are 

slightly smaller than those of II-FS1, which shows the effect of weld pass arrangement. 
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As shown in Figure 4.21 and Figure 4.22, the results of the simulation in terms of 

transverse residual stress for both II-CS1 ad II-CS2 are in acceptable agreement with the 

measurement data. Using external constraints with a higher geometrical constraint (i.e., 

rigid clamping at both ends of the specimens) prevented angular distortion to a large 

extent while giving rise to residual stress, as anticipated. The patterns of stress distribution 

before and after release from the welding fixtures are similar, albeit with different 

magnitudes. In the clamped condition, the simulated tensile residual stress in II-CS1 

reaches a maximum value of 393 MPa and 512 MPa on Path 1 and Path 2, respectively. 

The peak magnitudes in II-CS2 are 378 MPa and 452 MPa, along Path 1 and Path 2, 

respectively. After release from the clamps, residual stresses in both II-CS1 and II-CS2 

ease and fall in magnitude, and the distribution patterns become comparable to those of 

II-FS1 and II-FS2, although the peak magnitudes for II-FS1 and II-FS2 are slightly 

greater.  

Comparison between the simulated longitudinal residual stresses developed in II-FS1 and 

II-FS2 is shown in Figure 4.23. In a similar manner, comparison between the longitudinal 

stresses of II-CS1 and II-CS2 before and after unclamping is shown in Figure 4.24. 

 

Figure 4.23: The simulated longitudinal residual stresses along Path 1 and Path 2 for (a) II-FS1, 

and (b) II-FS2 (modified from Publication II). 

 

As can be seen in Figure 4.23, change in the weld pass arrangement did not have a 

significant effect on longitudinal stress, as the general stress distribution pattern and peak 

magnitudes (tensile and compressive) in both welding cases remain almost unchanged. 

Moving far from the weld toe, tensile stress falls in magnitude and reaches a peak 

compressive value at approximately 7 mm from the weld toe. In both cases, the magnitude 

of tensile stress in Path 2 was greater than that of Path 1. A possible reason for this 

phenomenon can be thermal effects: the heat of weld from the second welding pass may 

be responsible for modifying and redistributing stresses in the first welding pass. A 

similar matter was reported by (Ahn et al., 2018).  
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Figure 4.24: The simulated longitudinal residual stresses along Path 1 and Path 2 before and after 

unclamping for (a) II-CS1 and (b) II-CS2 (modified from Publication II). 

 

The pattern of stress distribution for II-CS1 and II-CS2, as shown in Figure 4.24, is quite 

similar to that reported for II-FS1 and II-FS2. The maximum stress values for II-CS1 and 

II-CS2 are comparable to, although smaller than, those for II-FS1 and II-FS2. As can be 

seen, the pattern of stress distribution in both cases experienced no changes after 

unclamping. Removal of the external constraints only slightly affected the level of 

longitudinal residual stress by reducing the tensile and increasing the compressive 

stresses through a shift towards the compressive side compared to the clamped condition. 

Unclamping had a greater effect on transverse stresses, as shown in Figure 4.21 and 

Figure 4.22. The sensitivity of transverse and longitudinal residual stresses to the stiffness 

of external constraints was investigated numerically for II-FS1 and II-CS1. In this regard, 

an arbitrary node in the mid-section of each case in the welding direction located 1 mm 

from the weld toe was chosen, and the evolution of residual stresses by completion of the 

thermal cycles against time was plotted, as shown in Figure 4.25. 
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Figure 4.25: Simulation of the evolution of transverse and longitudinal residual stresses for an 

arbitrary node at 1 mm from the weld toe for (a) II-FS1 and (b) II-CS1 (modified from Publication 

II). 

 

As can be seen in Figure 4.25(a), at the beginning of the first welding pass and when a 
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regions. As the specimen starts to cool down, the residual stresses start to rise and reach 

their maximum values. The maximum values for the tensile longitudinal and transverse 

stresses remain constant during the cooling and while the ambient temperature is reached. 

As the welding of the second pass starts, the residual stresses start to decline due to the 

welding heat and expansion of the heated areas. This fall, however, due to the higher 

distance of the heat source from the selected node, is lower than that seen in the first 

welding pass. The subsequent cooling stage causes the residual stresses to rise and assume 

their final states while they are still in their related welding fixtures. It is observable that 

unclamping had almost no effect on the stress state in II-FS1. The scenario for II-CS1 is 

different, as removal of the welding fixtures caused both longitudinal and transverse 
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stresses to fall. The decrease in the magnitude of the tensile transverse stress is more 

remarkable than that in the longitudinal stress, implying that transverse stress is more 

sensitive to the stiffness of the clamps than longitudinal stress. Transverse stress can be 

released if the stiffness of external restraint decreases, as was also reported by (Fu et al., 

2014). 

Residual stresses in Publication III along the specified paths (see Figure 2.9) for two 

specimens, that is, III-FS1 and III-CS1, were measured to verify the simulation results. It 

should be noted that the rest of the comparisons were drawn based on the validated FE 

models. The starting point of the transverse stress measurement was approximately 1 mm 

from the weld toe and continued along a line of almost 25 mm in length in the transverse 

direction (x-axis). In all the related graphs, Path 1 and Path 2 are located on the negative 

side of the x-axis, while Path 3 and Path 4 are shown on the positive side of the x-axis. In 

order to evaluate the accuracy of the FE model, the results of the simulation in terms of 

the transverse stresses for III-FS1 along the two mentioned paths are plotted in Figure 

4.26. The effect of external constraints on the development of residual stress fields was 

investigated by plotting the results of the simulation before and after the removal of the 

welding fixtures against the measurements, as shown in Figure 4.27. 

 

Figure 4.26: The simulated transverse residual stresses along Path 1 and Path 4 for III-FS1 

(modified from Publication III). 

 

As can be seen in Figure 4.26, the simulation results are in relatively good agreement with 

the measurement data. Both the simulation and measurement show that the maximum 

tensile stress along Path 4 is considerably greater than that of Path 1. The maximum 

transverse stress along Path 1 is approximately 65% of the yield strength of the base 

material, and that of Path 4 exceeds the yield strength of the base material.  
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Figure 4.27: The simulated transverse residual stresses along Path 1 and Path 4 in clamped and 

unclamped conditions for III-CS1 (modified from Publication III). 

 

For III-CS1, as shown in Figure 4.27, predictions of simulation before and after removal 

of the external restraints are in acceptable agreement with the measurement data. Along 

Path 4, in the clamped condition, the maximum transverse stress reaches 1000 MPa, 

which is greater than the yield strength of the material. This can be important when, in 

practice, a T-fillet specimen needs to be welded intermittently and then perform its service 

in high geometrical constraints. Unclamping, however, lowered the level of residual 

stresses along both paths. As seen in III-FS1, the transverse stresses along Path 4 are 

considerably larger than those of Path 1 in both clamped and unclamped conditions.  

The effect of external restraints on the development of longitudinal stress was 

investigated numerically for III-FS1 and III-CS1, as shown in Figure 4.28. As can be 

seen, the maximum tensile stress along Path 4 is greater than that along Path 1 for both 

cases, which is similar to the transverse stress trend albeit with a smaller difference. Peak 

tensile stresses along Path 1 and Path 2 for both cases in the clamped condition are 

approximately identical. The peak values along Path 3 and Path 4 are slightly greater in 

III-FS1. However, when the specimens are unclamped, the final tensile residual stresses 

in III-CS1 along all paths are smaller than those in III-FS1. 
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Figure 4.28: The simulated longitudinal residual stresses along Paths 1–4 for (a) III-FS1 and (b) 

III-CS1 (modified from Publication III). 

 

A comparison was drawn between the residual stress state between II-CS1 from 

Publication II and III-CS1 from Publication III. The former was continuously welded 

along the joint, and the latter was welded in a non-continuous manner with short fillet 

welds; both were clamped at both ends, as plotted in Figure 4.29. 
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Figure 4.29: Comparison between II-CS1 and III-CS1 in terms of the simulated stress state in 

both clamped and unclamped conditions: (a) transverse residual stress, and (b) longitudinal 

residual stress. For III-CS1, Path 1 and Path 4 are selected for the sake of comparison (modified 

from Publication III). 
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restraints than that in III-CS1. The tensile transverse stress in III-CS1 decreased 

remarkably more quickly than in II-CS1. 

Longitudinal stress is sensitive to unclamping at a considerably lower level than 

transverse stress. This sensitivity is slightly greater in II-CS1 than in III-CS1. The fall of 

longitudinal stresses for both cases occurred with almost the same gradient as moving 

from the HAZ towards the outer edges; however, the compressive longitudinal stresses 

in II-CS1 reached greater peak values than those in III-CS1. 

4.5 Elevated-temperature mechanical properties 

In order to study the elevated-temperature constitutive mechanical properties of UHSSs 

in this research, elastic modulus, proof stress at different strain levels and ultimate tensile 

strength were determined from the stress-strain curves of the tested specimens. Since a 

conspicuous yield point is not present in stress-strain graphs, yield strength is generally 

evaluated at various strain levels especially for elevated temperatures. In this respect, the 

strength at 0.2% total strain (f0.2) is defined as the effective yield strength by (Eurocode 

3, 2005). Effective yield strength may also be determined as the proof stress at 0.5%, 

1.5% and 2% of total strain level, as practised by other researchers (Azhari et al., 2017; 

Qiang et al., 2012; Ranawaka and Mahendran, 2009). The stress–strain curves of the as-

received and as-welded specimens made from S960MC and S1100 at different 

temperatures are shown in Figure 4.30 and Figure 4.31. 

The strain and stress characteristics of the as-received and as-welded specimens made of 

S960 MC and S1100 are presented in Table 4.1 and Table 4.2, respectively. It should be 

noted that in the labelling of the specimens in this study, BM and W denote as-received 

base material and as-welded joint, respectively. The numbers 96 and 11 indicate steel 

grades 960 and 1100, respectively. The latter term is the temperature at which the tensile 

test was performed. In this regard, W-96-400, for example, corresponds to the tensile test 

of the welded joint made of S960MC tested at 400 °C.  
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Figure 4.30: The engineering stress-strain curves for the specimens made from S960MC at 

different temperatures: (a) RT–600 °C and (b) 700 °C–900 °C (modified from Publication IV). 
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Figure 4.31: The engineering stress-strain curves for the specimens made from S1100 at different 

temperatures: (a) RT–600 °C and (b) 700 °C–900 °C (modified from Publication IV). 
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Table 4.1: Elevated-temperature mechanical properties of S960 in as-received and as-welded 

conditions (from Publication IV). 

T 

(℃) 

Label E 

(GPa) 

f0.2 

(MPa) 

f0.5 

(MPa) 

f1.5 

(MPa) 

f2 

(MPa) 

fu 

(MPa) 

ε0.2 εu 

RT 
BM 200 1115 1127 1133 1139 1145 0.75 3.03 

W 195 722 765 797 805 805 0.57 2.08 

100 

BM 190 

(0.95) 

1053 

(0.94) 

1083 

(0.96) 

1106 

(0.97) 

1121 

(0.98) 

1134 

(0.99) 

0.75 2.73 

W 184 

(0.94) 

688 

(0.95) 

729 

(0.95) 

760 

(0.95) 

761 

(0.94) 

762 

(0.95) 

0.57 1.77 

 

200 

BM 182 

(0.91) 

985 

(0.88) 

1076 

(0.95) 

1143 

(1.008) 

1177 

(1.033) 

1216 

(1.062) 

0.66 3.92 

W 176 

(0.88) 

703 

(0.97) 

747 

(0.98) 

776 

(0.97) 

777 

(0.97) 

779 

(0.97) 

0.60 1.83 

300 

BM 176 

(0.88) 

949 

(0.85) 

1041 

(0.92) 

1109 

(0.98) 

1140 

(1.00) 

1171 

(1.02) 

0.69 4.13 

W 160 

(0.82) 

722 

(1.00) 

781 

(1.02) 

831 

(1.04) 

849 

(1.06) 

855 

(1.06) 

0.61 2.56 

400 

BM 164 

(0.82) 

829 

(0.74) 

899 

(0.80) 

941 

(0.83) 

953 

(0.84) 

954 

(0.83) 

0.69 2.18 

W 153 

(0.78) 

655 

(0.91) 

713 

(0.93) 

752 

(0.94) 

755 

(0.94) 

756 

(0.94) 

0.53 1.85 

500 

BM 145 

(0.73) 

614 

(0.55) 

642 

(0.57) 

668 

(0.59) 

670 

(0.59) 

671 

(0.59) 

0.46 2.20 

W 144 

(0.73) 

524 

(0.73) 

568 

(0.74) 

583 

(0.73) 

578 

(0.72) 

584 

(0.73) 

0.52 1.43 

600 

BM 114 

(0.57) 

244 

(0.22) 

255 

(0.23) 

261 

(0.23) 

262 

(0.23) 

262 

(0.23) 

0.22 2.63 

W 107 

(0.55) 

248 

(0.34) 

260 

(0.34) 

265 

(0.33) 

265 

(0.33) 

265 

(0.33) 

0.26 2.60 

700 

BM 80 

(0.4) 

69 

(0.06) 

83 

(0.07) 

86 

(0.08) 

86 

(0.08) 

90 

(0.08) 

0.27 9.17 

W 80 

(0.41) 

78 

(0.11) 

83 

(0.11) 

86 

(0.11) 

86 

(0.11) 

90 

(0.11) 

0.28 5.06 

800 

BM 42 

(0.21) 

24 

(0.02) 

28 

(0.03) 

33 

(0.03) 

34 

(0.03) 

38 

(0.03) 

0.25 7.32 

W 42 

(0.22) 

29 

(0.04) 

33 

(0.04) 

37 

(0.05) 

38 

(0.05) 

40 

(0.05) 

0.25 6.08 

900 

BM 62 

(0.31) 

30 

(0.03) 

32.5 

(0.03) 

36 

(0.03) 

37 

(0.03) 

42 

(0.04) 

0.22 12.16 

W 63 

(0.32) 

31 

(0.04) 

33 

(0.04) 

37 

(0.05) 

38 

(0.05) 

43 

(0.05) 

0.24 9.58 
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Table 4.2: Elevated-temperature mechanical properties of S1100 in as-received and as-welded 

conditions (from Publication IV). 

T 

(℃) 

Label E 

(GPa) 

f0.2 

(MPa) 

f0.5 

(MPa) 

f1.5 

(MPa) 

f2 

(MPa) 

fu 

(MPa) 

ε0.2 εu 

RT 
BM 193 1089 1103 1109 1113 1135 0.76 6.28 

W 193 1036 1093 1109 1117 1134 0.67 3.83 

100 

BM 193 

(1.00) 

1035 

(0.95) 

1057 

(0.96) 

1070 

(0.96) 

1076 

(0.97) 

1098 

(0.97) 

0.67 5.08 

W 187 

(0.97) 

986 

(0.95) 

1048 

(0.96)  

1067 

(0.96) 

1078 

(0.96) 

1094 

(0.96) 

0.69 3.55 

200 

BM 189 

(0.98) 

947 

(0.87) 

980 

(0.89) 

999 

(0.90) 

1011 

(0.91) 

1050 

(0.93) 

0.71 5.64 

W 182 

(0.94) 

937 

(0.90) 

998 

(0.91) 

1032 

(0.93) 

1048 

(0.94) 

1074 

(0.95) 

0.60 3.89 

300 

BM 169 

(0.88) 

943 

(0.87) 

983 

(0.89) 

1007 

(0.91) 

1021 

(0.92) 

1048 

(0.92) 

0.74 4.74 

W 163 

(0.85) 

899 

(0.87) 

971 

(0.89) 

1009 

(0.91) 

1024 

(0.92) 

1039 

(0.92) 

0.68 3.21 

400 

BM 162 

(0.84) 

889 

(0.82) 

924 

(0.84) 

958 

(0.86) 

970 

(0.87) 

988 

(0.87) 

0.52 4.14 

W 159 

(0.83) 

866 

(0.84) 

937 

(0.86) 

967 

(0.87) 

980 

(0.88) 

989 

(0.87) 

0.70 3.00 

500 

BM 161 

(0.83) 

746 

(0.69) 

784 

(0.71) 

814 

(0.73) 

819 

(0.74) 

820 

(0.72) 

0.49 2.47 

W 155 

(0.80) 

742 

(0.72) 

788 

(0.72) 

825 

(0.74) 

831 

(0.74) 

832 

(0.73) 

0.48 2.36 

600 

BM 144 

(0.74) 

503 

(0.46) 

532 

(0.48) 

553 

(0.50) 

552 

(0.50) 

553 

(0.49) 

0.38 1.59 

W 142 

(0.74) 

468 

(0.45) 

529 

(0.48) 

551 

(0.50) 

545 

(0.49) 

551 

(0.49) 

0.47 1.49 

700 

BM 122 

(0.63) 

165 

(0.15) 

183 

(0.17) 

190 

(0.17) 

186 

(0.17) 

193 

(0.17) 

0.32 0.92 

W 133 

(0.69) 

152 

(0.15) 

172 

(0.16) 

179 

(0.16) 

174 

(0.16) 

182 

(0.16) 

0.30 0.97 

800 

BM 44 

(0.23) 

47 

(0.04) 

54 

(0.05) 

62 

(0.06) 

64 

(0.06) 

72 

(0.06) 

0.29 12.15 

W 44 

(0.23) 

52 

(0.05) 

59 

(0.05) 

67 

(0.06) 

69 

(0.06) 

75 

(0.07) 

0.30 8.05 

900 

BM 66 

(0.34) 

36 

(0.03) 

37 

(0.03) 

40 

(0.04) 

40 

(0.04) 

44 

(0.04) 

0.26 11.21 

W 73 

(0.38) 

38 

(0.04) 

40 

(0.04) 

43 

(0.04) 

44 

(0.04) 

46 

(0.04) 

0.25 7.92 
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As can be seen in Figure 4.30 and Figure 4.31, for all of the tested specimens, the ductility 

of the as-welded joint decreased compared to the as-received material at an identical 

testing temperature. As presented in Table 4.1 and Table 4.2, as-received S960MC and 

S1100 demonstrate comparably similar strength characteristics (E, f0.2, and fu) at RT, 

whereas the scenario for the as-welded joints at RT is significantly different. That is, 

while the S1100 welded joint reveals no strength deterioration compared to the as-

received material, the welded joint made of S960MC shows significant strength reduction 

(approximately 35%) compared to the as-received specimen. The difference is attributed 

to the softening effect or hardness decline that occurs in the HAZ of welded joints made 

of S960MC. This hardness reduction results from the formation of a softer microstructure 

than that of the base material during the cooling stage of welding (Amraei et al., 2019). 

4.5.1 Elastic modulus 

Exposure to elevated temperatures can consequentially impact the service life and load-

bearing capacity of steels by decreasing the elastic modulus. Obtaining a fire-resistance 

design including UHSS structural members requires a detailed evaluation of elastic 

modulus deterioration at elevated temperatures. Deterioration of strength characteristics 

of steels at elevated temperatures is generally discussed through defining reduction 

factors. The elastic modulus reduction factor at an elevated temperature is defined as the 

ratio of elastic modulus at the given temperature to the reference elastic modulus at RT. 

It should be noted that elastic modulus reduction factors for BM-960/1100 and W-

960/1100 were calculated as (EBMT 
/EBMRT

) and (EWT 
/EWRT

), respectively, from their 

stress–strain curves, as presented in Table 4.1 and Table 4.2. It is worth noting that the 

strength characteristic reduction factors in Table 4.1 and Table 4.2 are the values between 

parentheses. The elastic modulus reduction factors of the tested UHSSs in this study were 

evaluated through comparisons with predictive models from the leading design standards, 

namely, EC3, (AISC, 2005), and (AS4100, 1998), in addition to several datasets of 

HSSs/UHSSs from the literature, as shown in Figure 4.32 (Neuenschwander et al., 2017; 

Qiang et al., 2016, 2013; Shakil et al., 2020). 
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Figure 4.32: The elastic modulus reduction factors of the tested UHSSs at elevated temperatures 

in comparison with some design code models and datasets from the literature (modified from 

Publication IV). 

 

As can be seen in Figure 4.32, the elastic modulus reduction factors of as-welded 

S960MC and S1100 demonstrate no significant changes compared to the as-received 

ones. In the prediction of the temperature-dependent elastic modulus reduction factors of 

BM/W-960, as well as most of the data presented for the sake of comparison, a bilinear 

curve is associated, one from RT–500 °C and the other from 500 °C–800 °C, the latter 

with a steeper gradient that indicates an abrupt loss of strain hardening at these 

temperatures compared to moderately-elevated temperatures. Although continuous 

degradation with increased temperatures is involved in the elastic modulus of S1100, the 

degeneration level is lower, and the trend is clearly slower than that of S960MC. S1100 

maintains a more stable microstructure at elevated temperatures than S960, which results 

in less strength degradation (Amraei et al., 2019). 

As shown in Figure 4.32, up to 300 °C, the elastic modulus reduction factors of BM/W-

960 are fairly predicted by EC3, AISC, and AS4100. As the temperature increases, 

predictions of EC3 and AISC start to err on the safe side, and they become overly 

conservative when the temperature exceeds 600 °C. AS4100, however, provides safe but 

not overly conservative predictions regarding the elastic modulus reduction factors of 

BM/W-960 at temperatures above 300 °C. The calculated reduction factors for BM/W-

1100 up to 300 °C demonstrate more agreement with the predictive models of EC3 and 

AISC than with that of AS4100 as it becomes slightly unsafe. When the temperature 

exceeds 400 °C, all the design code models lean toward over-conservativism, with 

AS4100 having a smaller degree of conservativism than EC3 and AISC. 
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4.5.2 Yield strength 

The reduction factors related to 0.2% proof stress (f0.2), which is commonly referred to as 

yield strength, were chosen for the sake of comparison with leading design standard 

predictive models and several datasets from the literature, as plotted in Figure 4.33. It 

should be noted that in this comparison, the yield strength reduction factors for as-

received and as-welded conditions were calculated as (f0.2BMT 
/ f0.2BMRT

) and (f0.2WT 
/ 

f0.2WRT
), respectively. 

 

Figure 4.33: The yield strength reduction factors (f0.2) of the tested UHSSs at elevated 

temperatures in comparison with some design code models and datasets from the literature 

(modified from Publication IV). 

 

As shown in Figure 4.33, continuous degradation of the yield strength occurs for BM-960 

at all the testing temperatures, at a lower rate in the range RT–400 °C than in the following 

range, that is, 400 °C–800 °C, where a consequential strength decline happens. For BM-

1100 a similar pattern is observable, albeit with a slower rate. In this regard, BM-1100 at 

600 °C maintains approximately 50% of its original strength in contrast to the 20% 

maintained by BM-960. The yield strength absolute values of BM-960 are larger than 

those of W-960 in the temperature range RT–600 °C. For reduction factors, however, the 

scenario is different: yield strength reduction factors of W-960 take larger values than 

those of BM-960. That is, the strength degradation for as-received S960MC at elevated 

temperatures up to 600 °C occurs at a higher rate than for the as-welded joint, and the 

reason lies in the significant strength reduction due to welding of S960MC. With respect 

to S1100, both as-received and as-welded specimens demonstrate very close yield 

strength reduction patterns, which means the elevated-temperature yield strength of W-

1100 can be considered identical to that of BM-1100. 
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With respect to f0.2 reduction factors, AICS provides less safe predictions for UHSSs than 

either EC3 and AS4100. Predictions of EC3 for BM-960 in the temperature range up to 

200 °C are slightly nonconservative, while safe estimations are provided in the 

temperature range 200 °C–500 °C before they move into an unsafe region above 500 °C. 

Predictions of EC3 for W-960 in the temperature range RT–100 °C and above 700 °C fall 

in a slightly unsafe region. In the temperature range 100 °C–700 °C, reduction factors of 

W-960 are safely predicted by EC3, but these predictions are overly conservative in the 

range 200 °C–500 °C. Predictions of EC3 for BM/W-1100 are similar to those for BM-

960, albeit with a higher degree of conservativism in the temperature range 300 °C–700 

°C. Predictions of AS4100 regarding the reduction factors of BM-960 are unsafe, and 

those of W-960 are safely predicted solely in the temperature range 200 °C–500 °C, which 

makes it thus inapplicable for the prediction of yield strength reduction factors of 

S960MC. In the temperature range 300 °C–600 °C, the reduction factors of BM/W-1100 

are safely predicted by AS4100, and predictions fall into the unsafe region at all other 

temperatures.   

When comparing the yield strength reduction factors of BM-960 with the datasets related 

to S960 provided in the literature (Neuenschwander et al., 2017; Qiang et al., 2016), a 

similar trend of strength degradation up to 400 °C is observed. In the temperature range 

300 °C–700 °C, strength deterioration is more pronounced in S960MC, which is used in 

this study, than in S960QL from the literature (Neuenschwander et al., 2017; Qiang et al., 

2016). One reason can be that the quenched and tempered S960QL, due to solid solution 

strengthening, has a higher molybdenum content than the direct-quenched S960MC, 

which can contribute to increasing the creep resistance of the steel (Xiong et al., 2018). 

4.5.3 Ultimate tensile strength 

The ultimate tensile strength reduction factors of the tested steels in as-received and as-

welded conditions were calculated as (fuBMT 
/ fuBMRT

) and (fuWT 
/ fuWRT

), as shown in Figure 

4.34.  

In terms of BM/W-960, the predictions of EC3 and the calculated reduction factors based 

on the experimental data up to 500 °C are in an acceptable agreement. Exceeding 500 °C, 

predictions of EC3 fall on the unsafe side. With respect to BM/W-1100, EC3 fails to 

safely predict the reduction factors in the temperature range 100 °C–350 °C. Above 350 

°C and up to 700 °C, predictions of EC3 become safe and conservative. In the range 700 

°C–900 °C, although predictions of EC3 become less conservative, they remain safe. The 

ultimate tensile strength deterioration trends related to BM/W-1100 are quite similar to 

those of S960QL, plotted in Figure 4.34, and EC3 thus similarly provides inaccurate 

estimations for their reduction factors in the temperature range 100 °C–350 °C.  
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AISC is shown to be inapplicable to predicting the reduction factors of all the datasets 

provided in Figure 4.34. Solely in the temperature range 500 °C–650 °C is an acceptable 

agreement reached between the calculated reduction factors of BM/W-1100 and S960QL 

from the literature and the estimations of AISC. 

 

Figure 4.34: The ultimate tensile strength reduction factors (fu) of the tested UHSSs at elevated 

temperatures in comparison with some design code models and datasets from the literature 

(modified from Publication IV). 

4.5.4 Predictive equations  

Based on the calculated reduction factors for the tested UHSSs in this study and the 

datasets related to S960QL from the literature, predictive equations as a function of 

temperature were developed to estimate the constitutive mechanical property reduction 

factors for UHSSs. Safe predictions in terms of UHSS reduction factors are provided by 

these equations; hence, they are useful in developing fire-resistance structural designs. 

Predictive equations were developed for elastic modulus, yield strength (0.2% proof 

strength), and ultimate tensile strength. 

The datasets to derive the elastic modulus reduction factor predictive equations are plotted 

in Figure 4.35. As can be seen, when the temperature rises the data scatter increases. The 

main reason is the dramatic difference between the elastic modulus of the S960QL 

reported by (Qiang et al., 2016) and the rest of the datasets in the temperature range 300 

°C–800 °C shown in Figure 4.35. For the sake of comparison, the predictive curves based 

on the Mean and Mean−2SD criteria including and excluding the datasets from (Qiang et 

al., 2016), are presented in Figure 4.35. The final predictive equation was derived based 

on the Mean−2SD criterion, where SD is the standard deviation of the data including the 

data reported by (Qiang et al., 2016). 
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Figure 4.35: The datasets to derive the elastic modulus reduction factor predictive equations for 

UHSSs and the developed predictive curves (modified from Publication IV). 

 

Elastic modulus reduction factors at elevated temperatures for UHSSs can be predicted 

using the following equation:  

 

𝐸𝑇
𝐸𝑅𝑇
⁄ =

{
 
 
 
 
 

 
 
 
 
 
3 × 10−9𝑇3 − 7 × 10−8𝑇2 − 0.001 × 𝑇 + 1.0203

 
20 ≤ 𝑇 < 300

 
 2 × 10−11𝑇4 − 2 × 10−8𝑇3 − 5 × 10−6𝑇2      
+0.0057 × 𝑇 − 0.1604                                          

 
300 ≤ 𝑇 < 700

 
−4 × 10−6𝑇2 + 0.0076 × 𝑇 − 3.1406              

 
700 ≤ 𝑇 ≤ 900

 (4.1) 

To make a comparison, Equation 4.1 is plotted against the design code predictive curves, 

as shown in Figure 4.36. 
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Figure 4.36: Equation 4.1 versus the predictive curves of some leading standards to estimate the 

elastic modulus reduction factors (modified from Publication IV). 

 

As can be seen in Figure 4.36, compared to the predictive curve based on Equation 4.1, 

all the design code predictive models require modifications to deliver safe predictions for 

elastic modulus reduction factors in the temperature range RT–300 °C.  

The predictive equation to estimate the yield strength reduction factors of UHSSs was 

derived based on the datasets plotted in Figure 4.37 . To derive the predictive equation 

regarding the yield strength reduction factors, Mean−2SD criterion was used.  

 

Figure 4.37: The datasets to derive the yield strength reduction factor predictive equations for 

UHSSs and the developed predictive curves (modified from Publication IV). 
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The yield strength reduction factors of the UHSSs used in this study at elevated 

temperatures can be estimated using the following equation: 

 

𝑓0.2,𝑇
𝑓0.2,𝑅𝑇
⁄ =

{
 
 
 
 
 

 
 
 
 
 
−6 × 10−11𝑇4 + 5 × 10−8𝑇3 − 10−5𝑇2

+0.0004 × 𝑇 + 0.9972                               
 

20 ≤ 𝑇 < 400
 

−9 × 10−6𝑇2 + 0.0063 × 𝑇 − 0.3729   
 

400 ≤ 𝑇 < 600
 

3 × 10−6𝑇2 − 0.0055 × 𝑇 + 2.2698      
 

600 ≤ 𝑇 ≤ 900

 (4.2) 

The graphical presentation of Equation 4.2 in comparison with the predictive curves of 

EC3, AISC and AS4100 is shown in Figure 4.38. 

 

Figure 4.38: Equation 4.2 versus the predictive curves of some leading standards to estimate the 

yield strength reduction factors (modified from Publication IV). 

 

As is observable, similar to the prediction of elastic modulus reduction factors, all the 

design codes fail to estimate the yield strength reduction factors safely. In this regard, 

EC3 maintains less deviation from the developed curve than AISC and AS4100 to obtain 

safe predictions. 
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The equation to predict the ultimate tensile strength reduction factors was obtained based 

on the datasets plotted in Figure 4.39. 

 

Figure 4.39: The datasets to derive the ultimate tensile strength reduction factor predictive 

equations for UHSSs and the developed predictive curves (modified from Publication IV). 

 

Elevated-temperature reduction factors regarding the ultimate tensile strength of the 

UHSSs in this study can be estimated by the following equation: 

 

𝑓𝑢,𝑇
𝑓𝑢,𝑅𝑇
⁄ =

{
 
 
 
 
 

 
 
 
 
 
−4 × 10−11𝑇4 + 3 × 10−8𝑇3 − 5 × 10−6𝑇2

−0.0004 × 𝑇 + 1.0107                                       
 

20 ≤ 𝑇 < 400
 

−9 × 10−6𝑇2 + 0.0061 × 𝑇 − 0.1603           
 

400 ≤ 𝑇 < 600
 

3 × 10−6𝑇2 − 0.0047 × 𝑇 − 1.9841              
 

600 ≤ 𝑇 ≤ 900

 (4.3) 

A comparison is drawn in Figure 4.40 between the proposed equation to estimate the 

ultimate tensile strength reduction factors of the UHSSs used in this study, EC3, and 

AISC predictive curves. 
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Figure 4.40: Equation 4.3 versus the predictive curves of some leading standards to estimate the 

ultimate tensile strength reduction factors (modified from Publication IV). 

 

As can be seen, across all the testing temperatures both design code predictive models 

provide unsafe predictions and thus require modifications to be applicable for UHSSs. 

AISC retains more deviation from the developed curve than EC3 for safe estimations 

regarding the ultimate tensile strength reduction factors.
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5 Conclusions 

The full potential of HSSs/UHSSs can be realised if the phenomena contributing to the 

strength deterioration of these materials are identified and insight is sought into the 

prediction, assessment, alleviation, or negation of those effects. Welding thermal cycles, 

through non-uniform heating and cooling, have a significant effect on the load-bearing 

capacity of these materials by inducing softening effects. Another dramatic effect is the 

development of residual stresses and distortions. FE simulation of welding and the 

prediction of residual stress fields and welding distortions in different HSS/UHSS grades 

was investigated, and an experimental study of the mechanical behaviour of these 

materials at elevated temperatures was carried out. Based on Publications I–III, included 

in this research, the following conclusions with respect to thermomechanical welding 

simulation and prediction of welding-induced stresses and strains are drawn: 

• Welding-induced residual stresses and distortions can be captured with reasonable 

accuracy as long as the thermal analysis is calibrated properly.  

• Incorporation of solid-state phase transformation resulted in more accurate results 

with respect to capturing the angular and out-of-plane bending distortions. 

• The configuration of external constraints (mechanical boundary conditions) has 

larger effects on the development of residual stress fields and distortions than the 

welding pass arrangement.  

• In fillet welding with a single pass per side, the arrangement in which both passes 

are in the same direction resulted in slightly larger angular distortion and peak 

transverse stress than the arrangement in which the two passes are in the opposite 

directions. 

• In continuous fillet welding over the length of the joint, transverse stresses are 

sensitive to the stiffness of external constraints. That is, increasing the stiffness 

degree can cause transverse stresses to rise. Removing or reducing the 

constraining stiffness, however, can release or ease transverse stresses. 

Longitudinal stresses are less affected by restraining stiffness than transverse 

stresses. In this context, using very rigid clamping at both ends in the transverse 

direction during welding and post welding removal can result in significant 

distortion prevention and releasing of the residual stresses.  

• In non-continuous short fillet welds, although rigid clamping at both ends can 

results in distortion prevention, the effect is smaller than that on a long continuous 

fillet weld. In this respect, other distortion prevention methods, such as applying 

pre-deformations, might be considered for short fillet welds in addition to the 

application of rigid constraints. 

• In short fillet welds, the stress field is local and has larger peak magnitudes than 

those in continuous long welds, and the peak magnitudes are considerably larger 
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than those for long welds. Peak stress can easily exceed the yield strength of the 

base material and is thus important to consider in real applications, as high tensile 

stresses might cause premature failures under dynamic loads.  

In terms of the deterioration of constitutive mechanical response of UHSSs at elevated 

temperatures, based on the results of the Publication IV in this research the following 

conclusions are drawn: 

• With an identical nominal strength grade, the elevated-temperature response of 

UHSSs highly depends on their manufacturing processes and chemical 

compositions. 

• None of the design code models used for comparisons in this study can provide 

accurate predictions of the reduction factors of the constitutive mechanical 

properties of UHSSs. In this regard, the application of the predictive curves 

provided by the leading standards cannot practically be used for safe fire design 

of the structures and assemblies made of UHSSs. All the leading standards used 

for the sake of comparison require modifications in their predictive models for 

temperatures below 300 °C. 

• EC3 shows better partial adoptability to the data packages related to UHSSs in 

this study than AS4100 and AISC.  
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A B S T R A C T

The objective of this study is developing a thermo-metallurgical-mechanical finite element (FE) model in-
corporating the effect of solid-state phase transformation (SSPT) to accurately simulate deformations for single
bead-on-plate welding of an ultra-high strength carbon steel. Comprehensive phase transformation modeling
including both diffusive and diffusionless (displacive) transformation kinetics, was performed and the effect of
SSPT on welding-induced deformations was investigated. Modelling the heat source and thermal boundary
conditions were accomplished in the ABAQUS user subroutines, the former based on the Goldak’s double el-
lipsoidal heat source model. An ABAQUS user subroutine was developed in which kinetics of diffusive and
diffusionless transformations based on Machnienko model and Koistinen-Marburger formula, respectively, were
implemented. Modification of strains due to volumetric change as a result of SSPT was accomplished using an
ABAQUS user-defined subroutine. A comparison between the temperature histories from thermal simulations
(with isotropic as well as anisotropic conductivities) and measurement with thermocouples shows that much
better verification with experiments can be obtained when anisotropic conductivity is applied. From the results
of the mechanical simulations (with and without considering the effect of SSPT) and comparison with measured
deformations, it is observable that more accurate prediction of welding-induced angular and bending distortions
is possible when the effect of SSPT is incorporated for the material under investigation.

1. Introduction

Indispensable demand of fast-growing technology for light-weight
yet high-performance materials has led to advent and actuated the
development of ultra-high strength steels (UHSS) as a member of high-
strength low-alloy (HSLA) steels during the past decades. Together with
high load-bearing capacity, HSLA steels have a superb combination of
toughness, weldability and high strength-to-weight ratio making them
highly applicable in a wide variety of manufacturing industries such as
heavy lifting, oil and gas, automotive and ship-building industries as
well as industrial equipment manufacturing sector and offshore con-
struction [1–3].

Cost-effectiveness, efficiency and reliability of fusion welding
techniques and in particular, conventional arc welding processes such
as gas metal arc welding (GMAW), make them the main and the most
prevalent methods of making permanent joints in fabrication of com-
ponents and structures made up of HSLA steels [1,4]. In this context,

dramatic effects of employing such joining techniques operating upon
transporting a tremendous heat input into material should be meticu-
lously contemplated. Due to high heat input of arc welding processes
and slow cooling rates, HSLA steels in general, experience heat-affected
zone (HAZ) softening [5]. The impacts of elevated temperatures on
strength reduction of UHSSs, have also been reported [6]. More im-
portantly, rapid non-uniform heating and cooling due to welding
thermal cycles, lead to appearance of elasto-plastic thermal strains.
SSPT which itself controls thermal and mechanical properties of ma-
terial and causes localized volume changes, might also arise in the
welding area and adjacent HAZ contributing to evolution of thermal
strains [7–9]. In addition, inadvertent plastic deformation can degrade
performance and quality of the welded connections, impose complexity
to assembly of the structure, increase fabrication costs and delay the
production and in extreme cases, might cause inapplicability of the
entire structure [7,9,10].

Development of well-functioning methodologies and efficient
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models to predict and analyze welding-induced stresses and strains
accurately, become imperative in order to exploit the maximum load-
bearing capacity of the joints made up of UHSSs and provide safety to
their application. In this regard, FE method has proven its potential and
reliability to solve a broad spectrum of linear and non-linear mathe-
matical and engineering problems. In the field of heat transfer and
welding simulations, over the past decades, computational welding
mechanics (CWM) aiming at analyzing the temperature field, welding-
induced stresses and strains along with microstructural evolution has
been significantly developed [11–16]. Numerous studies have been
hitherto conducted concerning welding simulation and prediction of
residual stresses and distortions for different joint types [4,10,17–19],
materials [4,10,18–25] and welding processes [4,10,19,24]. Although
remarkable research has been devoted to welding simulation of steels, a
few concentrated on comprehensive metallurgical modeling [26,27].
With respect to high strength steels (HSS) and UHSSs, some studies
considered welding simulations including austenite–martensite trans-
formation [25,28–30] and some neglected such effect [24]; however,
less attention has been paid to comprehensive metallurgical modelling
including both diffusive and displacive transformations for modern
direct-quenched thermo-mechanically rolled UHSSs. Accurate predic-
tion of welding deformations is essential in decreasing fabrication costs,
increasing the quality and performance of the joint, service life of the
component as well as efficiency of production processes such as digi-
talized robot welding. The objective of this research is developing a
comprehensive thermo-metallurgical-mechanical (TMM) FE model to
accurately predict welding-induced angular and out of plane bending
distortions of direct-quenched thermo-mechanically rolled UHSS S960
MC. In this regard, a three-dimensional sequentially-coupled model for
numerical simulation of a single pass bead-on-plate welding of the
UHSS S960 MC specific to GMAW process is elaborated in ABAQUS
software [31].

Accurate computational modeling of thermal and metallurgical
phenomena which incorporates both diffusive and displacive SSPT ki-
netics models in FE simulation is accomplished. Subsequently, the effect
of SSPT on mechanical analysis and prediction of out of plane angular
and bending deformations are investigated. Thermal phenomena is
modeled by applying a body heat flux upon implementation of Goldak’s
double ellipsoidal heat source model [32] in the user subroutine DFLUX
and developing the user subroutine FILM to consider the combined
convective and radiative heat transfer. Dilatometric tests are conducted
and continuous cooling transformation (CCT) diagram of the material is
determined experimentally. A linear relationship to consider in-
complete austenite transformation during heating based on the pre-
vious researches [26,28,33] along with Machnienko kinetics for diffu-
sional and Koistinen-Marburger equation for diffusionless
transformations are implemented in the user subroutine USDFLD. Vo-
lume fractions of austenite during heating as well as arising phases
upon austenite decomposition in cooling stage are accordingly calcu-
lated. The computed volume fractions together with experimentally
obtained full volumetric change strains from dilatometric data are

formulated in the user subroutine UEXPAN to calculate volume changes
due to phase transformation during both heating and cooling. Computer
simulations in terms of prediction of temperature histories, present
microconstituents in fusion zone (FZ) and HAZ as well as welding-in-
duced distortions are verified by experimental measurements.

2. Experimental procedure

2.1. Material

The parent material used in this study is S960 MC manufactured by
SSAB, which is an advanced low carbon ultra-high strength low alloy
steel offering a minimum yield strength of 960MPa. This UHSS is made
by a modern thermo-mechanical rolling process integrated with direct
quenching in which water quenching occurs forthwith after hot rolling.
This process differs from the conventional method, which contains hot
rolling, air-cooling, reheating and ultimately quenching [34,35].

The filler material utilized to deposit the weld bead is Böhler Union
X96 solid wire with 1mm diameter, which practically has the same
strength as the parent material [36]. Chemical composition of the
material under investigation based on the material certificate of the
manufacturer and those of filler material from the literature [37] are
presented in the table 1.

2.2. Welding procedure

A single rectangular block of S960 MC with dimensions of
300× 300×8mm was used as the base material upon its center line, a
layer of filler material in a single pass GMAW process was deposited. It
must be mentioned that base material was positioned in the way that
welding torch travels in transverse direction (perpendicular to rolling
direction) of the material. The convention for welding direction was
assumed to be along the+Y-axis and+Z is normal to the top surface of
the plate. Welding was carried out in ambient temperature of 20 °C
without any application of preheat based on the recommendation of the
manufacturer [38]. Due to softening effects on the material, heat input
level should be optimized [36], thus, welding parameters were adjusted
to meet the heat input requirements, as are presented in the table 2.

Adjusting the value of 0.8 as the welding efficiency for GMAW
process, a total energy of 179.2 kJ corresponding to a net heat input
value of 640 J/mm was supplied during the welding.

2.3. Temperature measurement

Temperature histories during welding were monitored by attaching
several K-type thermocouples at different positions on top as well as
bottom surfaces of the parent material. It is worthy of note that as long
as the FE model is verifiable by experimental results, the choice of
number and location of thermocouples are optional. Two thermo-
couples were detached during welding and failed to record the tem-
perature. The positions at which six thermocouples were mounted are

Table 1
Chemical compositions of S960 MC and Böhler Union X96 (wt. %).

Material C Si Mn P S Al Ti Cu Cr Ni Mo N

S960 MC 0.097 0.20 1.09 0.008 0.001 0.034 0.02 0.033 1.13 0.38 0.191 0.005
Union X96 0.12 0.80 1.90 – – – – – 0.45 2.35 0.55 –

Table 2
Welding process parameters.

Voltage (V) Current (A) Travel speed (m/min) Wire diamater (mm) Wire feed rate (m/min) Gas flow rate (L/min) Tip distance (mm) Shielding gas

28 200 0.42 1 10 19.3 18 92% Ar+ 8% CO2
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schematically shown in Fig. 1. Thermocouples T1 and T4 attached in
HAZ to capture higher temperatures while T2 and T3 mounted in base
material, show lower temperatures. B1 and B2 provide more data re-
garding the temperature distribution through thickness. From FE point
of view, six thermocouples can provide sufficient data to verify the
nodal temperatures calculated by FE model.

2.4. Deformation measurement

Out of plane angular and bending distortions on specified paths on
top surface before and after welding were measured using the laser
profile scanner Micro-Epsilon optoNCDT 1700–20 in order to compare
with numerical simulation as are depicted in Fig. 2. Paths 1 & 2 (red
solid lines) starting at the weld toe, demonstrate the paths along which
angular distortion is measured. Path 3 (green dashed line) shows the
measuring path for out of plane bending distortion.

3. Finite element simulation

Welding is a complex joining process which includes coupled in-
teractions between heat and mass transfer, microstructural alterations
and evolution of mechanical fields. Numerical procedures to accurately
simulate such process, can be highly complicated and might not reach
realistic solutions especially if capturing all the aspects is concerned.
Not all the factors that impose complexity to welding simulation are
consequential and thus, simplification of presumptions will result in
elaborating an efficient yet precise model [20,28].

FE method is adopted to simulate the welding process and in-
vestigate the evolution of microstructure and development of distor-
tions due to existence of a transient thermal field during welding in the
current study. Capturing the temperature histories, simulation of phase
transformation and prediction of welding distortions are accomplished
developing a sequentially-coupled TMM formulation in ABAQUS FE
code. Sequentially-coupled analysis is stated to have a favorable per-
formance as dimensional changes during welding are insignificant and
the effect of structural response on thermal field is inconsequential
[4,25]. In thermal analysis, non-linear transient temperature field due
to a moving heat source is determined upon solving constitutive heat
conduction equation subject to defined boundary conditions. Me-
tallurgical analysis is performed by calculating the volume fractions of
austenite in heating and arising phases in cooling. In the subsequent
mechanical analysis, the temperature histories obtained in the previous
steps, are applied as thermal load. In addition, volume changes due to
phase transformations are used to modify the thermal expansion coef-
ficients and find the structural response and calculate the displacements
at nodes.

3.1. Model geometry and FE mesh

Modeling the as-welded geometry was carried out by extracting the
curvature of the weld bead from the macrosection of the weld seam.
Due to symmetry concerning the weld center line, only one-half of the
geometry was considered as the analysis domain. Inasmuch as nodal
temperatures captured in thermal analysis need transferring into the
model for mechanical analysis, the same FE mesh with identical time
steps as is shown in Fig. 3, albeit, with different element types were
used in both analyses.

Fig. 1. Positions of thermocouples on top (a) and bottom (b) surfaces. (Units in mm).

Fig. 2. Measurement paths for angular and bending distortions. (Units in mm).
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Respecting element types in welding simulation problems, em-
ployment of linear brick elements for both thermal and mechanical
analyses by some authors [21,25] and application of quadratic brick
elements in thermal as well as mechanical analyses [18] have been
reported. Ahn et al. [19] on the other hand, used quadratic brick ele-
ments in thermal analysis and linear brick elements in the subsequent
mechanical analysis. Thermal analysis in the present study, however,
was performed by employing linear hexahedral eight-node three-di-
mensional continuum diffusive heat transfer elements (DC3D8) with
temperature as the only degree of freedom at each node. Heat transfer
analyses involving latent heat effects, as is incorporated in this study,
are preferred to be solved using first order diffusive elements owing to
their special integration approach [31]. First order reduced integration
hexahedral three-dimensional continuum elements (C3D8R) with three
translational degrees of freedom at each node were used in mechanical
analysis. A better convergence is supposed to be achieved and excessive
locking is prohibited during mechanical analysis using reduced in-
tegration elements [28].

A fine mesh grid in FZ and its close vicinity was applied, which
becomes coarser as the distance towards the edges in transverse to
welding direction increases. Fine mesh ensures accurate application of a
heat flux introduced by a travelling torch which causes high tempera-
tures and dramatic stress gradient in FZ and HAZ [19,28]. Mesh sen-
sitivity was analyzed to study the effect of mesh density on the accuracy
of the results. Mesh convergence was approached when no more ac-
curacy was rendered by further mesh refinement. By taking into ac-
count the computational costs, a fine mesh with a total number of
64,808 elements and 71,398 nodes and the smallest element size of
2.8× 0.5×0.5mm was found sound enough to provide more than
sufficient accuracy to the results.

3.2. Temperature-dependent material properties

Temperature-dependent thermo-physical properties of the base and
filler materials namely density ρ( ), thermal conductivity k( ) and specific
heat c( ) were obtained as a function of their chemical compositions
from JMatPro [39]. In this study, due to very similar thermo-physical
properties of the base and filler materials, they were defined as the
same material and those of base metal was used for both materials as
are shown in Fig. 4. It is worthy to mention that units are arranged so
that all the properties can be shown in one single graph.

With respect to mechanical properties of material, temperature-
dependent Poisson’s ratio ν( ) was taken from JMatPro [39].

Temperature-dependent yield strength and Young’s modulus of base
metal were experimentally obtained through conducting hot tensile
tests from room temperature (RT) up to 1200 °C. True stress–strain
curves of the base material at tested temperatures are shown in Fig. 5.
Owing to difficulty finding those of filler material especially at high
temperatures, mechanical properties of filler metal were assumed
identical to those of base metal as are shown in Fig. 6.

3.3. Thermal analysis

Transient temperature field during welding is defined by con-
stitutive heat conduction equation derived from Fourier’s law of heat
conduction and law of energy conservation with temperature-depen-
dent material characteristics:

⎜ ⎟
∂
∂

= ∂
∂

⎛
⎝

∂
∂

⎞
⎠

+ ∂
∂

⎛
⎝

∂
∂

⎞
⎠

+ ∂
∂

⎛
⎝

∂
∂

⎞
⎠

+ρ T c T T
t x

k T T
x y

k T T
y z

k T T
z

Q( ) ( ) ( ) ( ) ( ) ̇p v

(1)

where ρ T( ) [kg/m3], c T( )p [J/kg°C] and k T( ) [W/m°C] are tempera-
ture-dependent density, specific heat and thermal conductivity, re-
spectively.T [°C] is temperature and t [s] represents time. Q ̇v [W/m3] is
known as volumetric heat source density or internal volumetric heat
generation rate. In the present work, arc energy from a moving heat
source transferred to the parent and weld metals, was applied as a
volumetric heat flux implemented in the ABAQUS user subroutine
DFLUX based on the model with double ellipsoidal distribution elabo-
rated by Goldak et al. [32]. The model describes two heat flux dis-
tributions, one for the front half of the heat source:
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Similarly, for the rear half:
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where x, y, z are coordinates in the reference system. Q is power of the
welding arc which is calculated using arc voltage, current and welding
efficiency η, is assumed to be 0.8 for GMAW process [20]. The para-
meters a, bf , br and c are Goldak’s weld pool characteristics which can
be initially adopted based on the photomacrograph of weld cross-sec-
tion and weld pool boundaries dimensioning [11]. Via iteration, those
parameters can be precisely adjusted to reach a favorable molten zone

Fig. 3. Meshed symmetric geometry used in the analysis.
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and a close agreement between temperature histories from simulation
and experiment. ff and fr are dimensionless fractions of the heat de-
posited in front and rear half of the heat source, respectively. Heat
source parameters and their values used in the analysis, are

summarized in the table 3. The following mathematical relationships
are observable by taking the continuity of the heat source into account:

=
f
b

f

b
r

r

f

f (4)

+ =f f 2f r (5)

Integration process will be involved in solving the Eq. (1) in which
an arbitrary constant will be inserted. A unique solution will be found if
the specific boundary conditions are defined. The most frequently ap-
plied boundary conditions in welding simulations are heat losses due to
convection and radiation from free surfaces being defined based on the
Newton’s law of cooling and Stefan-Boltzmann's law, respectively. The
involvement of the mentioned phenomena in this study was fulfilled by
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Fig. 4. Temperature-dependent thermo-physical properties of S960 MC.
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Fig. 6. Temperature-dependent mechanical properties of S960 MC, σy (yield
strength), E (modulus of elasticity) and ν (poisson’s ratio).

Table 3
Parameters of Goldak’s heat source model.

Parameter a(mm) bf (mm) br(mm) c(mm) ff fr

Value 4.6 5 14 4 0.53 1.47
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considering the combined effect of convection and radiation, which is
represented via the two mathematical expressions in the Eq. (6) as was
practiced by several researchers [4,40,41]. The user subroutine FILM in
ABAQUS was developed to model the combined thermal boundary
conditions.
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2
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where h denotes the temperature-dependent heat transfer coefficient.
In the context of thermal simulation and calibration of model,

convective stirring effect of fluid flow in molten zone was modeled
using artificially increased thermal conductivity in temperature ranges
higher than melting point termed as effective heat conductivity due to
thermo-capillary flow, which is also known as Marangoni effect
[4,28,40]. In this regard, thermal conductivity increased linearly be-
tween solidus and liquidus temperatures by a factor of three compared
to the value of ambient temperature. Latent heat of fusion was taken
into account to model the heat effects of solidification in weld pool by
assuming the value 260× 103 J/kg between solidus temperature
1465 °C and liquidus temperature 1520 °C.

3.3.1. Incorporation of anisotropic heat conductivity in thermal analysis
As mentioned above, with regards to calibration of thermal model to

reach an agreement between temperature histories from simulation and
experiment, different parameters such as heat source parameters can be
calibrated. As will be shown in the results section, further calibration of
thermal model (in addition to calibration of Goldak’s parameters) to
reflect accurate temperature field comparable with experiment, was
only possible when anisotropic temperature-dependent thermal con-
ductivity was defined as a calibrating tool. Different phenomena might
be involved whose effects were taken into account using anisotropic
conductivity. One possible hypothesis is introduced based on the
measurement of pre-austenite grain structure of the material and
available literature connecting size of grains to anisotropic con-
ductivity. Rolled steel sheets are believed to show orthotropic behavior
[42]. Production process of steels can cause alteration in their spatial
organizations and size of grains in different directions and anisotropy as
a result. The mechanism is not discussed here but it is considered as a
known priori. In a study by Jonšta et al. [43], effect of grain size on
conductivity of steel samples was investigated. Improved heat transfer
and higher thermal conductivity through the coarse-grained samples
owing to a fewer number of grain boundaries implying less barrier and
reduced resistance versus heat conduction, was reported. Austenite
morphologies of the material under investigation in rolling (RD),
transverse (TD) and normal (ND) directions is depicted in Fig. 7.

As can be seen in Fig. 7 in RD-ND section, grains are elongated in RD
while considerably compressed in ND. A similar pattern is observable in
section TD-ND. Size of grains in RD, TD and ND were measured ap-
proximately 60.9 μm, 50.6 μm and 11 μm, respectively [44]. Based on
this hypothesis, smaller grain size in ND might have an effect on
weakening the thermal conductivity through thickness. In this regard,
anisotropic material was defined in ABAQUS to which in thickness

direction, decreased heat conductivity values compared to those of
rolling and transverse directions, in the entire temperature ranges
below the austenitization temperature, were assigned. Those values,
then, were iterated to reach a close agreement between the temperature
histories predicted by simulation and experiment as are summarized in
the table 4.

3.4. Mechanical analysis

In a sequentially-coupled formulation, temperature histories pre-
dicted in thermal analysis are used as thermal load in mechanical
analysis. Mechanical (structural) analysis is accomplished upon solving
non-linear elasto-plastic governing partial differential equations. One of
the equations is equilibrium equation [45]:

∇ + =σ F. 0b (7)

where ∇ is divergence operator, σ shows Cauchy stress tensor and Fb
implies body force vector. The other equation is thermal elasto-plastic
constitutive equation through which the relation between stresses and
strains is expressed [46]:

= −dσ D dε C dT{ } [ ]{ } [ ]{ }th (8)

And = +D D D[ ] [ ] [ ]e p where dσ , dε and dT show increments of stress,
strain and temperature, respectively. Cth is matrix of thermal stiffness,
D[ ]e and D[ ]p , respectively denote elastic and plastic stiffness matrices.
Taking the effect of SSPT into account, the total strain rate component
in this study, is decomposed by its constituents as is expressed by Eq.
(9):

= + + +ε ε ε ε ε̇ ̇ ̇ ̇ ̇total e p th VΔ (9)

where εṫotal is total strain rate. εė, ε ̇p and εṫh correspond to elastic, plastic
and thermal strain rate components, respectively. ε ̇ VΔ is volumetric
change strain due to phase transformation. Elastic strain is calculated
using inverted generalized Hook’s law in which temperature-dependent
Poisson’s ratio and Young’s modulus are applied as below:

= + −ε
E

ν σ νσ δ1 [(1 ) ]ij
e

ij kk ij (10)

where δij is Kronecker delta, E represents Young’s modulus, ν indicates
Poisson’s ratio and σij is stress tensor. Plastic strain component is cal-
culated upon employing a rate-independent plastic model as is de-
monstrated in Eq. (11), with temperature-dependent mechanical
properties, Von Mises yield surface and isotropic hardening model [47]:

=ε λsi̇j
p

ij (11)

Fig. 7. Pre-austenite grain structure of S960 MC [44].

Table 4
Anisotropic thermal conductivity values used in thermal analysis.

Temperature (°C) 25 200 400 600 800 1000 1200 1400 1500

Thermal
conductivity
(W/m°C)

RD 36 39 37 34 28 29 31 34 120
TD 36 39 37 34 28 29 31 34 120
ND 16 20 19 18 15 29 31 34 90
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And = −s σ σ δij ij kk ij
1
3 where εi̇j

p is plastic strain rate component, λ
signifies the plastic flow factor and sij represents the deviatoric stress
tensor, which is calculated by subtracting the hydrostatic tensor from
the total stress tensor. The present study considers the effect of an-
nealing on plastic behavior of material. When temperature of material
rises and exceeds a specific temperature called annealing temperature,
strain hardening memory is annihilated and the effect of prior work
hardening for that node is removed. This matter is accomplished by
ABAQUS through resetting the equivalent plastic strain to zero. On
condition that a nodal temperature of material falls below the defined
annealing temperature, it can work harden again [19,28]. The im-
plementation in ABAQUS was performed via defining a sub-option in
plastic properties of material which was set to a value of 900 °C in
mechanical analysis. A cut-off temperature of 1500 °C was defined for
material properties in mechanical analysis. If temperature exceeds
1500 °C, material properties are evaluated at cut-off temperature. In
order to avoid convergence difficulties, yield strength and Young’s
modulus values at cut-off temperature were reduced to 5MPa and
5GPa, respectively. Inasmuch as no special clamping was used to con-
strain the work piece, in structural analysis, boundary conditions were
defined to solely prevent rigid body motion [33]. That is, the symmetry
plane is restricted in X-direction. Point A, the first node lying on
welding centerline is constrained in Y and Z-directions and the last
point on the welding centerline, point B, is restricted to move in Z-
direction as is shown in Fig. 8.

3.5. Solid-state phase transformation

Involvement of volumetric change strain component in calculation
of total strain increment was accomplished using the analysis of SSPT
by applying kinetics of phase transformation and CCT diagram. Kinetics
of SSPT was defined using applied mathematical models in which di-
latometric data concerning the present phases during heating and
cooling, transformation temperatures, linear thermal expansion coeffi-
cients of microconstituents as well as full volumetric change strains of
present phases were mathematically correlated. All the data required to
express transformation kinetics models in this study, were experimen-
tally obtained by conducting dilatometric tests. An experimental graph
regarding the heating rate 640 °C/s and cooling rate 50 °C/s is shown in
Fig. 9. Thermal cycles during welding are addressed to as the particular
contributor in occurrence of SSPT and associated volume change in
steels. Volumetric change strains induced by transformations were de-
rived from phase work hardening owing to the difference in thermal
expansion coefficients of present phases [19].

3.5.1. Austenitic transformation model
Prior to undergoing any thermal cycle, microstructure of the base

material, based on Scanning electron microscopy (SEM) image, as is

shown in Fig. 10, is a mixture of bainite and martensite.
When material is heated up to A1 temperature, bainitic-martensitic

microstructure of base metal starts to transform to austenite with a
decrease in its net volume. It is assumed that increase in the volume
fraction of austenite between A1 and A3 temperatures in heating, fol-
lows a linear rule as follows [26]:

=

≤ ≤

−
−f

A T A
a

T A
A A

max1 3

max 1
3 1

(12)

where fa denotes the volume fraction of austenite during austenitic
transformation as a function of Tmax , the maximum temperature a ma-
terial point meets during heating. A1 and A3 which are lower and upper
critical temperatures, respectively, were determined based on the
analysis of the experimental dilatometric curve during heating and
application of tangent-intersection method as was practiced by Li et al.
[48]. The values of 775 °C and 863 °C were obtained for A1 andA3
temperatures, respectively.

3.5.2. Diffusive transformation model
In diffusional transformation, might exist one or more nascent

phases whose chemical compositions differ from the extant parent
phase which requires long-distance diffusion. As the name indicates, the
most substantial factor in this transformation is thermally activated
atomic diffusion or movement of individual atoms. Inasmuch as diffu-
sion is a time-dependent phenomenon, such transformations are not
instantaneous and occur in the course of time [49]. Volume fractions ofFig. 8. Mechanical boundary condition.

Fig. 9. Dilatometric curve of the investigated material for heating rate 640 °C/s
and cooling rate 50 °C/s.

Fig. 10. Scanning electron micrograph of S960 MC with bainite and martensite
as microconstituents.
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phases whose transformations from austenite in cooling is diffusional,
were defined using the final fraction of that specific microstructural
constituent which depends on the cooling rate in the range 800–500 °C
(v8/5) in addition to start and ending transformation temperatures. For
the material under investigation, bainite is the only microconstituent
whose formation is defined upon the kinetics of diffusive transforma-
tion based on the prevalent cooling rates in HAZ. Final fraction of
bainite was calculated from the experimentally-determined CCT dia-
gram. Kinetics model of Machnienko for diffusive transformation was
applied as was previously practiced by Piekarska et al. [23] :

= ⎡
⎣

− − ⎤
⎦

≤ ≤

−
−( )f T t f f exp k

B T B

( , ) 1b b a a
B T

B B

f s

% s
S f

(13)

where f T t( , )b denotes the volume fraction of bainite during diffusive
transformation as a function of T , current temperature. fa is the volume
fraction of austenite formed during heating and fb

% is the final fraction
of bainite determined based on the CCT diagram which is shown in
Fig. 11. ka is a factor whose value was adjusted in the range 2.5–3.
Bainite start temperature (Bs) and bainite finish temperature (Bf ) were
experimentally obtained from dilatometric tests being respectively
520 °C and 460 °C in both FZ and HAZ.

3.5.3. Martensitic transformation model
Diffusionless or displacive transformation refers to a transformation

in which chemical composition of the nascent phase remains identical
to extant parent phase. In steels, transformation of martensite from
austenite has a diffusionless nature in which chemical composition of
austenite is directly inherited by martensite [33,49]. Transformation of
martensite from austenite, analogous to bainite transformation is fol-
lowed by an increase in net volume. The amount of martensite trans-
formed from austenite in cooling, depends highly on the martensite
start temperature (Ms), which is the onset of transformation of austenite
into martensite. Martensite transformation is presumed to be completed
when martensite finish temperature (Mf ) is met. Mf is the temperature
at which austenite is fully transformed to martensite and below which,
further cooling has no effect on amount of the formed martensite [25].
Ms and Mf temperatures were identified experimentally based on the
dilatometric curves during cooling which were set to 460 °C and 355 °C,
respectively. Tracking the volume fraction of martensite during cooling
in the temperature ranges below Ms, were accomplished by employing
Koistinen-Marburger kinetics model [23] as is expressed in the fol-
lowing formulation:

= − − −
≤ ≤

f f f exp k M T
M T M

[1 ( ( ))]m m a m s

f s

%

(14)

where fm denotes the volume fraction of martensite during martensitic
transformation at T , current temperature. fm

% is the final fraction of
martensite obtained from the CCT diagram. Transformation evolution is
characterized according to temperature by the factor km which was
considered 0.05 in the present study based on the recommendations of
Li et al. [30]. The sum of the strains due to thermal expansion and
volume change in Eq. (9) is referred to as thermal dilatation which is
calculated from the following expression [23]:

∑ ∑= + = −+ ∗dε dε dε α f dT sign dT ε df( )th V th V
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V
i

Δ Δ Δ
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where fi indicates the volume fraction of phase i calculated from Eqs.
(12), (13) and (14) whereas, dfi shows the derivative of the mathema-
tical expressions to calculate volume fraction of phase i. αi shows linear
thermal expansion coefficient of phase i. The values of αa, αb and αm
corresponding to austenite, bainite and martensite in the present study,
based on the dilatometric curves are 2.02, 1.25 and 1.37 (×10−5)⎡⎣ ⎤⎦°C

1 .

The full volumetric change strain ∗εi
VΔ of phase i due to full austenitic,

bainitic and martensitic transformations were determined based on
dilatometric curves. The values 1.51, 4.10 and 6.6 (×10−3) were re-
spectively assigned to austenite, bainite and martensite. Sign function
depends on temperature change, i.e. provided that temperature differ-
ence is positive which happens during heating, sign is equal to +1 and
during bainitic and martensitic transformations is equal to −1 [23].

3.5.4. Implementation of SSPT in ABAQUS
Simulation of phase transformation and modification of strains in

mechanical analysis, were performed by implementation of SSPT ki-
netics in numerical subroutines in ABAQUS. User subroutine USDFLD is
generally utilized to define material properties at each integration point
of an element as a function of field variables. ABAQUS Utility routine
GETVRM inside the USDFLD is used to access a material point data
[31]. That is, temperature changes between the increments are saved
inside a field variable. Based on the sign of temperature change (posi-
tive during heating and negative in cooling) and the maximum tem-
perature of each integration point which was recorded by GETVRM,
different scenarios are deemed and the decision is made whether or not
the point has undergone transformation. For the material points un-
derwent transformation, the relevant kinetics model is applied to obtain
volume fraction of austenite during heating and arising phases upon the
austenite decomposition in cooling [20,23,26]. In this context, to ob-
tain volume fractions of microstructural constituents at each node and
time increment, Eqs. (12), (13) and (14) were implemented in USDFLD
subroutine. Solution-dependent state variables (SDVs) in USDFLD sub-
routine were employed in order to store the calculated volume fractions
based on the above-mentioned mathematical relationships. SDV5, SDV7
and SDV8 are state variables in which calculated volume fractions of
base material, bainite and martensite are respectively stored. A de-
scriptive diagram regarding the implementation of the phase transfor-
mation kinetics in USDFLD is provided in Fig. 12. User subroutine
UEXPAN is employed in applications where incremental thermal strains
are defined as a function of temperature, field variables or state vari-
ables [31]. The output of USDFLD saved in field variables and state
variables, are passed into the UEXPAN where incremental strains ac-
cording to Eq. (15) are modified [23,26].

4. Results and discussion

4.1. Validation of thermal analysis

Distribution of temperature during welding based on the numerical
simulation incorporating anisotropic temperature-dependent thermal
conductivity is shown in Fig. 13. The Peak temperature calculated in
the thermal analysis falls within the realistic temperature ranges
(1800–2200 °C) based on the reported results by other researchers for

Fig. 11. CCT diagram of S960 MC.
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similar welding process [4,25].
Prediction of the shape and size of the weld pool might act as an

auxiliary index of correct thermal distribution in FZ and HAZ supple-
mentary to temperature history records. Determining the precise weld
pool shape and boundaries, requires modeling the fluid flow and dy-
namics of weld pool, which is not the concern of this study. In this
regard, however, Goldak’s parameters were adjusted in a realistic
manner so that reinforcement width and depth of penetration are in
close concurrence with the experimentally observed ones. A compar-
ison has been drawn between the simulated and measured width and
length of the fused reinforcement on top surface at the end of welding
path in Fig. 14 (a). Depth of penetration and height of weld bead from
simulation and cross-section of the welded specimen at mid-section are
depicted in Fig. 14 (b).

In order to validate the thermal analysis and evaluate the accuracy
of developed thermal model to predict nodal transient temperatures of
welding, thermal cycles at various positions on both top and bottom
surfaces were determined by thermocouples. Calibration of simulated
curves versus recorded temperature histories includes variation of
thermal boundary conditions to match the simulated and experimental
temperature fields as close as possible. This study, nevertheless, shows
that calibration of thermal conductivity in different directions of the
investigated material has a significant role in verification of thermal
analysis. The necessity of employing anisotropic thermal conductivity
rather than isotropic one in thermal analysis of welding process for the
material under investigation should be corroborated. To do so, a com-
parison is drawn between the simulated temperature histories at certain
nodes corresponding to the positions of thermocouples by the two
mentioned thermal models versus the experimentally determined ones
as are shown in Fig. 15.

An excellent agreement between the FE simulation results con-
sidering anisotropic thermal conductivity and measurement of peak
temperatures as well as heating and cooling rates at different thermo-
couple positions on both top and bottom surfaces is observable.
Nevertheless, obvious discrepancies exist between temperature his-
tories predicted by the model using isotropic temperature-dependent
thermal conductivity and measurements. It is needed to mention that
both models are calibrated in terms of the Goldak’s parameters. That is,
on top surface, for two thermocouple positions T1 and T4, the latter
located in HAZ and the former in the base metal adjacent to HAZ, as are
shown in Fig. 15 (a) and (d), respectively, peak temperatures and
cooling rates are predicted lower than the experiment. For two ther-
mocouple positions far from HAZ, namely T2 and T3, as are respectively
presented in Fig. 15 (b) and (c), simulated curves by such model yet
keep distance from the experimental curves with predicted peak tem-
peratures higher than the measured ones. The reason can be attributed
to the application of incorrect pattern of thermal conduction by such
model in which the energy transported in all directions are assumed to
be identical.

Fig. 15 (e) and (f) unequivocally demonstrate that even more dra-
matic differences exist between the predicted thermal field by the
model runs upon isotropic conductivity assumption and observed rea-
lity on the bottom side. Serious errors are involved in reflecting the
heating rates, cooling rates and more importantly, peak temperatures
when this model is put into application for this material, which proves
the inability of such model to represent acceptable results concerning
prediction of the temperature histories especially at the bottom surface.

Fig. 12. The flow diagram of implanting SSPT kinetics in USDFLD.

Fig. 13. Graphical presentation of thermal contours in symmetry plane during welding.
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The importance of accuracy in determining the temperature his-
tories is more highlighted as it pertains to prediction of microstructure
in HAZ. A close attention to Fig. 15 (d) reveals that the thermocouple
position T4 experiences temperatures higher than A3 temperature and is

fully austentitized, as is also predicted by anisotropic conductivity
model, while such material point is predicted to undergo incomplete
austenitic transformation by the isotropic conductivity model. Another
relevant example in this regard is shown in Fig. 15 (e). Based on the

Fig. 14. Welding temperatures from simulation (NT11) and boundaries of the weld pool from simulation versus experiment on top surface (a), through thickness (b).
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Fig. 15. Measured versus simulated (with anisotropic and isotropic thermal conductivities) temperature histories at thermocouple positions T1 (a), T2 (b), T3 (c), T4

(d), B1 (e) and B2 (f).
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isotropic model, thermocouple position B1 undergoes austenitic trans-
formation while in fact, the temperature experienced in that material
point is far lower than A1 temperature and thus, no phase transfor-
mation is anticipated to occur in the mentioned point. Such an analysis
subsequently leads to an inaccurate evaluation of the fraction of phases
arising during austenite decomposition. Therefore, the reliability of the
thermal analysis based on the assumption of isotropic heat conductivity
for the concerned material is questionable. Validation of temperature
histories is the most prominent measure of correctness and accuracy of
thermo-numerical model. Such validation is the bedrock of nodal
temperature transfer for subsequent metallurgical and mechanical
analyses, which are highly contingent upon correct distribution of heat
in FZ and HAZ.

4.2. Metallurgical analysis and prediction of microstructure

Kinetics of phase transformation as well as prediction of micro-
structure and boundaries of HAZ in regions whose temperatures ex-
ceeded A1 temperature, were included in metallurgical analysis. Fig. 16
shows visual presentation of calculated volume fractions of bainite and
martensite formed in HAZ and FZ upon decomposition of austenite as
well as volume fraction of base material in which volume fractions of
base material, bainite and martensite are presented by defined state
variables SDV5, SDV7 and SDV8, respectively.

From Fig. 16 (a), for each node, volume fraction of parent material
after welding and cooling can be obtained. Based on the presented
figure, parent material might be untransformed (volume fraction is
equal to 1 in presented contour bar), partially transformed or fully
transformed (volume fraction is equal to 0 in the related contour bar).
In the case of transformation of base material to austenite, in cooling
stage, bainite and martensite will form whose simulated volume frac-
tions are respectively shown in Fig. 16 (b) and (c). For an arbitrary node
located 6.2mm far from the weld center line in the mid-section of the
FE model on top surface, simulated graphical presentation of welding
thermal cycle and variations in volume fractions of austenite, bainite
and martensite as a function of time are shown in Fig. 17.

Microstructural observation of the welded specimen in HAZ is in
agreement with the results of the FE simulation with respect to the
presence of a mixture of bainite and martensite, as is shown in Fig. 18.
Grain growth in HAZ and prior-austenite grain boundaries with dashed
lines are clearly shown in an SEM image in Fig. 18 (a). A mixture of
bainite and martensite in the HAZ microstructure of the welded plate in
which the volume fraction of bainite is greater than martensite volume
fraction, is observable in Fig. 18 (b).

Similar to distribution of microstructure in HAZ, composition of
structure in FZ, as is demonstrated in Fig. 19, consists of a bainitic
microstructure in which martensite is scatteredly distributed.

Martensite islands are shown with dashed lines and the letter “M” refers
to martensite. Bainite share, as can be clearly seen, is larger compared
to that of martensite as is also observable from the calculated fractions
of bainite and martensite presented in Fig. 16.

4.3. Simulated mechanical analysis and the effect of SSPT on welding
distortions

In order to elucidate the effect of SSPT on mechanical analysis and
validation of the FE model to predict welding distortions, two simula-
tion cases were considered. One case neglects the effect of volume
change due to SSPT on mechanical analysis, while such effect was taken
into account by the other model. Incorporation of SSPT in mechanical
analysis was fulfilled by developing the user subroutine UEXPAN in
ABAQUS in which strains were modified by including volume fractions
of present phases and full volumetric change strain of each phase
during heating and cooling.

In order to study the mesh sensitivity, four element sizes were
chosen as are presented in the table 5 and mechanical analyses were
performed to choose the efficient mesh to compare the results of FE
models with experiment.

The effect of element size and mesh density on angular deformation
simulated by FE model considering the effect of SSPT was investigated
for the cases mentioned in the table 5 and the results are plotted in
Fig. 20.

As can be observed in Fig. 20, reducing the size of elements, results
in decreasing the angular distortion along the path 1 (specified in
Fig. 2) predicted by the FE model. The deformation decreased by 18%
when the meshing style was changed from case 1 to case 3. By taking
into account the accuracy and computational costs, the meshing style in
case 3 was applied to the FE models. Fig. 21 shows displacement con-
tours in which U3 values are displacement values in Z-direction simu-
lated by the FE model that considers SSPT.

A comparison has been made between the results of the FE models
and experimental measurements concerning out of plane displace-
ments, namely angular and bending distortions along the defined paths
on top surface of the specimen. The results of measuring angular dis-
tortion along paths 1 & 2 specified in Fig. 2, versus simulated cases
(with and without SSPT) are depicted in Fig. 22 (a) and (b), respec-
tively.

Angular distortion as is observable from Fig. 21 is symmetrical with
respect to the weld center line and rises as the distance from the weld
line towards the outer edges increases. The results of simulations show
an acceptable agreement with measurements. The model which in-
corporates the effect of SSPT, however, more accurately predicts an-
gular distortion along path 1 & 2 specified in Fig. 2, and from magni-
tude point of view, keeps smaller distances from the experimental ones

Fig. 16. Volume fractions of base metal (a), formed bainite (b) and martensite (c) in the middle section of the model.
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compared to the other FE model indicating the superiority of the SSPT
model. The smaller values for angular displacement predicted by the
SSPT model compared to the other FE model, originate from the volume
increase during bainitic and martensitic transformations resulting in
smaller distortion, which is in concurrent with the findings of a study by
Deng [33]. The values of bending distortion which occurs along the
path 3 specified in Fig. 2, predicted by the two models are plotted
versus the experimentally measured ones in Fig. 23.

Magnitude of bending distortion compared to the angular de-
formation is smaller in this study and is limited to fraction of a milli-
meter. Both simulated cases overpredicted out of plane bending de-
formation, nonetheless, the resulted curve from the model ignoring
SSPT holds a large distance from the experimental one, while the values
predicted by the SSPT model, sustain smaller discrepancies from the
measured values which proves the SSPT model is able to provide more
accuracy to the results.

5. Conclusions and future work

In this paper, a FE model to simulate bead-on-plate GMAW of an
ultra-high strength carbon steel in ABAQUS was developed. A com-
prehensive SSPT model considering both diffusive and displacive
transformations was incorporated in numerical procedure, and its effect
on welding distortion patterns was investigated. FE results regarding

thermal simulation and prediction of distortions were verified by ex-
periments. The following conclusions from the simulation results and
experimental measurements are drawn:
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Fig. 17. Welding temperatures and volume fractions of microconstituents during the welding thermal cycle for a point in HAZ (6.2mm from weld center line in mid-
section) on top surface.

Fig. 18. SEM micrographs of HAZ, Prior austenite grain boundaries (a), a mixture of bainite and martensite (b).

Fig. 19. SEM micrograph of FZ shows martensite with a smaller share is dis-
tributed in a bainitic microstructure.
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(1). The results of thermal model that uses isotropic conductivity show
some differences with temperature measurement by means of
thermocouples. Closer agreement between the results of thermal
simulation and thermocouple measurements in terms of tempera-
ture distribution was observed when anisotropic conductivity as a
calibrating tool was adopted. Based on austenite morphologies of
the material and connection of grain size with heat conductivity
from another research, one possible hypothesis is introduced in
which reduced conductivity in thickness direction is correlated to
smaller grain size through thickness.

(2). Simulation predicts that welded material in HAZ and FZ has a
bainitic-martensitic microstructure in which martensite share is
smaller than that of bainite. This matter is also observable from
microstructural observations of welded specimen in FZ and HAZ.

(3). Prediction of welding-induced angular distortion and out of plane
bending deformation with the SSPT model shows higher level of
accuracy compared to the model that neglects such effect.

(4). In the present study, residual stresses are not studied. Design-wise,
they are necessary to consider. Thus, in the upcoming research,
numerical simulation and experimental measurement of long-
itudinal and transverse residual stresses will be considered.
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Table 5
Minimum element size and number of elements in each case.

Case Min element size in weld region
(length×width× thickness)

Number of meshing
elements

1 5.6×1×2 7296
2 2.8×0.5×1 34,852
3 2.8×0.5×0.5 64,808
4 1.4×0.5×0.5 129,608
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Fig. 20. Variation in angular distortion based on meshing cases.

Fig. 21. Displacement contours (U3) after cooling and relaxation. (Units in
mm).
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Fig. 22. Angular distortion along path 1 (a) and path 2 (b).
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A B S T R A C T

The main objective of this study is to develop a computational approach based on the finite element (FE) method 
to efficiently predict welding deformations and residual stresses of fillet welded T-joints made of high strength 
steel (HSS), S700, using different welding sequences and external constraints. With this aim, thermo-elastic- 
plastic FE models were developed in ABAQUS FE code based on Goldak’s double ellipsoidal heat source 
model, material non-linearity and geometrical non-linearity. The results of the FE models in terms of temperature 
fields, angular distortion and transverse residual stress were verified against measurements. The results showed 
that angular distortion and transverse residual stress were significantly impacted by configuration of the external 
constraints, while longitudinal stress were less affected. It was found that the welding sequences had a smaller 
effect on the sequential and cumulative welding distortions and final residual stresses than the configuration of 
the external constraints. The results of this study are meaningful for understanding of the calibration and ac
curacy of FE computational approaches to simulate welding processes. Additionally, from a practical point of 
view, the results are important to understand the distortions and residual stress control measures of structural 
members made from HSSs.   

1. Introduction 

Gas metal arc welding (GMAW) is widely used to make permanent 
joints between mechanical components and structural members, pri
marily due to its flexibility, practicality and high productivity [1]. 
However, localized and rapid heating due to heat input from the welding 
torch to the base material followed by non-uniform cooling in the weld 
zone give rise to residual stresses and distortions in the weld. The for
mation of residual stresses and deformations, which is a significant 
problem in welded structures, is affected by a number of factors, which 
fall mainly into three categories. Design-related factors include joint 
type and geometrical dimensions; and material-related factors comprise 
temperature-dependent thermal and mechanical properties of the base 
material and filler material. The third category encompasses process- 
related factors including the welding method, welding sequences, heat 
input and mechanical boundary conditions [2]. 

Some residual stresses, mainly compressive stresses, can be benefi
cial. Nevertheless, most residual stresses are detrimental to the service 
performance and integrity of the welded structure. Tensile residual 
stresses in the fusion zone (FZ) and heat-affected zone (HAZ) are known 

to contribute to acceleration of a wide range of degradation phenomena 
in components and structures [3]. Reduced fatigue life of welded con
nections [4], decreased buckling strength [5], increased incidence of 
brittle fracture [6] and stress corrosion cracking [7,8] can all be 
attributed to residual stresses. Welding-induced distortion, another un
wanted side-effect frequently found in GMAW welds, can cause unde
sirable secondary bending stresses, and it often results in loss of 
dimensional accuracy, which leads to extra costs for additional correc
tion can cause schedule delays. Welding distortions can degrade joint 
quality, seriously impair fabrication and assembly of structural mem
bers, and, in extreme cases, might lead to the joint or component being 
unusable. 

In the recent decades, HSSs have increasingly been used to reduce 
the weight of structures and improve their energy efficiency. The 
excellent strength-to weight ratio offered by HSSs may, however, be 
degraded when they experience HAZ softening and strength reduction 
from the applied welding heat input [9–11]. Fillet welds are commonly 
used in a wide range of steel structures such as plate girders and trusses. 
Structural members containing T-joints, are prone to different types of 
welding-induced distortions, of which angular distortion is a focus of 
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this work. Assessment of residual stresses after welding can be chal
lenging because the use of destructive methods is impossible and non- 
destructive methods have their own restrictions. For example, the X- 
ray diffraction (XRD) method for measurement of residual stresses of T- 
joints has some limitations as, depending on the stiffener height, the 
measuring head often cannot reach regions near the weld toe. 

In view of the damaging consequences of welding residual stresses 
and deformations, it is important to accurately predict and efficiently 
evaluate such stresses and distortions to be able to produce robust de
signs and ensure the safety of welded components and structures [1,3]. 
Thus, it is a meaningful task to develop a reliable computational 
approach based mainly on the FE method to predict welding thermal 
fields as well as welding stresses and distortions. In the past, there have 
been numerous studies on FE welding simulation for different materials 
[12–17], different joint types [18–22] and different welding processes 
[3,18,23]. FE simulation of welding of T-joints has been used in a 
number of research studies [12,18,24,25], however, there is still a lack 
of data in the literature regarding the effect of different welding se
quences and external constraints on the welding distortions and residual 
stresses of HSSs. 

The objective of the current research is to develop three-dimensional 
sequentially coupled thermo-mechanical models in ABAQUS FE soft
ware [26] to predict welding-induced distortions and residual stresses in 
T-joints made of HSS S700MC PLUS under different mechanical 
boundary conditions and for different welding sequences. Four fillet 
welding cases with two welding sequences and two specific mechanical 
boundary conditions are considered. Thermal fields are simulated by 
implementation of Goldak’s double ellipsoidal heat source model [27] in 
the user-subroutine DFLUX. Thermal loss is modeled by applying the 
combined effects of radiation and convection, which are implemented in 
the user-subroutine FILM. Nodal temperatures calculated in the thermal 
analysis are mapped into a mechanical model to calculate stresses and 
strains for each welding case. The results of the simulations with respect 
to temperature fields, welding-induced residual stresses before and after 
release from the clamps, and sequential angular deformations due to 
each welding pass as well as final angular distortions are verified with 
experimental measurements. 

2. Experimental setup 

2.1. Materials 

The base material in this study was HSS S700MC PLUS, which is a 
low carbon and low alloy HSS offering a minimum yield strength of 700 
MPa. This HSS is manufactured using a modern hot strip rolling method 
integrated with direct quenching [28]. The filler material used in the 
welding process is ESAB OK AristoRod 13.29 solid wire with 1 mm 
diameter. This filler material has practically the same strength level as 
the base material. The chemical compositions of the base and filler 
materials based on the material certificates of the manufacturers are 
presented in Table 1. 

2.2. Specimens and welding procedure 

T-joint specimens with identical geometry were manufactured from 
6 mm thick hot rolled strips of S700. The dimensions of the base plate 
and stiffener were 460 × 130 mm and 130 × 25 mm, respectively. The 
convention for the welding direction was adopted in the Y-direction, 
while Z is normal to the top surface of the base plate. Fig. 1 shows the 

experimental set up for one of the specimens clamped from one side. The 
welding parameters presented in Table 2 were selected in order to 
achieve the designed leg size of 6 mm. 

Based on a welding efficiency coefficient of 0.85 for GMAW [29], a 
net heat input value of 0.79 kJ/mm was applied to the specimens during 
fillet welding of the T-joints. 

The fillet welding procedure consisted of deposition of filler material 
on both sides of the stiffener to make double-sided fillet welds. Four 
specimens in total were fillet welded using two welding sequences (see 
Fig. 2) and two different mechanical boundary conditions to consider 
the effects of external restraint on the residual stresses and distortions of 
fillet welded T-joints. 

In the labelling of the specimens, the first letter shows the applied 
mechanical boundary conditions. C indicates the cases which were 
clamped at both ends and F signifies that the specimen was clamped at 
one end while the other end was free. S1 and S2 are welding sequences 
for fillet welding as illustrated in Fig. 2. In order to facilitate the drawing 
of conclusions for the different welding cases, the labels adopted for the 
specimens and the conditions the labels refer to are summarized in 
Table 3. 

2.3. Temperature measurements 

Temperature histories during the fillet welding were monitored 
using K-type thermocouples attached on the top and bottom surfaces of 
the specimens. For each specimen, four thermocouples (A–D) were used 
to record the temperature on the top surface, including the high tem
perature HAZ and regions with lower temperatures, to be able to verify 
the temperature field obtained from the corresponding FE model. For 

Table 1 
Chemical compositions of S700MC PLUS and ESAB OK AristoRod 13.29 (wt%).  

Material C Si Mn P S Al Ti Cr Ni Mo Nb V 

S700 MC 0.12 0.25 2.10 0.02 0.01 0.015 0.15    0.09 0.2 
AristoRod 13.29 0.089 0.53 1.54 – – – – 0.26 1.23 0.24 – –  

Fig. 1. Experimental set up for one of the specimens.  

Table 2 
Welding process parameters.  

Voltage 
(V) 

Current 
(A) 

Travel 
speed 

(mm/s) 

Wire 
diameter 

(mm) 

Wire 
feed 
rate 
(m/ 
min) 

Tip 
distance 

(mm) 

Shielding 
gas 

25 260 7 1 12.5 16 Ar + 8% 
CO2  
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each welding case, one thermocouple was also used at the bottom side to 
facilitate verification of temperature distribution through the thickness 
of the specimen. The positions of the thermocouples are shown sche
matically in Fig. 2. It should be noted that the dimensions X1, X2, X3 and 
X4 refer to the distance between the weld toe and the thermocouples A, 
B, C and D, respectively. The real values were determined based on 
measurement data from a Hexagon 3D scanner. 

3. Finite element model 

From a complexity point of view, simulation of welding can become 
very complicated as the welding process includes coupled interactions 
between heat and mass transfer, material science, welding technology, 
microstructural evolution, computational sciences, and mechanics of 
materials. Capturing all the interactions involved in the welding process 
in a simulation is a highly demanding task and it is possible that 
convergence might not be reached. Thus, removing inconsequential 
aspects which only add complexity to a simulation and elaborating an 
efficient model with sufficient accuracy are of paramount importance. 

In this research, evolution of stresses and strains of fillet welded 
specimens were studied by developing three-dimensional thermo- 
elastic-plastic FE models in ABAQUS FE Software. Since dimensional 
changes in welding are negligible and the effect of the mechanical field 
on the thermal field is insignificant, a sequentially coupled formulation 
was adopted [30]. For each case, the solution procedure consisted of two 
steps. In the first step, the non-linear transient temperature field was 
captured by solving the heat conduction equation in a thermal analysis. 
These nodal temperatures were later transferred and mapped into the 
subsequent mechanical analysis as a thermal load to find the structural 
response and calculate the residual stress field and nodal displacements. 

3.1. FE model geometry and mesh 

Modeling of the deposited filler metal was carried out based on the 
experimentally measured weld leg and throat sizes. In each case, in 
order to facilitate transfer of the nodal temperature data from the 
thermal model to the mechanical model, the same FE mesh structure was 
used with an identical number of elements but different element types, 
as shown in Fig. 3. An 8-node linear heat transfer brick (DC3D8) with 
temperature as the only degree of freedom was used in the thermal 
analysis and a first order 8-node reduced integration brick element 
(C3D8R) with hourglass control was applied in the mechanical analysis. 
By using reduced integration elements, shear locking is prevented and 
less computational time as well as better convergence is achieved [31]. 
Convergence studies regarding the effect of mesh density on the accu
racy of the simulation results were performed in a previous study [21]. A 
fine mesh grid with the smallest element size of 3 × 0.5 × 1 mm was 
applied in the FZ and adjacent HAZ for all the models. The size of the 
elements increased progressively from the weld toes towards the outer 
edges of the specimens. A fine mesh grid with a total number of 30,738 
elements was able to represent stress and strain values in the weld re
gions with sufficient accuracy and acceptable computation time. 

3.2. Thermal analysis 

In this study, a partial differential equation from Fourier’s law of 
heat conduction and energy conservation, shown in Eq. (1), was applied 
to solve the transient temperature field during welding (T) in time (t) 
and space (x, y, z): 

ρ(T)cp(T)
∂T
∂t =

∂
∂x

(

k(T)
∂T
∂x

)

+
∂
∂y

(

k(T)
∂T
∂y

)

+
∂
∂z

(

k(T)
∂T
∂z

)

+ Q̇v (1)  

where T is temperature and t represents time. ρ(T), cp(T) and k(T) are 
temperature-dependent density, specific heat, and thermal conductivity, 
respectively. These temperature-dependent thermo-physical properties 
were obtained for the base material from the literature [18] and are 
shown in Fig. 4. It should be noted that the units are arranged so that all 
properties can be shown in a single graph. 

As the filler material in this research shares the same matching 
strength configuration as the base material, the two metals were defined 
as identical materials and the same properties were assigned to both. Q̇v 
(W/m3) is the volumetric heat source density or internal heat generation 

Fig. 2. Specimen configuration, positions of thermocouples and illustration of applied welding sequences. (Units in mm).  

Table 3 
Labels adopted for specimens in welding experiments.  

Label Condition 

FS1 One Free end, welding Sequence 1 
FS2 One Free end, welding Sequence 2 
CS1 Both ends Clamped, welding Sequence 1 
CS2 Both ends Clamped, welding Sequence 2  
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rate. Arc energy transferring from the moving heat source to the base 
and filler materials was modeled as a volumetric heat source with 
double ellipsoidal distribution proposed by Goldak et al. [27]. This 
model considers two heat flux distributions, one for the front half and 
one for the rear half of the heat source. The heat distributions are 
described by Eqs. (2) and (3), respectively: 

qf (x, y, z, t) =
6
̅̅
3

√
ff Q

abf cπ
̅̅
π

√ e
− 3

(

x2
a2+

[y− vt− y0 ]
2

bf 2 +z2
c2

)

,

y ≥ 0
(2)  

qr(x, y, z, t) = 6
̅̅
3

√
frQ

abrcπ
̅̅
π

√ e
− 3

(

x2
a2+

[y− vt− y0 ]
2

br2 +z2
c2

)

,

y < 0
(3)  

where x, y and z are coordinates in the reference system. Q is the power 
of the welding arc (Q = VIη) calculated based on the welding current (I), 
voltage (V) and welding efficiency coefficient (η). a, bf, br and c are 
characteristics of the weld pool, while ff and fr are dimensionless frac
tions of heat deposited in the front and rear half of the heat source, 
respectively. Taking the continuity of the heat source into consideration, 
the following relationships are observable: 

fr
br

=
ff
bf

(4)  

ff + fr = 2 (5) 

Representation of the applied heat source model was accomplished 
using the ABAQUS user subroutine DFLUX programmed in FORTRAN. 
To simulate the moving heat source for fillet welding of the T-joints, two 
translation and rotation matrices were defined to transform points in the 
global coordinate system into the local coordinate system at angles of 
− 45◦ and 45◦ for side 1 and side 2, respectively: 
⎡

⎣
x
y
z

⎤

⎦ =

⎡

⎣
cos45 0 sin45

0 1 0
− sin45 0 cos45

⎤

⎦

⎡

⎣
X − X0
Y − Y0
Z − Z0

⎤

⎦ (6)  

⎡

⎣
x
y
z

⎤

⎦ =

⎡

⎣
cos45 0 − sin45

0 1 0
sin45 0 cos45

⎤

⎦

⎡

⎣
X − X0
Y − Y0
Z − Z0

⎤

⎦ (7)  

where x, y and z are nodal coordinates in the local coordinate system and 
X, Y and Z are nodal coordinates in the global coordinate system. The 
position of the heat source was calculated with respect to time, nodal 
coordinates, and welding speed in the subroutine DFLUX. At each 
integration point, non-uniform flux distribution was then calculated by 
DFLUX as a function of time, the coordinates of the heat source, and 
using the power of the welding arc. In order to predict welding residual 
stresses and distortions, the temperature field must be determined 
accurately, which necessitates calibration of the heat source model. 
Calibration of the heat source was performed by adjusting the heat 
source parameters in such a way that a close agreement was reached 
between the nodal temperatures captured by the thermocouples in the 
experimental measurements and the corresponding nodal temperatures 
obtained from the simulation. Further calibration was done by matching 
the boundaries of the FZ and HAZ from the FE model against the mac
rograph of the weld cross section. The heat source parameters and their 
values adjusted to perform thermal analysis are summarized in Table 4. 

Fig. 3. Mesh details of the fillet welded T-joint.  

Fig. 4. Temperature-dependent thermo-physical properties of S700.  

Table 4 
Adjusted heat source parameters.  

Parameter a (mm) bf (mm) br (mm) c (mm) ff fr 

Value 7 4 10 10 0.57 1.43  
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Ambient as well as initial temperatures for all simulation cases were 
set to 20 ◦C. In terms of capturing the temperature field during welding, 
a unique solution will be reached when Eq. (1) is solved subject to 
specific boundary conditions. Thermal boundary conditions are gener
ally applied in welding simulations to model the heat loss due to con
vection and radiation from free surfaces of the welded specimen, as 
shown schematically in Fig. 5. The distance between the clamps and 
heat source is large enough that temperature does not rise at the 
clamping areas, and, heat transfer between the base plate and clamps by 
means of conduction was hence ignored. The specimens are assumed to 
experience heat loss by means of convection and radiation. Heat loss 
during welding is generally modeled based on Newton’s law of cooling 
and Stefan-Boltzmann’s law to account for heat transfer due to con
vection and radiation, respectively. An alternative method in terms of 
heat loss during welding is to consider the combined effect of convection 
and radiation. In this study, the matter was addressed by defining a 
temperature-dependent heat transfer coefficient expressed in the form of 
two mathematical expressions as practiced by other researchers [32,33] 
and shown by Eq. (8): 

h =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0.0668 × T
(

W
m2◦C

)

0 ≤ T ≤ 500

0.231 × T − 82.1
(

W
m2◦C

)

T ≥ 500

(8)  

where T (◦C) is temperature and h denotes the temperature-dependent 
heat transfer coefficient. These mathematical expressions were imple
mented in the user subroutine FILM to model the combined thermal 
boundary conditions. 

The coupled problem between the solid and liquid phases is not 
included in the ABAQUS package, and directly, modeling the fluid flow 
in the weld pool is thus not possible in such FE software. Fluid flow in the 
weld pool is, however, very important and has a significant effect on the 
temperature distribution in the weld pool. Artificially increased thermal 
conductivity was applied to account for the effect of fluid flow in the FZ. 
For temperatures higher than the liquidus temperature, thermal con
ductivity was considered to be four times as large as the value at room 
temperature, and increases linearly between the solidus and liquidus 
temperatures. The latent heat of fusion was considered to account for the 
thermal effects of solidification in the weld pool. The assumed value for 
latent heat was 270 × 103 J/kg between the solidus temperature of 
1430 ◦C and liquidus temperature of 1480 ◦C. 

3.3. Mechanical analysis 

Nodal temperatures computed for each time increment in the ther
mal analysis were transferred as a thermal load through predefined 
fields in the subsequent mechanical analysis. The structural response of 
the model was then calculated as the sum of individual strain rate 
components as expressed in Eq. (9): 

ε̇total = ε̇e + ε̇p + ε̇th (9)  

where ε̇total is total strain rate. ε̇e, ε̇p and ε̇th, correspond, respectively, to 
elastic, plastic, and thermal strain increments. It should be noted that 
the strain rate component due to phase change was not considered in 
this study and the strain rate component due to creep was also neglected 
since the time period at high temperature was limited to a few seconds 
throughout the entire thermal cycle. Elastic strain was calculated using 
isotropic Hooke’s law with temperature-dependent Young’s modulus 
and Poisson’s ratio. A rate-independent plastic model with temperature- 
dependent mechanical properties, isotropic hardening law and the Von 
Mises yield criterion were used to model the plastic behavior of the 
material. Thermal strain was calculated using a temperature-dependent 
thermal expansion coefficient. The required mechanical properties of 
the base and filler metals in the structural analysis, namely, 
temperature-dependent yield strength, Young’s modulus, Poisson’s ratio 
and the thermal expansion coefficient were taken from literature [18] 
and are shown in Fig. 6. 

An annealing step was modeled by defining an annealing tempera
ture. When the temperature of a material point exceeds the annealing 
temperature, strain hardening memory is annihilated by resetting the 
equivalent plastic strain to zero. Provided that the temperature of that 
material point falls below the annealing temperature during cooling, 
regeneration of work hardening happens if the material deforms plas
tically [12,19]. The annealing temperature was set to 900 ◦C in this 
study. In order to avoid convergence problems, the values of yield 
strength and Young’s modulus were not considered to be zero for molten 
material, but they were reduced to 5 MPa and 5 GPa, respectively. 

Prescription of external constraints is a common method to reduce 
welding deformations. This important task is, however, problematic 
since the application of mechanical constraints affects the residual stress 
field and welding distortions. Greater constraints give rise to a residual 
stress field and reduces welding deformations by increasing plastic 
strains and decreasing elastic strains, which are responsible for distor
tions after removing clamps. This implies that in an over-constraint 
situation, residual stresses might accumulate and result in welding- 
induced cracks, while deformations derived from an under-constraint 
situation might lead to dimensional instability, and, design of the 
welding fixtures must thus be done meticulously [12]. Two different 
clamping configurations were applied in the experiments and corre
sponding mechanical boundary conditions were considered in the FE 
models, as shown in Fig. 7. This approach makes it possible to analyze 
the development of residual stresses and distortions due to different 
mechanical boundary conditions and to optimize production procedures 
with the aim of obtaining smaller levels of distortions and welding re
sidual stresses. One clamping set up was applied in which the related 
specimen was fixed rigidly at one end in a specified area, while the other 
end was free to experience angular distortion. Mechanical boundary 
conditions in the related FE model were set so that all the nodes in that 
area were restricted rotationally and translationally, as shown in Fig. 7 
(a). The other clamping condition was set to rigidly fix both ends of the 

Fig. 5. Illustration of heat loss (convection and radiation) or thermal boundary 
conditions applied to the T-joints. Fig. 6. Temperature-dependent mechanical properties of S700.  
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related specimen in specified areas. As shown in Fig. 7(b), in the cor
responding FE model, the boundary conditions were considered to 
prevent rotation and translation of all the nodes in the determined areas. 
After welding and reaching the ambient temperature, in all the cases, the 
mechanical boundary conditions corresponding to the removal of the 
clamps were set to prevent the rigid body motion, as shown in Fig. 7(c). 

Modeling of the gradual deposition of filler material was performed, 
which is named element birth and death technique (model change) in 
ABAQUS [34]. In this modeling method, elements corresponding to the 
weld metal initially have inactivated status. As soon as the welding torch 
approaches and the filler material melts, the status of the heated element 
is changed from inactivated to reactivated and the specified 
temperature-dependent material properties are assigned. 

4. Results and discussion 

4.1. Results of thermal analysis 

Obtaining accurate calculated welding-induced stresses and 

distortions, necessitates accurate prediction of the welding temperature 
field. The temperature distribution obtained from FE simulation at half- 
way during welding of the S700 T-joint specimen SF2 is shown in Fig. 8. 
The FE model consisted of 2 regions of very fine mesh around the heat 
source in the FZ and HAZ where the temperature gradient is steep at 
both sides of the T-joint. 

Correct prediction of weld pool geometry is an indicator of accurate 
temperature distribution in the FZ and HAZ. Calibration of welding 
temperature histories necessitates prediction of the shape and size of the 
weld pool and matching of the simulated weld pool geometry to the 
experimental macrograph obtained from the polished and etched weld 
cross section. The region of simulated molten metal or FZ, depicted in 
Fig. 8 in light gray, was determined based on the temperature contour 
above the liquidus temperature (1480 ◦C). 

The cross section of the fillet weld at the mid-section of the specimen, 
which shows the depth of penetration, is compared with the simulation 
in Fig. 9(a). The dimensions of the FZ, i.e., the width and length of the 
weld pool at the end of the welding path, are compared with the 
simulation in Fig. 9(b). 

As shown in Fig. 9(a) and (b), the FZ boundaries and finger-like 
penetration as well as the dimensions of the weld pool are well- 
captured by the simulation, which is a result of the realistic tempera
ture distribution and correct calibration of the heat source model. 
However, small reinforcement, was not modeled as it was assumed to 
have a negligible effect on development of residual stresses and welding 
distortions [12]. 

Close agreement between the nodal temperatures recorded by the 
thermocouples and the corresponding nodal temperatures from the FE 
simulation is the main index of correct temperature distribution and 
welding thermal cycles [17]. Since the welding parameters and, conse
quently, heat input for all the cases are similar, only one of the cases 
(FS2) is used for comparison in terms of welding temperature distribu
tion. However, all the cases were calibrated and verified against 
experimental measurements in the same manner. The results of the 
thermal analysis for the welding case FS2 for passes 1 and 2 are shown in 
Fig. 10(a) and (b), respectively. 

Fig. 10(a) compares time-temperature curves at different distances 
from the weld toe for the first welding pass versus numerically calcu
lated temperature histories calibrated using thermocouple measure
ments. Fig. 10(b), in the same manner, shows the experimental and 
numerical temperature histories for the second welding pass. It can be 
seen in Fig. 10(a) and (b) that the second pass was started almost 5550 s 
after beginning of the first pass, when the specimen reached ambient 
temperature. In Fig. 10(a) and (b), T1–T5 are thermocouples attached at 
various positions on both the top and bottom side of the T-joint spec
imen (FS2). X1–X4, are approximate distances from the weld toe 
(defined in Fig. 2), which were measured post welding with the Hexagon 
3D scanner, and corresponding nodal distances from the weld toe in the 
FE model. A good agreement between the simulated temperature field 
and experimentally measured thermal histories in terms of heating rate, 
peak temperature and cooling rate is observable. Such agreement im
plies that calibration of the heat source parameters (Goldak’s parame
ters) and thermal boundary conditions was performed correctly. Thus, 
the FE thermal model verified by means of thermocouples and FZ 
boundary matching, can be considered accurate enough for nodal 
mapping and data transfer to subsequent mechanical analyses. 

4.2. Results of simulated residual stresses and deformations 

The effect of the welding sequence and mechanical boundary con
ditions on inhomogeneous stresses and distortions was investigated. 
Non-uniform heating and cooling during welding and subsequent 
expansion and contraction induce considerable tensile and compressive 
residual stresses in the weld region and adjacent HAZ. Variation in the 
distributions and magnitudes of the residual stresses and angular dis
tortions due to change in the welding sequence and mechanical 

Fig. 7. Representation of different mechanical boundary conditions assigned to 
the FE models for mechanical analyses: (a) one end fixed and the other end free; 
(b) both ends fixed; and (c) after removal of the clamps. 
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Fig. 8. Thermal contours obtained from thermal analysis of double-sided fillet welded S700 T-joint during welding.  

Fig. 9. Welding temperatures (NT11) and boundaries of the FZ from the experiment versus simulation: (a) through thickness; and (b) on the top surface of 
the specimen. 
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boundary conditions were examined and compared with experimental 
measurements. It should be noted that transverse residual stresses were 
measured experimentally and compared with the simulation results in 
order to calibrate the FE models. The analysis of longitudinal stresses 
was performed numerically based on the validated FE model for each 

case. In this regard, after thermal analyses and calibration of the FE 
thermal models, two mechanical boundary conditions corresponding to 
the utilized clamping configurations were applied in the mechanical 
analyses. In order to verify the results of the structural analyses, mea
surements were performed of residual stresses and distortions. For all 

Fig. 10. Simulated temperature field versus experimentally measured temperature histories at various distances from the weld toe (Specimen FS2): (a) for the first 
welding pass; and (b) for the second welding pass. 

Fig. 11. Measurement paths for angular distortions and transverse residual stresses.  
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cases, the specimen was scanned for possible preliminary deformations 
prior to welding using a Hexagon ROMER Absolute Arm (resolution up 
to 63 μm) 3D Scanner. After each welding pass, after reaching the 
ambient temperature and after being released from the fixtures (specific 
to specimens CS1 & CS2), the specimen was scanned to be able to 
evaluate the sequential and cumulative angular distortions. The path in 
the mid-section of the specimens in the transverse direction (Path 3) 
along which angular distortions are measured at the bottom side of the 
specimens, is shown schematically in Fig. 11. 

Transverse residual stresses on the top surface of the T-fillet speci
mens along the two specified paths (see Fig. 11) in the mid-section (Path 
1 and Path 2) were measured using XRD by a Stresstech X3000 G3 device 
with a collimator diameter of 1 mm. It should be mentioned that for 
specimens CS1 and CS2, the stresses were also measured after comple
tion of welding, but prior to release from the fixtures, in addition to 
measurement of the residual stresses after release from the fixtures. 

4.2.1. Angular distortion 
The contours of final angular deformations for cases FS1 and FS2 are 

shown in Fig. 12(a) and (b), respectively. It can be seen that the patterns 
of angular distortion (U3) in the Z-direction for welding cases FS1 and 
FS2 with different welding sequences and the same mechanical 
boundary conditions are similar, albeit with a small difference in the 
magnitude of the maximum deformation. It should be noted that angular 
distortion through thickness does not change and the same pattern of 
deformation thus exists at the bottom side of each specimen. Figs. 13 and 
14 depict contours of angular distortion for specimens CS1 and CS2, 
respectively. As is shown in Figs. 13(a) and 14(a), rigid clamping at both 
ends of the specimens results in very small angular distortion of less than 
1 mm, which happens in the mid-length of the specimens in the trans
verse direction. After removing these constraints, as shown in Figs. 13(b) 
and 14(b), final angular distortions for both specimens amounts to less 
than 4 mm for each end. While the difference between the magnitudes of 
the final angular distortions caused by using the two different welding 
sequences is small (comparing FS1 and FS2 as well as CS1 and CS2), the 
utilized external constraints result in a considerable difference between 
the developed angular distortions (comparing FS1 and CS1 as well as 
FS2 and CS2). 

In order to evaluate the accuracy of the developed FE model, 

simulation results in terms of welding-induced angular distortions were 
compared with experimental measurements for all the cases. In Fig. 15 
(a–d), simulated deflections (displacements in the Z-direction) along the 
transverse direction after cooling of each welding pass are plotted with 
solid lines for cases FS1, FS2, CS1 and CS2, respectively, while the 
experimental measurement data are shown with circular marks. 

As is observable in Fig. 15(a) and (b), the FE models can predict 
welding distortions with reasonable accuracy for all the cases. For FS1 
and FS2, percent errors calculated at the positions of maximum deflec
tion after welding pass 2 are 9.3% and 10.9%, respectively. It can be 
seen in Fig. 15(a) and (b), that the angular distortions due to the chosen 
welding sequences remain very close and the maximum angular 
distortion produced in FS1 is only some fractions of a millimeter greater 
than FS2. This difference is 0.5 mm and 0.7 mm for the simulation and 
measurements, respectively. This implies that for T-joints which require 
2 welding passes (one pass per side), adopting the opposite directions for 
the welding passes (on condition that one end of the specimen is free to 
deform) lead to smaller angular distortions compared to welding passes 
applied in the same direction. Although such difference compared to the 
size of specimens used in this study is negligible, in real applications and 
for structural members with larger dimensions, adopting S2 in contrast 
to S1 can result in considerably smaller deformation when the absolute 
magnitude of distortion is taken into account. With respect to the 
sequential angular distortions from the first and second welding passes, 
in both FS1 and FS2, the second welding pass produces greater defor
mation compared to the first pass. That is, based on the numerical results 
for FS1, pass 1 and pass 2, respectively, produce angular distortions of 
6.57 and 7.43 mm, in which case the angular deformation due to the 
second pass is 13% greater than that of the first pass. For FS2, in the 
same vein, the angular distortions from the first and second welding 
passes are 6.56 and 6.94 mm, which shows pass 2 makes a greater 
contribution to total angular distortion (5.8% greater than pass 1). It 
should be noted that since the unrestrained ends deform freely in FS1 
and FS2, the magnitudes and distributions of angular distortion, before 
and after release from the clamps remain unchanged. Thus, it was 
decided to show the angular distortion results for the condition in which 
the specimens are cooled down to the ambient temperature while still in 
the clamps. 

With CS1 and CS2, shown in Fig. 15(c) and (d), the difference 

Fig. 12. Angular deformation distribution for: (a) FS1; and (b) FS2.  
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between the final angular distortions from the welding sequences is 
minor. As CS1 and CS2 are rigidly clamped at both ends, small de
formations can be expected as they are in related fixtures. It should be 
noted that deformation data from simulations related to CS1 and CS2 
were moved along the vertical axis (minimum deformation was set to 
zero) to be able to compare the simulation data with the measured data. 
The measured maximum angular distortion after cooling of the second 
welding pass before release from the welding fixture is almost 0.75 mm 
and the simulated distortion is 0.84 mm, which gives a maximum 
percent error of 10.7%. As can be seen from the experimental data, 

although the distortion dimensions are in fractions of a millimeter, 
welding pass 1 produces greater angular distortion than welding pass 2, 
as is well predicted by the simulation. The size of the maximum simu
lated sequential angular distortions in CS1 and CS2 are approximately 
0.7 mm and 0.14 mm for pass 1 and pass 2, respectively. Although these 
magnitudes are small, this issue can be very important in practical ap
plications, such as construction of plate girders, when both ends are 
rigidly clamped, and the dimension of the specimen is large in the 
transverse direction. The sequential angular distortions can also be 
compensated by pre-alignment of the welded plate components. After 

Fig. 13. Angular deformation distribution for specimen CS1: (a) after cooling and before removing the clamps; and (b) after releasing the clamps at both ends.  

Fig. 14. Angular deformation distribution for specimen CS2: (a) after cooling and before removing the clamps; and (b) after releasing the clamps at both ends.  
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release from the clamps, CS1 and CS2 experience angular distortion 
from the release of the residual stresses. The simulation results for 
angular distortions of CS1 and CS2 after release from the clamps are in 
good agreement with the measurement data. The percent error is 
approximately 8.4% for both cases. Total angular distortion after release 
experienced by specimens rigidly clamped at both ends is considerably 
smaller than that experienced by specimens rigidly clamped at one end. 
With respect to angular distortion, a comparison between FS1 and CS1, 
for example, shows that while FS1 experiences a total angular distortion 
of 14 mm (fixing one end and measuring the distortion at the other end), 
CS1 undergoes a total angular distortion of 7.2 mm (summation of the 
distortions at both ends, which is 3.5 + 3.7 mm (see Fig. 15(c)). This 
indicates that for the selected welding parameters and specimen size, the 
magnitude of the final angular distortion for the specimens clamped at 
one end is approximately twice as large as that for the specimens 
clamped at both ends. Comparison of the simulation results and mea
surement data shows the accuracy of the computational approach in 
capturing the mode and magnitude of the angular distortion. 

4.2.2. Transverse residual stresses 
Simulated transverse residual stresses (S11) versus measurements for 

FS1, FS2, CS1, and CS2 along the 2 specified paths (see Fig. 11) are 
shown in Figs. 16, 17, 18, and 19, respectively. It should be noted that 
path 1 and path 2 on the top surfaces start at 1 mm from the weld toes 
and are extended towards the outer edges of the specimens (almost 25 
mm in length) and zero on the X-axis is thus at the weld toe in the 
relevant graphs. Simulated and measured data for path 1 and path 2 are 
shown in the negative and positive directions of the X-axis, respectively, 
based on the conventions chosen for the coordinate system. As seen in 
Figs. 16 and 17, both welding cases experience a similar pattern of 
transverse residual stress distribution along the specified paths. In both 
cases, the magnitude of the tensile residual stresses increases and rea
ches an approximate peak of 241 MPa and 189 MPa for FS1 and FS2, 
respectively, in the HAZ at a distance of 3–4 mm from the weld toe. 
Moving through the HAZ, tensile residual stresses start to fall in 
magnitude. With regard to evaluating the accuracy of the developed FE 
models, it can be seen that the simulation predictions in terms of general 
trend as well as magnitude of the maximum tensile residual stress are in 
good agreement with the XRD measurements. It should be noted that 

Fig. 15. Comparison of angular distortions between simulations and measurements for: (a) FS1, (b) FS2, (c) CS1, and (d) CS2 specimens.  

Fig. 16. Comparison of the simulated transverse residual stresses (S11) and measurements for FS1: (a) along path 1; and (b) along path 2.  
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XRD measurement data always falls within an error band, which should 
be taken into consideration when comparing FE results with experi
mental measurements. When comparing the simulation values and 
measurements for FS1, the maximum transverse tensile residual stresses 
predicted along path 1 and path 2 are 241 MPa and 224 MPa, in contrast 
to 231 ± 24 MPa and 192 ± 41 MPa from XRD measurements. In the 

same vein for FS2, at the position of maximum tensile residual stress 
along path 1 and path 2, predictions are 174 MPa and 189 MPa, 
respectively, whereas the measured values are 176 ± 34 MPa and 153 ±
25 MPa. The maximum tensile residual stress calculated for FS1 is 52 
MPa larger than that of FS2. For mechanical boundary conditions with 
one end rigidly clamped, the maximum transverse tensile residual stress 

Fig. 17. Comparison of the simulated transverse residual stresses (S11) and measurements for FS2: (a) along path 1; and (b) along path 2.  

Fig. 18. Comparison of the simulated transverse residual stresses (S11) and measurements for CS1: (a) along path 1; and (b) along path 2.  
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reaches approximately 30% of the yield strength of the base material. 
For CS1 and CS2, transverse residual stresses after welding and 

reaching ambient temperature while the specimens were still clamped, 
and residual stresses after removing the clamps are compared with 
corresponding data obtained from the experimental measurements. 
Fig. 18 compares the simulated transverse residual stresses distributions 
along path 1 and path 2 with measurement data for CS1. As is observ
able, the simulation results for CS1 are in acceptable agreement with the 
measurement data. As would be expected, the presence of rigid clamping 
with a higher degree of geometrical constraint (i.e., clamping at both 
ends of the specimen) prevents angular distortion to a large extent while 
giving rise to residual stresses. The pattern of simulated stress distri
bution along the two paths, before and after removing the welding fix
tures, are similar, although with considerably different magnitude in the 
near-weld regions. That is, while the specimen is rigidly clamped, 
moving from the weld toe, the magnitude of the tensile residual stresses 
increases and reaches a peak stress of 393 MPa and 512 MPa for path 1 
and path 2, respectively, at a distance of 3–4 mm from the weld toe. The 
high value of 512 MPa for tensile residual stress is almost 68% of the 
yield strength of the base material. Measurement data at the same po
sition of maximum tensile residual stress along path 1 and 2 are 314 ±
49 MPa and 401 ± 67 MPa, respectively. Moving further towards the 
outer edges, tensile stresses gradually ease and fall in magnitude. The 

patterns of the transverse residual stresses for the specimen after 
removing the clamps are similar to the situation before release from the 
constraints, however at very different levels. The calculated peak tensile 
residual stress along path 2 for the released specimen is 198 MPa, which 
is almost 39% of the peak stress calculated along the same measurement 
path for the specimen with strict geometrical constraints. The situation 
for CS2 (see Fig. 19) is very similar to that of CS1 with slight differences 
in the magnitude of the peak tensile stresses in the clamped condition, 
which are 378 MPa and 452 MPa calculated along path1 and path 2, 
respectively. After removing the constraints, the transverse residual 
stresses in the near-weld regions of CS1 and CS2 become close and 
comparable to those of FS1 and FS2, although slightly greater values 
obtained for FS1 and FS2. The maximum tensile transverse stresses 
calculated for CS1 are 60 MPa and 12 MPa larger than those of CS2, for 
the clamped and unclamped conditions, respectively. 

In all the cases, comparison of the calculated peak tensile residual 
stresses, indicates that the magnitude of the tensile residual stresses 
developed on side 1 are smaller than those of side 2 (comparing Figs. 16 
(a), 17(a), 18(a) and 19(a) to 16(b), 17(b), 18(b) and 19(b), respec
tively). These differences are smaller in the case of FS1 and FS2 than for 
CS1 and CS2. 

Fig. 19. Comparison of the simulated transverse residual stresses (S11) and measurements for CS2: (a) along path 1; and (b) along path 2.  
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4.2.3. Longitudinal residual stresses 
In the current study, comparison of the longitudinal residual stresses 

(S22) was performed numerically based on the validated FE models for 
each welding case. Fig. 20 shows the longitudinal stresses calculated for 
FS1 and FS2 along path 1 and path 2. The curves related to FS1 are 
shown with solid lines and those for FS2 are plotted with dashed lines. 
As can be seen in the figure, for the specimens clamped at one end, the 
patterns and magnitudes of longitudinal stresses remain unchanged 
when the welding sequence is changed from S1 to S2. The pattern of 
longitudinal stresses are similar along both paths, however, with totally 
different peak tensile and compressive stresses. That is, near the weld 
toe, longitudinal stresses are in tensile mode for both paths, with peak 
stresses of approximately 380 MPa and 770 MPa for path 1 and path 2, 
respectively. Thermal effects may be a possible reason for this phe
nomenon. That is, the heat of pass 2, may modify and reduce the residual 
stresses developed on the weld area and HAZ of side 1 by redistribution 
of stresses. A similar phenomenon has been reported elsewhere [12]. 
Moving from the weld toe towards the outer edges, peak compressive 
stresses of 395 MPa and 266 MPa are found for path 1 and path 2 at 
approximately 7 mm from the weld toe, respectively. 

Comparisons between the state of the longitudinal residual stresses 
before and after release from the external restraints for CS1 and CS2 are 
shown in Fig. 21(a) and (b), respectively. For the specimens clamped at 
both ends, changing the welding sequence from S1 to S2 had negligible 
effect on the state of the longitudinal stresses. With respect to the state of 
the longitudinal stresses before and after release, as can be seen in 
Fig. 21(a) and (b), the pattern of longitudinal stresses before and after 
release from the constraints remains almost identical in both cases, with, 
however, a shift towards the compressive side for the unclamped con
dition. That is, for the cases clamped at both ends, removal of the clamps 
had only a slight effect on the magnitudes of the tensile and compressive 
longitudinal stresses. The effect of unclamping is greater on transverse 
stresses than on longitudinal stresses for the cases clamped at both ends. 
The peak tensile and compressive longitudinal stresses for CS1 and CS2 
are smaller in both the clamped and unclamped conditions than for FS1 
and FS2. The peak tensile longitudinal stress for CS1 and CS2 is 
considerably smaller along path 1 than path 2, which is similar to the 
cases clamped at one end. 

In order to investigate the sensitivity of transverse and longitudinal 
stresses to the external constraints, variations of these stresses during the 
welding of FS1 and CS1 for a unique node were plotted against time. The 
node is located on side 1 in the mid-section of the specimen in the 
welding direction at a distance of 1 mm from the weld toe. As can be 
seen in Fig. 22(a) and (b), both the transverse and longitudinal stresses 
become compressive due to expansion of the regions experienced a high 
temperature of 900 ◦C. As these areas start to cool down, residual 
stresses start to rise. The stresses are remarkable for longitudinal stresses 

and remain constant as the specimens reach the ambient temperature. 
When the second welding pass starts, the stresses become modified, 
redistributed, and start to fall as the heat reaches these areas. When the 
second welding pass ends and the specimens cool down to room tem
perature, residual stresses increase and reach constant levels. Regardless 
of the final magnitude of the residual stresses in the restrained condition, 
the change in the levels of the transverse and longitudinal stresses after 
removal of the clamps is interesting. As can be seen in Fig. 22(a), after 
unclamping of FS1, which was clamped at one end, the change in the 
transverse and longitudinal stresses is negligible. In Fig. 22(b), for CS1, 
which was clamped at both ends, when removing the clamps, the 
transverse residual stress falls dramatically, while a slight decrease is 
observable in the magnitude of the longitudinal stress. This implies that 
transverse stress is sensitive to the stiffness of external constraints and it 
can be released if the stiffness of the constraint decreases [35]. It should 
be noted that the fall in the magnitude of the transverse residual stress 
for this constraint configuration after unclamping depends on its dis
tance from the heat source, i.e., the thermal cycles it experiences. 

5. Conclusions and future work 

Thermo-elastic-plastic FE models were developed in ABAQUS code 
to simulate welding temperature fields, transverse residual stresses and 
angular distortions in T-fillet specimens made from a HSS for two 
different welding sequences and two mechanical boundary conditions. 
Supportive measurements in terms of welding temperatures, residual 
stresses and welding deformations were carried out to verify the 
developed computational approach. Based on the simulation and the 
experimental results, the following conclusions are drawn. 

Fig. 20. Simulated longitudinal stresses (S22) for FS1 and FS2 along path 1 and 
path 2. 

Fig. 21. The simulated longitudinal stresses (S22) along path 1 and path 2 
before and after release for: (a) CS1; and (b) CS2. 
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(1) The results of the thermal and mechanical analyses are in good 
agreement with the experimental measurements. Consequently, 
it can be concluded that the developed numerical approach can 
accurately capture distributions of welding angular distortion 
and residual stresses.  

(2) The configuration of mechanical boundary conditions has larger 
effects on the development of angular distortion and transverse 
residual stress than welding sequence.  

(3) The welding sequence in which the two passes are in the same 
direction results in less angular distortion and lower peak trans
verse residual stress than the welding sequence where the weld
ing passes are in the opposite directions. The difference between 
the peak longitudinal stresses in both the tensile and compressive 
modes, which developed due to a change in the welding 
sequence, is minor.  

(4) Transverse residual stresses are sensitive to the stiffness degree of 
the constraints, i.e., a higher degree of restraint can cause an 
increase in the transverse residual stresses. By removing or 
reducing the restraining stiffness, transverse stresses can be 
released or eased. Longitudinal residual stresses are less sensitive 
to the restraining stiffness of the external constraints.  

(5) Using rigid clamping at both ends during the welding and its 
removal post welding can significantly reduce the angular 
distortion and lower the levels of the induced residual stresses, 
especially transverse stresses.  

(6) Non-continuous fillet welds are common in practical applications 
either temporarily (as tack welds) or permanently (as intermit
tent fillet welds). It is thus of interest to investigate the effect of 
external constraints and welding sequence on the development of 
welding angular distortions and residual stresses in non- 
continuously fillet welded joints made of HSSs. 
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Fig. 22. Evolution of the transverse and longitudinal stresses for a node at a distance of 1 mm from the weld toe during the welding of: (a) FS1; and (b) CS1.  
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Appendix A. Residual stress components 

For structural integrity assessment purposes, the distribution of residual stresses can be discussed based on certain invariant characteristics. Once a 
through thickness distribution of the residual stress is available, based on the results of an FE model, for example, it can be decomposed into three 
parts, namely, membrane, bending and self-equilibrating components, which are described by Eqs. (A.1), (A.2), and (A.3), respectively: 

σres,m =
1
t

∫t

0

σres,x(z)dz (A.1)  

σres,b =
6
t2

∫t

0

[
σres,x(z) − σres,m

]( t
2
− z
)

dz (A.2)  

σres,se = σres,x − σres,m − σres,b

(

1 −
2z
t

)

(A.3)  

where σres, m, σres, b, and σres, se are membrane, bending and self-equilibrating components, respectively. t is material thickness and σres, x(z) is the 
transverse residual stress (S11 in this study), which was read from the FE model in the Z-direction (through thickness). By applying this decomposition 
technique for CS1 on side 1 at the weld toe and performing integration over the weld length (by intervals of approximately 3 mm), where z = 0 is on the 
top surface and z = t is on the bottom surface, the following results for the membrane and bending components are observed regarding the clamped 
and unclamped conditions for the specimen CS1.

Fig. A.1. Membrane and bending components calculated for CS1 on side 1 at the weld toe in the clamped and released conditions.  

As can be seen in Fig. A.1, when the specimen is clamped, the bending and normal components of the residual stresses are considerable and have 
magnitudes of +238 and +136 MPa calculated based on Eqs. (A.1) and (A.2), respectively. When removing the external constraints, the membrane 
and bending components reduce in magnitude and tend to reach a zero level and get the magnitudes of − 7 and − 17 MPa. After unclamping, the 
residual stresses are self-balanced, although, unequally distributed in the welding direction. It should be noted that the through-thickness residual 
stresses were not measured, for example by neutron diffraction method, to validate the stress components. However, the distribution of the membrane 
residual stress component is similar to the conventionally accepted distribution presented in [36]. The stress decomposition technique presented in 
this section, which uses the results of the FE welding simulation, is applicable to assessment of the stability of plate components and study of the 
behavior of crack growth under the influence of an unequal residual stress field, and it can help to estimate the stress intensity factor due to residual 
stresses [37,38]. 
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A B S T R A C T

The current study investigates the influence of different welding sequences and external constraints on devel
opment of welding- induced angular distortion and residual stresses in the short fillet welds made of the high 
strength steel (HSS), S700, using the finite element (FE) method. Three-dimensional thermo-elastic-plastic FE 
modeling was performed in the ABAQUS FE software based on the double-ellipsoidal heat source model, 
temperature-dependent material properties, and considering geometrical non-linearity. The accuracy of the FE 
models were verified by comparing the simulation results and experimentally measured data. Both the numerical 
method and measurements show that external constraint has relatively larger influence than welding sequence 
on the development of angular distortion and the peak magnitude of residual stresses. To determine the sig
nificance of short fillet welds in terms of induced distortion and residual stress fields, the results captured by 
simulation and validated by measurements were compared to those of continuous fillet welds. From a numerical 
point of view, the results of this study are meaningful to understand the reasonable accuracy required to capture 
the necessary details of the welding process. From an engineering prospect, the results of this study can be 
important as they indicate that transverse residual stress fields due to short fillet welds are localized with 
considerably larger peak magnitudes compared to continuous fillet welds. With respect to the angular distortion, 
the results of this study show that stiffness of external constraint has a greater impact on prevention of angular 
distortion in continuous fillet welds than in short fillet welds. In the case of fillet welds with small lengths, beside 
proper clamping, other deformation control techniques such as pre-alignment of the welded members need to be 
considered.   

1. Introduction 

In the world of construction and manufacturing, steel is one of the 
main construction materials. Steel production is claimed to be the 
largest energy consumer among the industrial sectors. The process is 
highly energy intensive with consequential environmental impacts [1]. 
It is of paramount importance to make balance between the environ
mental impacts from one side and huge demands for such materials from 
the other side. In this respect, one environmental energy solution is to 
increase the strength level of steels, which has contributed to the advent 
of lightweight and high-performance materials. This insight has trig
gered the development of high and ultra-high strength steels (HSS/ 
UHSS). Remarkable features of these materials such as high strength to 
weight ratio, desirable weldability and toughness, makes them highly 
applicable in a wide variety of industrial applications, such as the oil and 

gas industries, offshore construction, automotive and shipbuilding in
dustries [2]. 

Due to its advantages over mechanical joining methods, the fusion 
welding process has been widely used in the construction and 
manufacturing industries to fabricate large structures and assemblies. 
Weight reduction, enhanced structural performance and flexibility in 
design, and cost-effectiveness can be named among the advantages 
attributed to the fusion welding technology [3]. Arc welding processes 
and among them gas metal arc welding (GMAW), which is categorized 
as a fusion welding technique, has been extensively utilized to perma
nently join structural members and components made from HSSs [2]. 
Fusion welding, however, is a complex thermal process, which trans
ports highly concentrated and tremendous heat input to the welded 
joint. This uneven temperature field followed by a non-linear cooling in 
the weld zone, can cause serious strength problems such as heat-affected 
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zone (HAZ) softening [4] and rise of residual stresses and distortions [5]. 
Welding residual stresses can be detrimental or beneficial depending on 
magnitude, distribution or sign of stresses [6]. Tensile residual stresses 
are harmful and directly affect fatigue performance and service life of 
welded connections [7–9]. Stress corrosion cracking [10], which con
tributes to degradation of the structural integrity of welded joints, and 
decreased buckling strength [11] are attributed to the presence of tensile 
residual stresses. Welding deformation is a technical challenge resulting 
in dimensional inaccuracy and leads to decrease the quality of the 
welded joint. By imposing correction work, welding deformation can 
cause fabrication delays, incur financial cost, and decrease productivity. 
Excessive deformation might seriously impair fabrication, and, in 
extreme cases, lead to failure [12]. 

Reliable design of steel structures and ensuring safety to their ap
plications necessitates evaluation of welding residual stresses and dis
tortions. Measurement of residual stress in the literature has been 
reported by means of different destructive and non-destructive tech
niques such as hole-drilling [13,14], crack compliance [15], XRD [6,16], 
and Neutron diffraction techniques [17–20]. Assessment of residual 
stresses by means of experimental methods post welding is available, 
However, those methods in general have their own challenges. 
Destructive methods, such as the hole drilling technique, are inappli
cable and non-destructive methods have their own limitations in terms 
of accessibility, such as the X-ray diffraction (XRD) method. 

The privilege of the numerical methods over the experimental 
methods is the ability of computational techniques in prediction of re
sidual stress state and welding deformation patterns before the real 
welds are applied. Although development of welding residual stresses 
and distortions can hardly be avoided, accurate prediction makes it 
possible to adopt engineering measures to reduce welding deformations 
and stresses. This matter, especially in terms of HSSs where rapid 
heating and cooling inherent to welding can seriously degenerate their 
high load bearing capacity, is of particular importance. 

During the past decades, a number of studies have been done con
cerning elaboration of the computational methods to predict welding 
residual stresses and deformations. As a numerical approach, the FE 
method has proven its ability to solve a broad spectrum of engineering 
and scientific problems and is frequently used in the field of welding 
simulation. FE simulation of different welding processes 
[6,16,17,21–23] for a wide range of materials [13,15,24–28] have been 
accomplished. 

Fillet weld is known to be one of the most prevalent weld types used 
in the fabrication of a broad range of steel structures such as plate 
girders and stiffened panels. Fillet welded joints either single or double 
sided, may suffer from different welding deformation types, such as 
transverse and longitudinal shrinkages, and angular distortion [29]. 
Depending on the design and applied load, in order to reduce the labor 
cost and weight of the stiffened panels, an alternative method of 
attaching the stiffener to the base plate is non-continuous welding, 
which is also known as intermittent welding [30]. During the fabrication 
of steel structures in the assembly stage, making temporary connections 
between the structural members is performed through tack welds, which 
can also be considered as short welds. From the tack welding viewpoints, 
it is also important to understand the formation of welding distortions 
under different tack welding sequences and boundary conditions, as 
they might be considered in manufacturing, for example, by pre- 
alignments or changing the welding sequence. Although there has 
been several research on welding simulation of T-fillet welded steel 
joints [29,31–34], till present there is lack of data regarding the welding 

distortions and residual stresses developed due to short fillet welds in 
HSSs under the influence of different external restraints and welding 
sequences. 

The aim of this research is prediction and evaluation of welding 
stresses and angular distortion developed in the T-joints made of HSS 
S700MC PLUS due to short fillet welds under different external con
straints and welding sequences. The matter is accomplished by devel
oping three-dimensional sequentially coupled thermal-structural FE 
models in ABAQUS code [35]. The temperature field is simulated by 
considering a moving heat source based on the model proposed by 
Goldak et al. [36] being implemented in the user-subroutine DFLUX. The 
combined effects of convection and radiation are considered in model
ling the heat loss. Subsequent to capturing the temperature distribution 
in thermal analysis, the predicted nodal temperatures are transferred 
into a mechanical model to calculate the welding stresses and angular 
distortion. The distributions of residual stresses, sequential and final 
angular distortions due to the external constraints and welding se
quences are verified with the experimental measurements, and com
parisons are made between the results of the short and continuous fillet 
welds in terms of thermal and mechanical fields. 

2. Experimental setup 

2.1. Materials 

HSS S700MC PLUS, which is a high strength low carbon and low 
alloy steel with a minimum yield strength of 700 MPa was used in this 
study. This material is manufactured by modern hot strip rolling and 
direct quenching, which differs from the conventional quenching pro
cedures [37]. The filler material for joining the stiffeners to the base 
plates in this study was ESAB OK AristoRod 13.29 solid wire with 1 mm 
diameter. This filler material falls in the matching strength level with the 
base material. Table 1 presents the chemical compositions of the base 
and filler materials based on the material certificates of the manufac
turers. The nominal mechanical properties of the base and filler mate
rials are shown in Table 2. 

2.2. Specimens and welding procedure 

To investigate the effect of welding sequence and mechanical 
boundary conditions on deformation characteristics and residual 
stresses in T-joints connected by short fillet welds, four identical T-joint 
specimens were fabricated. The dimensions of the base plates and 
stiffeners being cut from 6 mm hot rolled strips of S700, were 460 × 130 
mm and 130 × 25 mm, respectively. Laser cutting of the material was 
accomplished in such a way that the welding direction was perpendic
ular to the rolling direction of the base plate. The convention for the 
welding direction was assumed along the +Y-axis, while Z-axis was 
normal to the top surface of the base plate. A GMAW robotized arm was 

Table 1 
The chemical compositions of S700MC PLUS and ESAB OK AristoRod 13.29 (wt. %).  

Material C Si Mn P S Al Ti Cr Ni Mo Nb V 

S700 MC  0.12  0.25  2.10  0.02  0.01  0.015  0.15     0.09  0.2 
AristoRod 13.29  0.089  0.53  1.54  –  –  –  –  0.26  1.23  0.24  –  –  

Table 2 
The nominal mechanical properties of S700MC PLUS and ESAB OK AristoRod 
13.29.  

Material Yield strength 
σy[MPa]

Ultimate tensile strength 
σu[MPa]

Elongation 
% 

S700 MC PLUS 700 750–950 13 
AristoRod 

13.29 
700 800 19  
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used for welding, as shown in Fig. 1. The torch angle was considered 45◦

for all the welding cases. Selecting the welding parameters presented in 
Table 3, the welding leg size of 6 mm was achieved. The net heat input 
value transported to the joint, amounts to 0.79 kJ/mm by applying a 
welding efficiency coefficient of 0.85 for GMAW process [38]. 

The fillet welding procedure included deposition of four weld layers 
with an approximate length of 20 mm each, on both sides of the speci
mens. Two different welding sequences were considered to investigate 
the effect of the welding sequence on the residual stress and deformation 
patterns, as shown schematically in Fig. 2. The effect of external con
straints on welding stresses and deformations were investigated by 
applying two different clamping set-ups. One configuration was per
formed so that the specimens were rigidly clamped at both ends (see 
Fig. 1), while the other clamping restrained the specimens only at one 
end. Considering the two different welding sequences and external re
straints, in total four experimental welding cases were fabricated. 

In order to facilitate the discussion and drawing comparisons be
tween the welding cases, to each welding case a label was assigned. In 
the labelling of specimens, the first letter shows the applied mechanical 
boundary conditions. That is, F indicates the welding cases being 
clamped at one end, while C is used for the cases clamped at both ends. 
S1 and S2 are used to show the welding sequences 1 and 2, respectively. 
The labels assigned to the welding cases are summarized in Table 4. 

2.3. Temperature measurements 

Thermal cycles during welding were measured by attaching several 
K-type thermocouples at different locations on the top surface of each 
specimen. The positions of thermocouples were arranged so that the 
high temperature HAZ, and the lower temperature fields far from the 

Fig. 1. The experimental set-up of the T-joint specimen.  

Table 3 
Welding process parameters.  

Voltage 
(V) 

Current 
(A) 

Travel 
speed 
(mm/s) 

Wire 
diameter 
(mm) 

Wire 
feed 
rate 
(m/ 
min) 

Tip 
distance 
(mm) 

Shielding 
gas 

25 260 7 1  12.5 16 Ar + 8% 
CO2  

Fig. 2. Illustration of the welding sequences S1 and S2, and the positions of thermocouples. (Units in mm).  

Table 4 
Labels assigned to the specimens in welding experiments.  

Label Condition 

FS1 One Free end, Sequence 1 
FS2 One Free end, Sequence 2 
CS1 Both ends Clamped, Sequence 1 
CS2 Both ends Clamped, Sequence 2  
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weld zone can be captured in order to verify the temperature histories 
obtained from the corresponding FE models. The locations of thermo
couples are shown schematically in Fig. 2. As can be seen, four weld
ments, namely W1–W4, two on each side were produced. The distances 
of thermocouples A, B, C, and D from the weld toes are shown with X1, 
X2, X3, and X4, respectively. The accurate values of X1–X4 were 
determined post welding based on the measurements by a Hexagon 3D 
scanner in order to make comparisons with the corresponding nodal 
temperatures from the FE simulations. 

3. Finite element simulation 

Temperature distribution and evolution of welding deformations and 
stresses of T-joints due to short fillet welds were investigated by means 
of the FE method. In this context, three-dimensional thermo-elastic- 
plastic FE models were developed in ABAQUS FE code. Since the me
chanical work performed compared to the thermal energy of the welding 
arc is negligible, and the structural response under the thermal load has 
insignificant influence on the temperature field, a sequentially coupled 
formulation was adopted [39]. In this solution procedure, the heat 
conduction equation is solved independently from the stress and strain 
problems. The effect of a non-linear transient temperature field on the 
mechanical response is considered through the thermal expansion and 
temperature-dependent mechanical properties of the material. This 
formulation consists of two steps. In the first step, temperature distri
bution due to a moving heat source is captured by performing a thermal 
analysis and solving heat conduction equation. In the next step, the 
captured nodal temperatures are transferred into a mechanical model 
and applied as a thermal load to find the mechanical response and 
compute the developed residual stresses and strains. 

3.1. FE model geometry and mesh 

All the experimental welding specimens and the amounts of the 
deposited filler material were identical, however, with different welding 
sequences and external constraints. In this regard, a 3D FE model with 

the same mesh structure (see Fig. 3) was developed for all the cases. 
Nevertheless, the order of element activation varied, which corresponds 
to the applied welding sequence, and the mechanical boundary condi
tions applied in accordance with the external restraints. In the thermal 
analysis, a 1st order 3D 8-node linear diffusive heat transfer brick 
hexahedron element (DC3D8) with temperature as the only degree of 
freedom was employed. In order to facilitate the data mapping between 
the thermal and mechanical models, the same FE mesh with identical 
number of elements, however different element types were used. In the 
structural analysis, a 1st order 3D 8-node linear hexahedron reduced 
integration elements (C3D8R) was used. Shear locking is avoided, better 
convergence is achieved, and less computational time is required when 
the reduced integration elements are used [22]. The convergence study 
on mesh density was carried out in a previous investigation [16] to 
ensure that the employed mesh structure is sufficiently refined to yield 
accurate simulation results. Mesh convergence was completed when 
further refinement of the mesh structure had inconsequential effect on 
the results. A fine mesh grid with a total number of 28,988 elements was 
found to be sufficiently accurate to represent the stress and strain results. 
The smallest element size was 0.5 × 2.5 × 1 mm (in the X, Y, and Z 
directions), which was applied in the FZ and HAZ, where high tensile 
residual stresses are expected to be built up. The size of elements 
increased progressively as the distance from the weld toe towards the 
outer edges of the specimen increased. Gradual addition of the filler 
material was simulated using the element birth and death technique, 
also known as model change in ABAQUS [40]. In this method, the weld 
metal is divided into several segments. All the elements representing the 
filler metal are initially inactivated. Based on the assigned step time, 
when the heat approaches and the relevant segment is heated up, its 
status is changed from inactive to active to which temperature- 
dependent thermo-physical properties in the thermal analysis and 
temperature-deponent mechanical properties in the structural analysis 
are allocated. 

Fig. 3. Mesh details of the fillet welded T-joint.  
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3.2. Thermal analysis 

Transient temperature field during welding (T) in time (t) and space 
(x, y, z) was solved using a non-linear isotropic partial differential 
equation derived from Fourier’s law of heat conduction and law of en
ergy conservation, as shown in Eq. (1): 

ρ(T)cp(T)
∂T
∂t

=
∂
∂x

(

k(T)
∂T
∂x

)

+
∂
∂y

(

k(T)
∂T
∂y

)

+
∂
∂z

(

k(T)
∂T
∂z

)

+ q (1)  

where ρ(T), cp(T) and k(T) are temperature-dependent density, specific 
heat, and thermal conductivity, respectively. These temperature- 
dependent thermo-physical properties for S700 were obtained from 
the literature [41], as shown in Fig. 4. It must be noted that the units are 
arranged so that all properties can be shown in a single graph. The 
parent and filler materials share almost the same strength level and thus, 
in the FE models were defined as identical materials to both the same 
material properties were assigned. 

In Eq. (1), q (W/m3) is known as the volumetric heat source density 
or internal heat generation rate. A volumetric heat source with double 
ellipsoidal distribution proposed by Goldak et al. [36] was considered to 
represent the energy transferred from the welding arc to the base and 
weld materials, as shown schematically in Fig. 5. Two heat flux distri
butions are defined by this model, one for the front half and the other for 
the rear half of the heat source, as expressed by Eq. (2) and Eq. (3), 

respectively: 

qf (x, y, z, t) =
6
̅̅̅
3

√
ff Q

abf cπ
̅̅̅
π

√ e
− 3(x2

a2+
[y− vt− y0 ]

2

bf 2 +z2
c2)
, y ≥ 0 (2)  

qr(x, y, z, t) =
6
̅̅̅
3

√
frQ

abrcπ
̅̅̅
π

√ e− 3(x2
a2+

[y− vt− y0 ]
2

br 2 +z2
c2), y < 0 (3)  

qf and qr are the heat flux distributions accumulated in the front half and 
rear half of the heat source, respectively. Q is the power of the welding 
arc, which can be calculated based on the welding current (I), voltage 
(V) and welding efficiency coefficient (η). The parameters a. bf , br and c 
are characteristics of the welding heat source. ff and fr are dimensionless 
parameters, and account for the fractions of heat deposited in the front 
and rear half of the heat source, respectively. Taking the continuity of 
the heat source into consideration the following relationships are 
observable: 

fr
br

=
ff
bf

(4)  

ff + fr = 2 (5) 

The welding torch in the experiments had a work angle of 45◦. 
Simulation of the moving heat source at a specified angle necessitates 
transformation of points from the global coordinate system into a local 
coordinate system by means of rotation and translation. Considering the 
defined convention for the welding direction, rotations of − 45◦ and 45◦

were performed for side 1 and side 2, respectively: 
⎡

⎣
x
y
z

⎤

⎦ =

⎡

⎣
cos45 0 sin45

0 1 0
− sin45 0 cos45

⎤

⎦

⎡

⎣
X − X0
Y − Y0
Z − Z0

⎤

⎦ (6)  

⎡

⎣
x
y
z

⎤

⎦ =

⎡

⎣
cos45 0 − sin45

0 1 0
sin45 0 cos45

⎤

⎦

⎡

⎣
X − X0
Y − Y0
Z − Z0

⎤

⎦ (7)  

where x, y and z represent nodal coordinates in the local coordinate 
system and X, Y and Z are nodal coordinates in the global coordinate 
system. Mathematical equations representing the moving heat source 
were implemented in the ABAQUS user-subroutine DFLUX programmed 
in FORTRAN. The user-subroutine DFLUX calculated the position of the 
heat source with respect to time, travel speed of the torch and nodal 
coordinates. It then, calculated the non-uniform volumetric flux distri

Fig. 4. Temperature-dependent thermo-physical properties of S700.  

Fig. 5. Schematic of Goldak’s volumetric heat source shape.  
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bution at each integration point as a function of time, the position of the 
heat source and using the heat source power. 

Temperature histories during the welding must be precisely pre
dicted to be able to have an acceptable accuracy in prediction of residual 
stresses and strains. To do so, calibration of the heat source is required, 
which was accomplished by iteration of the Goldak’s characteristics of 
the weld pool so that a close agreement was reached between the nodal 
temperatures from the simulation and measurements. Matching the 
boundaries of the FZ and HAZ captured by simulation against the 
macrograph of the weld cross section was performed as the further 
calibration of the heat source. Table 5 summarizes the heat source pa
rameters and their adjusted values to calibrate the thermal model. Using 
the calibrated Goldak’s heat source parameters in Table 5, power dis
tribution of the double-ellipsoidal heat source for the front half and rare 
half of the energy source on the top surface is shown in Fig. 6. 

In all the simulation cases, ambient temperature was set to 20 ◦C. To 
reach a unique solution for Eq. (1), it should be solved subject to specific 
boundary conditions. In welding simulation problems, the most widely 
applied thermal boundary conditions are the heat loss due to convection 
and radiation from free surfaces of the specimen to the surroundings, as 
depicted schematically in Fig. 7. Heat loss by convection during welding 
is generally taken into account using Newton’s law of cooling and heat 
loss by radiation is modeled by applying Stefan-Boltzmann’s law. An 

alternative method to model the heat loss during welding is to account 
for the combined effect of convection and radiation, which is generally 
performed by defining a temperature-dependent heat transfer coeffi
cient [42,43], as is expressed by the following equation: 

h =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0.0668 × T
(

W
m2◦ C

)

0 ≤ T ≤ 500

0.231 × T − 82.1
(

W
m2◦ C

)

T ≥ 500
(8)  

where T(◦C) is temperature and h denotes the temperature-dependent 
heat transfer coefficient. The mathematical expressions presented in 
Eq. (8) were implemented in the user-subroutine FILM to model the 
combined thermal boundary conditions. It should be noted that heat 
transfer by means of conduction between the specimen and clamping are 
ignored since the distance between the heat source and clamped areas 
are large enough so that the temperature rise at those regions are 
negligible. 

The interaction between solid and liquid phases is not included in the 
ABAQUS package and modeling the fluid flow is not directly possible 
when using this FE software. However, since this phenomenon has 
consequential influence on the temperature distribution of the weld 
pool, it was accounted for using artificially increased thermal conduc
tivity at temperatures higher than the melting point, i.e., thermal con
ductivity at temperatures higher than the liquidus temperature was 
considered almost 4 times as large as that value at room temperature. To 
account for the thermal effects of solidification in the weld pool, the 
latent heat of fusion was considered with a value of 270 × 103 J/kg 
between the solidus temperature of 1430 ◦C and liquidus temperature of 
1480 ◦C. 

3.3. Mechanical analysis 

In each mechanical analysis, the temperature histories predicted by 
the corresponding thermal analysis were transferred and applied as an 
input (thermal load) in a non-linear elastic-plastic analysis to calculate 
the residual stresses and distortions. In the current study, the strain rate 
due creep was not taken into account in the mechanical analysis since in 
the entire thermal cycle, the time period with high temperature was 
limited to a few seconds and the effect of creep on the total strain was 
insignificant [21,25]. Phase transformation in solid state is one of the 
phenomena which may have significant effect on welding-induced 
stresses and strains depending on the type of material. Austenitic 
stainless steels are known not to experience phase transformation [9] 
while carbon steels are more prone to phase transformation. In this re
gard, welding-induced residual stress and distortion in medium and high 
carbon steels are stated to be more significantly affected by phase 
transformation than low carbon steels [11,13]. Ferro et al. [44], how
ever, found that including solid state phase transformation in mechan
ical analysis in low carbon steels results in more accurate and reliable 
values for residual notch stress intensity factors. In this study, due to lack 

Table 5 
Adjusted heat source parameters.  

Parameter a (mm) bf (mm) br (mm) c (mm) ff fr 

Value 7 3 10 7  0.46  1.54  

Fig. 6. Power distribution of the double-ellipsoidal heat source using the pa
rameters in Table 5. 

Fig. 7. Illustration of the heat loss by means of convection and radiation from the free surfaces of the T-joints.  
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of experimental data being essential to include phase transformation, 
strain rate due to phase change was not included the mechanical anal
ysis. Nevertheless, the influence of phase change on formation of re
sidual stresses and strains in HSSs is of interest and a further study would 
include such effect. Excluding the strain rate components due to phase 
transformation and creep, the total strain rate is decomposed by its 
constituents as follows: 

{dεtotal} ={dεe}+{dεp} + {dεth} (9)  

where dεtotal is the increment of total strain. dεe, dεp and dεth correspond 
to elastic, plastic, and thermal strain increments, respectively. Elastic 
strain was modeled based on the isotropic Hooke’s law using 
temperature-dependent modulus of elasticity and Poisson’s ratio. 
Modeling the plastic strain component was accomplished using a rate- 
independent plastic model including the following features: Von Mises 
yield criterion, isotropic strain hardening law and temperature- 
dependent mechanical properties. A temperature-dependent thermal 
expansion coefficient was used in modeling of the thermal strain. 
Temperature-dependent mechanical properties used in calculation of 
the structural response were taken from the literature [41], as presented 
in Fig. 8. 

In the mechanical analysis, the effect of annealing on strain hard
ening was considered by defining an annealing temperature. If the 
temperature of any material point rises above the annealing tempera
ture, strain hardening memory is lost by resetting the equivalent plastic 
strain to zero at that material point. On condition that the temperature 
of a material point falls below the defined annealing temperature during 
cooling, material retrieves its work hardening memory at that point. In 
this study, the annealing temperature was set to 900 ◦C [16]. 

In welded joints, application of welding fixtures or clamps is one of 
the major techniques to control the induced distortions. Using fixtures in 
over-restraint conditions, can reduce the welding deformation, it can, 
however, negatively affect residual stress fields where stresses can build 
up and cause cracking problems. In welding of under-constrained 
components, the development of distortions can increase dimensional 
instability. Although in the case of short fillet welds, smaller levels of 
distortion are expected compared to the continuous welding, the re
sidual stress field should be considered carefully. In this regard, correct 
application of external restraints contributes to optimization of welding- 
induced stresses and strains. Regarding tack welds (temporary non- 
continuous welds), although by applying the main weld layer, stress 
fields due to applying the tack welds are mainly annihilated, welding 
deformations caused by those tack welds will remain and must thus be 

thoroughly taken into consideration. This matter, in real applications 
such as robotized welding is of particular importance where the accu
racy and productivity of such technologies may decline if the previous 
deformations due to tack welds are not accounted for. In the experi
mental part of the study, two clamping conditions were tested; In one 
case, the external constraints were applied in such a way that the related 
specimen was restrained at one end in a specified area. In the corre
sponding FE model, the mechanical boundary conditions were applied 
to simulate the clamping condition, and all the nodes in the specified 
area were restricted to move translationally and rotationally, as shown 
in Fig. 9 (a). The other clamping configuration was considered to fix the 
specimen rigidly at both ends in the two defined areas. In the related FE 
model, all the nodes in those areas were prevented from rotation and 
translation, as shown in Fig. 9 (b). It should be noted that the length of 
the clamping in the X-direction was 100 mm. After welding and reaching 
the ambient temperature, the mechanical boundary conditions were 
defined in the FE models corresponding to the removal of the clamps. 
That is, after the cooling stage, all the mechanical boundary conditions 
were deactivated and those to prevent the rigid body motion only were 
defined, as shown in Fig. 9 (c). 

4. Results and discussion 

4.1. Results of thermal simulation 

The temperature distribution and peak temperature captured by the 
FE thermal simulation of short fillet welds in T-joints made of S700 are 
shown in Fig. 10. It should be noted that due to the identical welding 
parameters and heat source model for all the cases, the thermal analysis 
results are presented only for one of the cases (FS1). As can be seen in 
Fig. 10, the maximum temperature of the weld pool is approximately 
1800 ◦C. In the same figure, the FZ, i.e., the regions with peak temper
atures higher than the liquidus temperature (1480 ◦C) are shown in light 
gray. To achieve reasonable results for mechanical response, an accurate 
prediction of temperature distribution during the welding is a 
requirement. 

Matching the shape and size of the weld pool from the simulation and 
experimental measurements is one of the indices to evaluate the cor
rectness of temperature distribution during the welding. Fig. 11 repre
sents the depth of penetration captured from the macrograph of the weld 
cross section versus the simulation at a distance of 5 mm from the start of 
the segment. As shown in Fig. 11, the depth of penetration is well- 
captured by simulation and boundaries of the FZ from the simulation 

Fig. 8. Temperature-dependent mechanical properties of S700.  
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reasonably match the macrograph of the weld cross section. Matching 
the experimental and simulated temperature histories, which was car
ried out by adjusting the heat source parameters and calibration of the 
heat loss model, is another index of the accuracy of thermal analysis. In 
this respect, the experimental time-temperature curves obtained 
through the thermocouple measurements at several locations and the 
simulation results for the corresponding nodes are presented in Fig. 12. 
As mentioned before, the applied heat input and specimen configuration 
for all the cases were identical and hence, only one of the specimens 
(FS1) was chosen for the sake of comparison in terms of the experi
mental and simulated thermal cycles. 

For a better clarity regarding the features of time-temperature 
curves, the entire temperature histories obtained from the simulation 
and those captured by the thermocouple measurements for FS1 are 
divided into four parts (a–d), as shown in Fig. 12. That is, Fig. 12 (a–d), 
refers to the welding thermal cycles of segments W1–W4, respectively. 
In Fig. 12, T1–T4 are the thermocouples attached on the top surface of 
the specimen (specified in Fig. 2), and X1–X4 refer to the distances of 
those thermocouples from the weld toes and the corresponding nodal 

distances in the FE model. X1–X4, were measured from the 3D scan 
image of the specimen post welding and after detaching the thermo
couples. It can be seen that the simulated curves are in close concurrence 
with the experimental ones in terms of the heating and cooling rates, and 
the peak temperatures. Such agreement implies that the heat source 
parameters (Goldak’s characteristics) were adjusted reasonably, and the 
heat loss model was calibrated correctly. Comparing the numerical re
sults of T1 in Fig. 12 (a) to T2 in Fig. 12 (b), with the specified distances 
of 1.25 and 4 mm from the heat source, respectively, shows that the 
regions close to the weld, experienced considerably higher peak tem
peratures compared to the areas farther from the heat source, while 
reasonably maintained the heating rates similar to those areas. Based on 
the results of thermal analysis, it was assumed that the thermal FE model 
validated through the transient temperature histories and the weld pool 
dimensions, was accurate enough in order to transfer the nodal tem
peratures from the thermal to the mechanical model. 

It is expected that welds with shorter lengths experience faster 
cooling rates. In this regard, a comparison is drawn to clarify how the 
cooling rate changes for the fillet welds with considerably shorter 

Fig. 9. Representation of the mechanical boundary conditions assigned to the FE models for: (a) clamping at one end; (b) clamping at both ends; and (c) removal of 
the clamps. 
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lengths compared to the continuous ones. In addition to the FE simu
lation of short fillet welds with a specified length of 20 mm, an FE 
thermal simulation for a double-sided fillet weld with an approximate 
length of 122 mm on each side, was performed. It should be noted that 
identical heat inputs for both cases were used. Fig. 13 shows the time- 
temperature curves captured from the simulation for a node posi
tioned at a distance of X  = 0.5 mm from the weld toe at half-length of 
the weld in each case. As can be seen, while both welds experienced 
almost the same peak temperature and heating rate, a considerable 
difference was obtained for the cooling rate. From Fig. 13, cooling times 
(t8/5 = t500 − t800), for the continuous and short welds, are 11.45 and 
3.86 s, respectively. The calculated cooling rates (v8/5 = 300/(t8/5)) are 
26.2 and 77.7 ◦C/s, for the continuous and short welds, respectively. 

This heating and very fast cooling due to the short length of the weld 
can produce localized residual stress fields with large magnitudes. In 

addition, t8/5 is known to have a significant effect on the final micro
structure of the HAZ in welded structures since most microstructural 
changes occur at temperatures above 500 ◦C. As t8/5 decreases, the 
tendency to form martensite increases, and, consequently, the hardness 
of the HAZ rises. In direct-quenched HSSs and UHSSs, the maximum 
limit of t8/5 should not be exceeded to avoid detrimental softening in the 
HAZ [45,46]. Microstructural investigation is out of the scope of the 
current study, it is, however, important to note that the FE thermal 
simulation can contribute to conduct comparative studies on the effect 
of cooling rate due to the different weld lengths or heat inputs on the 
microstructure and mechanical properties of the advanced HSSs. 

4.2. The simulated residual stresses and angular distortion 

The effect of external constraints and welding sequence on 

Fig. 10. Temperature contours captured during the welding of W2 on FS1.  

Fig. 11. Welding temperatures (NT11) and Boundaries of the weld pool from the simulation versus the experiment through the thickness.  
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development of residual stresses and angular distortion, which is 
induced by non-uniform heating and cooling during the welding, was 
investigated. Experimental measurements were conducted to verify the 
results of the simulated residual stresses and angular distortion 
regarding the distribution patterns and magnitudes due to change in the 
mechanical boundary conditions and welding sequence. 

Measurement of angular distortion was fulfilled by using a 3D 
scanner before welding (for possible small deformation), and after the 
deposition of each fillet weld and reaching the ambient temperature for 
each case. Angular distortion was measured in the mid-section (half-way 
along the weld line) and in the transverse direction (perpendicular to the 
weld line) at the bottom side of the specimen (Path 5), as shown sche
matically in Fig. 14. 

Transverse surface residual stresses on the top surface of FS1 and CS1 
were measured at the mid-length of W1 (Path 1) and W4 (Path 4) to 
validate the simulation results using XRD by a Stresstech X3000 G3 
device with a collimator diameter of 1 mm. The developed residual 
stresses for the other cases, and residual stresses along path 2 and path 3, 

were studied from the results of the validated simulations. 

4.2.1. Angular distortion 
Contours of angular distortion for FS1 and FS2 after removal of the 

clamps are shown in Fig. 15 (a) and 15 (b), respectively. Those for CS1 
and CS2 after release from the external constraints are depicted in 
Fig. 16 (a) and 16 (b). As can be observed, the patterns of angular 
distortion (deflection in the Z-direction) for all the welding cases are 
similar. Through the comparison between Fig. 15 (a) and 16 (a), and 
Fig. 15 (b) and 16 (b), it can be understood that the external constraints 
at both ends slightly better prevented angular distortion compared to the 
clamping at one end after these constraints were removed. 

In order to evaluate the accuracy of the FE simulations with regard to 
the effect of welding sequence and external restraints on angular 
distortion quantitatively, the sequential and cumulative angular dis
tortions for FS1 and FS2 from the simulations and measurements (See 
Fig. 14 for the measurement path) are compared. For CS1 and CS2, due 
to the very small sequential distortions expected after each short weld 
(W1–W4), only the final angular distortions (after removal of the 
clamps) were measured experimentally, and the sequential distortions 
are discussed based on the numerical results. The results of the 
sequential angular distortions for FS1 and FS2 are shown in Fig. 17 (a) 
and (b), respectively. The simulated data are plotted with solid lines, 
while the measurement data are shown with circular marks. The simu
lated sequential angular distortions for CS1 and CS2, before release from 
the clamps are shown in Fig. 18 (a) and (b), respectively. 

As can be seen in Fig. 17 (a) and (b), the distortion predictions by FE 
simulations are in reasonable agreements with the measurements. In 
almost all the cases, simulation overpredicts the angular distortion when 
compared to the experimental measurements. Both the simulation and 
measurement demonstrate that the final angular distortion produced in 
FS1 is slightly greater than that induced in FS2. For FS1, the experi
mental and simulated values are 3.95 and 4.61 mm, respectively, which 
makes a percent error of 16.7 %. In the same vein, the experimental and 
numerical values obtained for FS2 are 3.76 and 4.34 mm with a percent 

Fig. 12. The experimental versus simulated thermal cycles for FS1 during the welding of segments: (a) W1; (b) W2; (c) W3; and (d) W4.  

Fig. 13. Comparison of the simulated thermal cycles for a short fillet weld with 
a length of 20 mm, and a continuous fillet weld with a length of 122 mm. 
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error of 15.4 %. The final angular distortion in FS1 is approximately 6 % 
(from both the simulation and measurements) greater than that of FS2. 
Compared to the size of the specimen and final angular distortion, the 
difference is minor. Nevertheless, in practice where a large number of 
short fillet welds are required (based on the design), the difference due 
to a change in the welding sequence can be considerable. The same 
trend, i.e., a slightly greater angular distortion due to the welding 
sequence S1 compared to S2, can be seen in Fig. 18 (a) and (b). The 
simulated angular distortions for CS1 and CS2 in the clamped conditions 
are 0.51 and 0.48 mm, respectively. The angular distortion specific to 
each fillet weld (W1–W4) from the simulation and measurements for 
FS1 and FS2 are compared in Fig. 19 (a). The simulated angular dis
tortions due to the deposition of the fillet welds (W1–W4) for CS1 and 
CS2 are shown in Fig. 19 (b). It should be noted that the values in Fig. 19 
(b) refer to the situation when CS1 and CS2 were still in clamps. It can be 
seen in Fig. 19 (a), as was predicted by simulation and measurements, in 
both FS1 or FS2, W2 and W3, have the largest and the smallest shares in 

the final angular distortion, respectively. The same trend respecting the 
shares of W2 and W3 in the total angular distortion, can be observed for 
CS1 and CS2 in the restrained conditions in Fig. 19 (b). 

The effect of external constraints on the angular distortions induced 
in the studied cases, are evaluated by plotting the simulated angular 
distortions after removal of the clamps, as shown in Fig. 20. As was 
expected, clamping the specimen at one end permitted the development 
of angular distortion freely during the welding, and, therefore, releasing 
the related specimens after reaching the ambient temperature had no 
effect on the magnitude of the maximum angular distortion. For a higher 
degree of geometrical constraints, as experienced by CS1 and CS2, 
deformation is prevented during the welding by increasing plastic 
strains and reducing elastic strains. Elastic strains or locked-in stresses 
are responsible for the deformations after unclamping [17]. As the 
external constraints were removed, the remaining elastic strains were 
released partially as the specimen started to deform. As can be seen in 
Fig. 20, the smallest deformation obtained for the specimen which was 

Fig. 14. Illustration of the measurement paths for angular distortion at the bottom surface, and residual stresses on the top surface.  

Fig. 15. Contours of the final angular distortion for: (a) FS1; and (b) FS2 (Units are in m).  
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welded using sequence S2 and was clamped at both ends, while the 
largest angular distortion captured for the specimen being clamped only 
at one end and was welded using sequence S1. The results of simulations 
show that the angular distortion for FS1 is 9.2 % greater than that of 
CS1. In the same manner, the angular distortion for FS2 is 7.1 % larger 
than that for CS2. Based on the distortions due to the different welding 
sequences and external restraints, it can be understood that for this 
specimen configuration with a specified number of short fillet welds 
with a length of 20 mm each, the effect of the welding sequence is 
slightly smaller than that of the external constraints. 

In order to compare the effect of clamping on angular distortion 
when short fillet weld changes to continuous fillet weld, for a similar 
specimen, a thermal simulation was performed. The simulation included 
deposition of the weld metal on both sides of the T-joint specimen in the 
same direction and with the same heat input being applied to the other 
cases in this study. The weld length on each side was approximately 122 
mm. In the subsequent mechanical analyses, the two boundary condi
tions, which were previously used for the other welding cases, were 
applied. The results of the angular distortion after reaching the ambient 
temperature, before and after unclamping for the continuous and short 

Fig. 16. Contours of the final angular distortion for: (a) CS1; and (b) CS2 (Units are in m).  

Fig. 17. The simulated versus the measured sequential angular distortions for: (a) FS1; and (b) FS2.  

Fig. 18. The simulated sequential angular distortions in the restrained condition for: (a) CS1; and (b) CS2.  
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welds are shown in Fig. 21. 
As can be seen in Fig. 21, in the case of continuous fillet welds, using 

higher degree external constraints could considerably reduce the final 
distortion by increasing plastic strain and reducing the remaining elastic 
strains. In the case of short fillet welds, however, adding more restraints, 
only slightly improved the distortion prevention. It can be understood 
that in the case of short fillet welds, adding more rigidity does not 
considerably reduce the angular distortion, and other distortion control 
techniques, such as applying pre-deformation can thus be considered. 

4.2.2. Transverse residual stress 
In the current study, transverse residual stresses for FS1 and CS1 

along the specified paths (see Fig. 14) were measured to validate the 
corresponding simulation results. The rest of the comparisons are drawn 
based on the validated FE models. The stress measurement paths on the 
top surface start at approximately 1 mm from the weld toe and are 
extended in the X-direction (almost 25 mm in length). It should be noted 
that in comparisons of residual stresses, path 1 and path 2 are considered 
in the negative direction of the X-axis, while path 3 and path 4 are shown 
in the positive direction of the X-axis. Fig. 22 shows the measured and 
simulated transverse stresses for FS1 after cooling down to ambient 
temperature. As can be seen in Fig. 22, the simulation results are in a 
relatively good agreement with the measurement data. It should be 
noted that XRD measurement data always fall within an error band 
which can be considerable in the FZ and HAZ and hence, the issue should 
be taken into account when comparing with simulation results. As 
moving from the weld toe in the X-direction, there exist regions of 
maximum tensile residual stress in the HAZ at 3–4 mm from the weld 
toes predicted by experimental measurements and simulation. Passing 
through the HAZ, the tensile residual stresses fall in magnitude rapidly. 
As clearly shown in Fig. 22, based on both the simulation and mea
surements, the peak tensile transverse stress due to the welding of W4 is 
considerably greater than that of W1. The measurement data demon
strate that the maximum tensile transverse stress due to W4 almost 
reaches the yield strength of the base material, while the peak residual 
stress predicted by simulation exceeds the yield strength of the base 

Fig. 19. The angular distortions developed due to each fillet weld: (a) from the simulation and measurements for FS1 and FS2; (b) from the simulation for CS1 
and CS2. 

Fig. 20. The final angular distortions after unclamping of the specimens.  

Fig. 21. The simulated final angular distortions for the cases with continuous welds and short fillet welds (FS1 and CS1).  
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plate slightly. For W1, the maximum tensile residual stress from both the 
simulation and measurement is approximately 480 MPa, which is almost 
65 % of the yield strength of the base material. 

In order to validate the results of the simulation regarding the effect 
of external constraints on the residual stress fields, the transverse re
sidual stresses before and after removal of the external restraints for CS1 
were measured and compared with those of the corresponding simula
tion, as shown in Fig. 23. As is observable in Fig. 23, the simulation 
results are in a relatively good agreement with the experimental data in 
terms of both the trend and peak magnitudes, before and after removal 
of the constraints. Along both paths, after removal of the constraints, 
tensile transverse stress fell in value. That is, the approximate peak 
tensile stress of 560 MPa in the clamped condition decreased to 480 MPa 
after unclamping for path 1. Along path 4, before removal of the con
straints, the maximum tensile transverse stress can exceed 1000 MPa, 
which is considerably greater than the yield strength of the material. 
This matter is very important in practice such as intermittently fillet 
welded connections, where the joint must be welded in strict restraints 
and perform its service in the permanent external constraints. After 
removal of the clamps, however, the peak value decreased to yield 

strength of the material. In this case, similar to FS1, the peak stress along 
path 4 is considerably greater than that of path 1, both before and after 
removal of the clamps. 

The simulated transverse residual stresses along paths 1–4 for FS1 
and FS2 are plotted in Fig. 24 to evaluate the residual stresses induced in 
the specimens due to each of the fillet welds W1–W4. The simulated 
transverse stresses for CS1 and CS2 in the clamped and unclamped 
conditions are shown in Fig. 25 (a) and Fig. 25 (b), respectively. As can 
be observed in Fig. 24, the residual stress field developed due to W1, has 
the lowest peak magnitude amongst the others, while the stress field 
resulting from the deposition of W4 experienced the greatest peak stress 
for both FS1 and FS2. In FS2, where W3 was deposited on side 2 before 
W2 on side 1, the peak magnitude in the stress field due to W3 is almost 
55 MPa smaller than that in FS1. The peak value in the stress field due to 
W2 is approximately 75 MPa larger than that in FS1. The maximum 
tensile transverse stresses in FS2 along path 2 and path 3 are 529 and 
680 MPa, respectively. 

As can be seen in Fig. 25 (a) and (b), unclamping lowered the levels 
of transverse stress in an approximate range of 100–120 MPa for both 
CS1 and CS2, while it retained the distribution patterns similar to the 

Fig. 22. Comparison of the measured and simulated transverse residual stresses for FS1 along path 1 and path 4.  

Fig. 23. Comparison of the measured and simulated transverse residual stresses for CS1 along path 1 and path 4, before and after unclamping.  
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Fig. 24. The simulated transverse residual stresses for FS1 and FS2 along paths 1–4.  

Fig. 25. The simulated transverse residual stresses for CS1 and CS2 along paths 1–4 for: (a) clamped; and (b) unclamped conditions.  
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Fig. 26. The simulated longitudinal residual stresses for FS1 and CS1 starting at 1 mm from the weld toe along paths 1–4.  

Fig. 27. Comparison between the cases with short and continuous fillet welds (rigidly clamped at both ends) in terms of: (a) Transverse stresses; and (b) longi
tudinal stresses. 
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clamped condition. In a comparison between CS1 and CS2, as can be 
seen, in CS1, the distribution of stress along path 1 has a slightly larger 
peak magnitude compared to that of CS2. In contrast to S1, when S2 was 
used, the peak stress along path 3 dropped from 525 to 511 MPa, while 
the peak magnitude along path 2, rose from 560 to 595 MPa. The dis
tribution of transverse stress along path 4 for both CS1 and CS2 are 
almost identical. 

4.2.3. Longitudinal residual stress 
The effect of clamping configuration on longitudinal residual stress 

was investigated by comparing the simulated longitudinal stress distri
butions for FS1 and CS1. As shown in Fig. 26, the maximum tensile 
longitudinal stress, which developed along path 4, is smaller than the 
maximum transverse stress (see Figs. 24 and 25 (a)) developed along the 
same path for both FS1 and CS1. As can be seen in Fig. 26, the rigid 
clamping at both ends produced stresses which were 35–60 MPa smaller 
compared to the clamping at one end when the specimen was released. 
The peak longitudinal stresses developed in FS1 along paths 1 and 2 are 
almost identical to those developed in the clamped CS1 along the same 
paths. Along path 3 and path 4, the stresses in FS1 were slightly greater 
than those in CS1 along the same paths. A comparison between the re
sults plotted in Figs. 24 and 25 (a) with those in Fig. 26, indicates that in 
contrast to the longitudinal stress, the transverse one is more sensitive to 
the stiffness of the external constraints. 

The simulated transverse and longitudinal stresses in one of the 
cases, CS1 as an example, are compared with those in a double-sided 
fillet welded T-joint with the similar welding parameters and mechan
ical boundary conditions. The length of the deposited filler material on 
each side of the continuous fillet weld case was approximately 122 mm. 
For CS1, the transverse residual stresses are plotted along paths 1 and 4, 
and for the continuous case, the stresses are plotted along the two paths 
perpendicular to the welding direction in the mid-section of the spec
imen on the top surface on side 1 and side 2, as shown in Fig. 27 (a). In 
the same vein, the longitudinal stresses are plotted in Fig. 27 (b). 
Regarding the rigid clamping at both ends, which implies a high 
restraining stiffness, as can be seen in Fig. 27 (a), transverse residual 
stresses being induced in the continuous fillet weld case are more sen
sitive to unclamping than those in the short fillet weld case. That is, after 
removal of the clamps, release of the transverse residual stresses in the 
continuous fillet weld case are more considerable than the other case. 
The peak magnitudes of tensile transverse stresses and the gradient of 
decrease as moving away from the weld toe, in both the clamped and 
unclamped conditions, for the short filet welds are significantly greater 
than those for the continuous case, which indicates the localized stress 
fields with larger peak magnitudes near the short fillet welds. 

As can be seen in Fig. 27 (b), with using high degree mechanical 
boundary conditions, longitudinal stress of the continuous fillet weld 
case is more sensitive to the removal of the clamps compared to the short 
fillet weld case. Longitudinal stress, however, is less sensitive to the 
removal of the rigid clamps at both ends, compared to transverse stress. 
The fall of the longitudinal stresses as moving away from the HAZ, for 
both the continuous and short fillet welds occurs approximately with the 
same slope, however, the case with continuous welds experienced 
greater peak magnitudes of compressive longitudinal stresses than the 
case with short welds. 

5. Conclusions and future work 

Simulations of the temperature field, residual stress and angular 
distortion for the short fillet welds made from S700 were performed by 
developing three-dimensional FE models in ABAQUS FE code. Two 
welding sequences and two mechanical boundary conditions were 
considered in the simulations to study the effect of external restraints 
and welding sequence on development of angular distortion and resid
ual stresses. The numerical approach was validated through conducting 
experimental measurements of temperature field, angular distortion and 

transverse residual stress. A series of comparisons were also made be
tween the cases of continuous and short fillet welds with respect to the 
temperature field, residual stress and angular distortion. Based on the 
experimental measurements and numerical results, the following con
clusions are made:  

(1) The experimental measurement data are in a relatively good 
agreement with the results of the simulations for temperature 
fields, angular distortion and transverse residual stresses. It can 
be concluded that the developed computational approach is able 
to capture the distributions of the welding residual stresses and 
angular distortion with acceptable accuracy.  

(2) Both the measurement and simulation show that the welding 
sequence S2 resulted in slightly smaller angular distortion 
compared to S1 for both of the clamping configurations.  

(3) In this study, the external constraints had more influence on the 
angular distortion than the welding sequence. Using rigid 
clamping at both ends can significantly prevent angular distor
tion in continuous fillet welds. For the short fillet welds, using 
rigid clamping at both ends had a smaller effect on controlling of 
angular distortion compared to the continuous fillet welds. This 
matter shows that in practice, controlling of angular distortion 
due to short fillet welds, apart from using a rigid clamping re
quires other techniques, such as applying pre-deformations. 

(4) The peak stress can easily exceed the yield strength of the ma
terial for some of the short fillet welds, especially when clamps 
with high restraining stiffness are used. In practical applications, 
this issue should be considered for intermittently fillet welded 
joints and avoid producing short welds where dynamic loads are 
introduced, as the high tensile residual stresses can contribute to 
premature failures, such as fatigue failure.  

(5) In short fillet welds, longitudinal residual stress is less sensitive to 
removal of the rigid clamps than transverse stress. Transverse 
stress in short fillet welds compared to continuous welds, is less 
sensitive to the removal of the rigid clamps with high restraining 
stiffness.  

(6) In the stress fields due to each short fillet weld, the differences 
between peak longitudinal stress magnitudes are smaller than 
those related to transverse stress. Passing through the HAZ, the 
gradient of decrease in the longitudinal stress for the short and 
continuous welds are very similar. Transverse stresses in the short 
fillet welds, however, have considerably sharper gradients of fall 
than the continuous fillet welds as moving from the weld toe 
towards the outer edges. 

It was observed in the results that, as the length of the weld de
creases, the cooling rate increases. This matter, depending on the steel 
type, can have a significant impact on the microstructure of the near- 
weld regions. It is of interest to investigate the effects of the weld 
length and leg size and consequently cooling rate on the microstructure 
and deformation patterns of different ultra-high strength steel grades 
being manufactured with different processes. The aim of this work was 
to investigate HSSs, and thus the findings of the study are principally 
limited to these steel grades. However, a future study might also 
investigate the effect of material strength level on development of re
sidual stresses and distortions in short fillet welds. 
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Appendix A 

A.1. Residual stress components 

Distribution of residual stress, in general, comprises both tensile and compressive stresses whose magnitude might reach the yield strength of the 
material. Distribution, peak magnitude and location of residual stresses, to a great extent, depend on the welding process, external restraints, material 
properties and geometry of the joint. In the fields of fatigue and fracture mechanics evaluation of welded joints, which are vital topics in structural 
integrity assessment, the knowledge of residual stress distribution is required. For structural integrity assessment, residual stresses can be generalized 
based on some invariant features. One technique also known as stress decomposition technique, is used to decompose residual stresses through the 
thickness. Once distribution of transverse residual stresses over the thickness is available, based on either experimental measurements or FE simu
lation, residual stress is decomposed into membrane, bending and self-equilibrating stress components, which are described by Eq. (A.1), Eq. (A.2), 
and Eq. (A.3), respectively: 

σres,m =
1
t

∫t

0

σres,x(z)dz (A.1)  

σres,b =
6
t2

∫t

0

[
σres,x(z) − σres,m

]( t
2
− z
)

dz (A.2)  

σres,se = σres,x − σres,m − σres,b

(

1 −
2z
t

)

(A.3)  

where σres,m, σres,b, and σres,se are membrane, bending and self-equilibrating components, respectively. t is material thickness and σres,x(z) is the 
transverse residual stress in the Z-direction (through thickness). This decomposition technique was applied to CS1 on both sides at the weld toe, and 
performing integration over the weld length, where z = 0 is on the top surface and z = t is on the bottom surface of the specimen. The results regarding 
the membrane and bending stress components for the clamped and unclamped conditions are shown in Fig. A.1. In addition, Fig. A.1 includes the 
results of residual stress components for a similar joint being welded continuously over the length of the joint on both sides, where both weld passes 
were in the same directions. 

As can be seen in Fig. A.1, In the case of short welds, and in the clamped conditions, both membrane and bending stress components are high tensile 
stresses in the location of welds which tend to become compressive in the regions where no welding was performed. The peak tensile stresses of 
membrane and bending components in short welds are comparably higher than those in continuous welds, which implies that in the case short fillet 
welds residual stress field is highly localized and dimensionally smaller than those in continuous fillet welds, while the peak magnitudes are 
comparably larger than those of continuous welds. For example, on side 1 and in the clamped condition, based on Eq. (A.1) and Eq. (A.2), the 

Fig. A1. Membrane and bending components calculated for CS1 at the weld toe in the clamped and released conditions.  
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membrane and bending stress components of short welds have the peak magnitudes of +547 MPa and +541 MPa, respectively, while these mag
nitudes for continuous case are +495 MPa and +195 MPa. Provided that the average value over the length of the joint is considered, the membrane 
and bending stress components for short and continuous welds become +162 MPa, +158 MPa, +238 MPa and +136 MPa, respectively. After removal 
of the clamps, as can be seen in Fig. A.1, release of both membrane and bending residual stresses in short fillet welds has been done in a smaller extent 
compared to the continuous fillet welds. The averaged values of membrane and bending components over the length of the joint after release from the 
clamping in short and continuous welds are +125 MPa, +99 MPa, − 7 MPa and − 17 MPa, respectively. As can be seen, removal of the clamps had a 
smaller effect on the residual stress field in short fillet welds than in continuous fillet welds. 

The stress decomposition technique presented in this section, which uses the results of the FE welding simulation, is applicable in assessment of the 
stability of plate components and study of the behavior of crack growth under the influence of an unequal residual stress field, and it can help to 
estimate the stress intensity factor due to residual stresses [47,48]. 
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A B S T R A C T

Variety of ultra-high strength steels (UHSS) with different microstructural characteristics is becoming available 
with continuous development of the manufacturing process in the steel industries. In order to effectively design 
structures made of such steel grades, a detailed knowledge of the mechanical properties is vital. Fire safety design 
is one of the areas in which such knowledge is essential. Welding process is indispensable in construction of steels 
structures with inevitable welding-induced degradation of mechanical properties of UHSSs. Thus, conducting 
experimental research on elevated-temperature constitutive mechanical behavior of welded joints made of 
UHSSs is of paramount importance. This study addresses elevated-temperature mechanical properties of as- 
received and as-welded S960 (manufactured via direct quenching technique) and S1100 (quenched and 
tempered) steel grades. A fully automated gas metal arc welding (GMAW) process with low heat input value was 
utilized to join the steel plates. Next, steady-state uniaxial tensile tests in the temperature range between room 
temperature (RT) and 900 ◦C were carried out. Accordingly, reduction factor-temperature relations for each 
tested steel in both as-received and as-welded forms are discussed and compared with several design standards, 
as well as with previous studies in the literature. Finally, predictive equations are proposed to estimate the 
elevated-temperature mechanical properties reduction factors of the tested UHSSs in as-received and as-welded 
forms.   

1. Introduction 

Steels with different degrees of strength have been used during the 
past decades in various applications, such as the automotive industry, 
construction of large-span bridges, and skyscrapers all around the globe. 
Less exploitation of natural resources and energy-saving trends in recent 
years from one side and demand of fast-growing technology from the 
other side have triggered the invention and development of high and 
ultra-high strength steels (HSS/UHSS). These materials offer a superb 
combination of load-bearing capacity and high strength-to-weight ratio 
combined with good weldability, which makes them highly useful in a 
variety of industrial applications [1–5]. In the field of construction and 
structural engineering, application of HSS and UHSS can lead to envi
ronmental and socioeconomic benefits: decreasing material consump
tion via obtaining smaller cross-sectional size in design, saving labor and 

costs related to fabrication and transportation, as well as reducing car
bon emission [3,6]. 

In the field of construction, fusion welding processes and particularly 
conventional arc welding techniques have been frequently applied to 
make permanent joints between structural members and components 
made of UHSSs due to their cost-effectiveness, versatility and reliability 
[7–9]. However, since UHSS is manufactured in a controlled heating and 
cooling process resulting in a certain microstructural characteristic, the 
welding thermal cycles can deteriorate the desired microstructure [10]. 
The research on welded UHSS is mainly focused on GMAW [11,12] and 
laser welding (LW) [10,13]. Some detrimental phenomena are attrib
uted to tremendous heat input from the welding processes (GMAW for 
example has higher level of heat input compared to LW), such as 
strength reduction (under fatigue and tensile loads) due to the softened 
heat-affected zone (HAZ). Skriko et al. [14] found that TIG-dressing of T- 
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joints made of S960 causes significant softening in the fusion line and 
HAZ, which has negative effects on fatigue strength of the joint. Ac
cording to the literature, the tensile strength reduction at the softened 
HAZ can reach as high as 60% [10,13,15,16]. Hence, great attention 
should be paid to the design of welded connections made of UHSSs. 

Fire can be mentioned as among the most, if not the most, prominent 
catastrophic incidents to which structures are vulnerable, which can 
result in structural failure, followed by extreme consequences such as 
human fatalities, economic loss and environmental pollution 
[4,6,17–20]. Fire-safe designs and assessing the performance of steel 
structures made of HSSs and UHSSs exposed to fire conditions necessi
tate a profound understanding of constitutive behavior of such materials 
at elevated temperatures. Numerous research efforts have been hitherto 
conducted to investigate the mechanical properties of steels at elevated 
temperatures and post-fire mainly on mild steels [21,22]. 

Existing models in leading design standards such as Eurocode 3 
(EC3) [23] for constitutive behavior of steels at elevated temperatures 
are generally based on reduction factors for mechanical properties 
including elastic modulus, yield strength and ultimate tensile strength. 
These models, however, have been developed based on the results for 
mild steels, and adoption of those code models for estimating the me
chanical properties of HSSs and UHSSs at elevated temperatures is still 
questionable. Due to lack of recommendations for HSSs and UHSSs in 
the current design codes and urgent need for assessing the degradation 
of mechanical properties of HSSs and UHSSs in fire and post-fire con
ditions, several research studies have been conducted [4,6,17,24–28]. 
Qiang et al. [26] studied mechanical properties of S960QL (manufac
tured via quenched and tempered process) in fire conditions by con
ducting steady and transient hot tensile tests in the temperature range 
20–700 ◦C. Characteristic strengths obtained from their tests were 
compared with different leading design standards. Their results revealed 
that none of the proposed models by design codes can be used for ac
curate prediction of mechanical properties of their UHSS at elevated 
temperatures. They concluded that degradation of mechanical proper
ties of HSSs and UHSSs at elevated temperatures is contingent upon steel 
grade and manufacturing process. Neuenschwander et al. [4] conducted 
extensive comparative research on deterioration of mechanical proper
ties of S690QL and S960QL at different strain rates under steady-state 
and transient conditions at temperatures 20 ◦C–900 ◦C. Comparing 
their results in the case of HSSs with grades below S700 with EC3, they 
showed that the Eurocode predictive model for elastic modulus and 
effective yield strength at 2% total strain at elevated temperatures is 
overconservative and nonconservative, respectively. For UHSSs with 
grades above S700, they noted the necessity of more experimental 
research to conclusively assess the adoptability of the EC3 model for 
prediction of mechanical properties at elevated temperatures. 

Although there has been some research on deterioration of me
chanical properties of HSSs and UHSSs at elevated temperatures in the 
context of fire-safe designs, only a few studies focused on steel grades 
above 900 MPa [4,26,29,30]. These researchers, however, conducted 
their experiments on quenched and tempered UHSSs; direct-quenched 
steels were not included in their investigations. As has been reflected 
in the literature [17], mechanical properties of UHSSs at elevated tem
peratures are highly dependent on chemical composition, especially 
carbon content and manufacturing process, which necessitates con
ducting research on UHSSs with different manufacturing processes. 
More importantly, elevated-temperature mechanical properties of wel
ded joints made of UHSSs have not been investigated thus far. Inasmuch 
as welding is indispensable in construction of steel structures, and 
degradation of mechanical properties of UHSSs is inevitable due to 
welding [10], conducting experimental research on elevated- 
temperature constitutive mechanical behavior of welded joints made 
of UHSSs is of paramount importance. Such research contributes to 
provide scientific background to improve code models and scrutinize the 
suitability of adopting those predictive models for UHSSs. 

This study fills the knowledge gap in understanding elevated- 

temperature mechanical properties of as-received and as-welded ultra- 
high strength steel by including two UHSSs not covered in the literature, 
namely S960MC (manufactured via direct quenching technique) and 
S1100 (quenched and tempered) steel grades. In this regard, four sets of 
specimens were prepared, and steady-state tensile tests in the temper
ature range RT–900 ◦C were carried out. For each specimen elastic 
modulus, effective yield strength at 0.2% strain level and ultimate ten
sile strength are obtained from stress-strain curve at corresponding 
temperature. Accordingly, reduction factor-temperature relations for 
each tested steel in both as-received and as-welded forms are discussed 
and compared with some leading design standard predictive models, 
such as the EC3, the American Institute of Steel Construction (AISC) 
[31], and the Australian Standard AS4100 [32]. Moreover, comparison 
of the results with the existing literature for different grades of HSS/ 
UHSSs, such as S460N (normalized rolled delivery condition) [33], 
S700MC (thermomechanically rolled delivery condition) [17] and 
S960QL [4,26] is also performed. Finally, this paper further extends the 
knowledge through establishing predictive equations to safely estimate 
the elevated-temperature elastic modulus, 0.2% proof stress, and ulti
mate tensile strength reduction factors of the tested steels in both as- 
received and as-welded forms. In addition, comparisons between the 
proposed equations and the above-mentioned design code models are 
drawn. 

2. Materials and experimental procedure 

2.1. Materials 

The base materials (BMs) considered for this study were S960MC and 
S1100 UHSS alloys with low carbon contents. As-received S960MC was 
manufactured by modern hot rolling and direct quenching processes 
[34], while the S1100 grade was manufactured by the quenching and 
tempering process [16]. Both steel alloys were received from 8 mm thick 
hot rolled strips. The chemical compositions (wt%) of the two steel 
grades according to the manufacturer’s certificates are listed in Table 1. 

The carbon equivalent (CEV) in Table 1 is calculated using the 
following equation: 

CEV = C+
Mn
6

+
Cr + Mo + V

5
+

Ni + Cu
15

(1) 

The nominal mechanical properties of the studied steels are pre
sented in Table 2. 

The effects of elevated temperatures on the constitutive mechanical 
properties (i.e. elastic modulus, 0.2% proof and ultimate tensile stress) 
of butt-welded UHSSs were studied in this paper. The GMAW process 
which is commonly used to join UHSSs, was applied to achieve this aim 
[10,35]. Due to softening effect at the weld HAZ, especially in direct- 
quenched (DQ) UHSSs, welding parameters were chosen so that heat 
input (HI) level falls in an optimum range as recommended in the 
literature [10,36]. The specimens were allowed to cool down to room 
temperature between each weld pass. Similar welding parameters were 
utilized for both steel alloys as shown in Table 3. In order to achieve high 
quality and consistency in welding, a fully automated process using a 
robot arm was used. 

The applied HI due to the welding was calculated according to Eq. 
(2): 

Q = U × I × η/(ν× 1000) (kJ/mm) (2)  

where Q is heat input, U voltage, I electric current, η welding efficiency 
coefficient, and ν travel speed of the welding torch. Considering a 
welding efficiency coefficient of 0.8 for the GMAW process, a net HI 
value of 0.7 kJ/mm was calculated, which lies in the permitted range for 
the two steel grades. 

The filler material used in the GMAW process was Böhler Union X96 
solid wire. The nominal yield and ultimate tensile strength of the filler 
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material are slightly lower than those of parent materials. However, 
previous studies prove the strength of the welded joints made from both 
steels falls in the matching strength level with the BMs [10]. Table 4 lists 
chemical composition (wt%) as well as the mechanical properties of the 
filler material used in this study. 

The microstructure of both steel grades is a mixture of bainite (B), 
martensite (M), islands of martensite/austenite (M/A) and tempered 
martensite as shown in Fig. 1. The details of the microstructure of the 
BM studied in this paper can be found at [10,16]. The low carbon con
tent makes these steel grades suitable for welding, hence their potential 
for construction applications. However, the martensitic microstructure 
of these steel grades is more sensitive to the welding HI, hence softening 
at the weld HAZ may occur [37]. In order to overcome this issue, the 
welding HI should be kept as low as possible [10]. 

2.2. Test specimens 

Two sets of specimens for each steel grade (i.e. as-received and as- 
welded) were manufactured according to the specifications of ASTM 
E8M [38]. Due to thickness limitations, sub-sized specimens were made. 
At first, 8 mm thick steel plates were laser cut in rolling direction. Then, 
the cut pieces were machined to form cylindrical specimens as shown in 
Fig. 2. Due to the limitation in fixtures at elevated temperatures, cy
lindrical shape was chosen. 

In order to manufacture as-welded specimens, two laser-cut base 
plates were butt-welded using a robot arm from which the samples were 
cut. Hence, all specimens were taken from the welded block as shown 
schematically in Fig. 3. Prior to groove preparation, edges at the weld 
area were removed mechanically for 2 mm to eliminate possible HAZ 
from the laser cutting process. The double V-shape groove was then 
prepared by machining. The schematic of the joint is shown in Fig. 3(a). 
After welding, specimens were laser cut from the welded workpiece 

perpendicular to welding direction (parallel to rolling direction) as 
shown schematically in Fig. 3(b). Sectioned specimens were machined 
to produce cylindrical specimens identical to those from BM in accor
dance to the specification of ASTM E8M [38]. 

2.3. Experimental setup and procedure 

A series of steady-state (isothermal) hot tensile tests were conducted. 
Tensile tests were carried out using a Zwick/Roell Z100 testing machine 
(Fig. 4) with maximum load capacity of 100 kN equipped with two 
separate heating chambers. A three-zone resistance heating furnace, also 
called high-temperature furnace suitable for testing temperatures from 
300 ◦C to 1300 ◦C, at a heating rate of ~20 ◦C/min was used. In this 
chamber, continuous temperature monitoring was facilitated by means 
of three N-type thermocouples attached on the upper, central and lower 
parts of the sample. An environmental chamber was used for tempera
tures below 300 ◦C. In this chamber, temperature was measured by one 
K-type thermocouple attached either on the upper part or lower part of 
the specimen. Strain measurement of the specimen during tensile testing 
was accomplished using contact-type extensometers. In environmental 
chamber, Zwick’s “makroXtens” extensometer with extended arms was 
used while a high-temperature MayTec extensometer with ceramic 
sensor arms in the three-zone resistance furnace was utilized. Seven 
different target temperatures were considered: RT, 100 ◦C, 200 ◦C, 
300 ◦C, 400 ◦C, 500 ◦C, 600 ◦C, 700 ◦C, 800 ◦C and 900 ◦C. As a testing 
procedure, the sample was first heated up to its target temperature at a 
constant heating rate of 20 ◦C/min after it was mounted and gripped 
inside the chamber. Prior to loading, the sample was held at the target 
temperature for 5 min in order to eliminate thermal gradient and ensure 
uniform temperature. Strain-controlled tensile tests were then con
ducted with a constant strain rate of 0.0001 s− 1 until rupture. The 
testing procedure was similar to those in the literature [6,26,27,33]. 

3. Results and discussion 

In order to study the fire behavior of UHSSs, mechanical properties 
such as modulus of elasticity, proof stress at different strain levels, ul
timate tensile strength and total strain at ultimate tensile strength were 
determined. Inasmuch as a pronounced yield point is absent in stress- 
strain curves, assessment of yield strengths at different strain levels 
has been practiced especially for elevated temperatures as the stress- 
strain curve becomes highly nonlinear. In this context, EN 1993-1-2 
[23] defines the effective yield strength as the strength at 0.2% total 
strain level (f0.2). Other methods for determining effective yield 
strengths include defining proof stresses at 0.5%, 1.5% and 2% total 
strain levels, as practiced commonly by researchers [3,4,17,26]. Deter
mining the values of characteristics strengths and strains are illustrated 
schematically on a typical stress-strain curve in Fig. 5. 

As shown in Fig. 5, elastic modulus at the corresponding temperature 
is calculated based on the tangent of initial linear part of the stress-strain 
curve in elastic region. The f0.2 being used to define yield strength was 
determined as the intersection point of stress-strain curve with propor
tional line offset by 0.2% strain level. The strain corresponding to the 
0.2% proof stress is termed as proof strain (εy). The same approach has 
been used to determine f0.5 by the means of proportional line from the 
0.5% strain level. Yield strengths at 1.5% and 2% strain levels, i.e. f1.5 
and f2, were determined from the intersection points of stress-strain 
curves with vertical lines starting at the given strain values. In the 
same vein, maximum stress level for each temperature at related stress- 

Table 1 
The nominal chemical composition of BMs (wt%).  

Steel C Si Mn P S V Cu Cr Ni Mo CEV 

S960 0.088 0.2 1.11 0.008 0.000 0.010 0.009 1.09 0.06 0.125 0.52 
S1100 0.129 0.18 1.48 0.006 0.002 – 0.439 1.29 0.99 0.371 0.83  

Table 2 
Nominal mechanical properties of the parent materials.  

Steel Min 0.2% proof strength 
(MPa) 

Ultimate tensile strength 
(MPa) 

Elongation A5 

(%) 

S960 1028 1126 9 
S1100 1126 1153 11  

Table 3 
Welding parameters used in the experiment.  

Voltage 
(V) 

Current 
(A) 

Travel 
speed 
(mm/s) 

Wire 
feed 
rate 
(m/ 
min) 

Wire 
diameter 
(mm) 

Gas 
flow 
(L/ 
min) 

Shielding 
gas 

25.1 216 6.2 10 1.0 20 
92% Ar +
8% CO2  

Table 4 
Chemical composition (wt%) and nominal mechanical properties of Union X96.  

Union X96 

C Si Mn Cr Mo Ni 
0.12 0.8 1.90 0.45 0.55 2.35 
Yield Strength 
(MPa) 

Ultimate tensile strength 
(MPa) 

Elongation 
(%) 

930 980 14  
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strain curve denotes the ultimate tensile strength (fu), and the corre
sponding strain level is ultimate total strain or uniform elongation (εu). 

3.1. Visual observations and failure mode 

During the elevated temperature tensile tests, as a general phe
nomenon, the surface color of the test specimens would change. As can 
be seen in Fig. 6 (a-d) for both as-received and as-welded specimens 
made from S960 and S1100, the surface color remains almost silver/ 
white at RT up to 200 ◦C. When the temperature exceeds 200 ◦C, the 
surface color changes slightly to light yellow, and at 300 ◦C, the color 
turns to dark blue. From 400 ◦C to 600 ◦C, the surface color changes 
from light gray to almost black. Exceeding 700 ◦C, the surface color 
changes to blackish gray due to sever oxidation at those high tempera
tures and formation of oxide layers [18]. 

Typical failure mode of tensile test specimens made from as-received 
and as-welded S960 and S1100 at elevated temperatures are shown in 
Fig. 6 (a-d). As shown in Fig. 6 (a) and Fig. 6 (c), for all the specimens, 
both as-received and as-welded, necking occurs before failure, which 
becomes more obvious as temperature increases. The as-welded S960 
specimens fail at the HAZ from RT to 500 ◦C, as shown in Fig. 6 (b). 
However, for the same temperature range, all the welded S1100 speci
mens failed from the BM. Both steel grades revealed a weld failure at 
600 ◦C, followed by irregular failures at higher temperatures. 

3.2. Stress-strain curves 

The stress-strain curves of as-received and as-welded specimens at 
RT, as well as various elevated temperatures obtained from steady-state 
hot tensile tests for S960 and S1100, are plotted in Figs. 7 and 8, 

Fig. 1. Scanning electron microscopy of the studied steels, a) S960 [16], b) S1100 [10].  

Fig. 2. Schematic of cylindrical specimen used in the study (Dimensions are in mm, not to scale).  

Fig. 3. Specimen preparation, (a) the butt-weld configuration (b) schematic of the butt-welded workpiece and the laser-cut sections. (Dimensions are in mm, not 
to scale). 
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respectively. The values corresponding to the characteristic strengths 
and strains for the examined steel alloys are presented in Tables 5 and 6. 
It should be mentioned that the abbreviations BM and W corresponds to 
as-received base material and as-welded conditions, respectively. The 
numbering in specimen labels 96 and 11 represents the steel grades S960 
and S1100, respectively. The testing temperature is added at the end of 
labeling. For instance, W-96-400 is the butt-welded S960 specimen 
tested at 400 ◦C. As can be seen in Figs. 7 and 8, in all the tested cases, as- 
welded specimen shows smaller ductility compared to the correspond
ing as-received specimen at the same elevated temperature. Both steel 
alloys show relatively similar mechanical properties (E, f0.2 and fu) at 
room temperature. However, the welded joints significantly show 
different performances. While S960MC shows 35% reduction of its proof 
stress after being welded, the S1100 revels no reduction, as shown in 
Fig. 9. As mentioned earlier, softening is attributed to the HAZ of 
weldments made of UHSSs, which contributes to strength reduction of 
the joint. A comparison is drawn between the hardness values of the 
butt-welded joints from S1100 and S960MC. As presented in Fig. 10, 
both joints in the weld area show comparable hardness with slightly 
higher values for weldments made of S1100. As moving towards HAZ, 
while the hardness of welded S1100 reveals no reduction but a fluctu
ation, there is significant hardness reduction (softening effect) associ
ated with S960MC weldment. Such an effect is correlated to strength 
reduction of the joints made from S960MC (approximately 35% strength 
reduction due to welding) as is clear from stress-strain curves in Fig. 9. 
The hardness reduction at the softened weld HAZ in S960 compared to 
S1100 is the formation of softer microstructure such as ferrite during the 
cooling cycle of welding [10]. 

3.3. Modulus of elasticity 

Service performance and load-bearing capacity of steel structures are 
significantly affected by decrease in elastic modulus at elevated 

temperatures. A robust fire-resistance design and providing safety to the 
application of structures made of UHSSs necessitate quantitative eval
uation of deterioration of elastic modulus at fire or elevated temperature 
conditions. In order to discuss the deterioration of elastic modulus with 
increasing temperature, generally a reduction factor at corresponding 
temperature is presented. The reduction factor of elastic modulus at a 
specific elevated temperature is determined as the ratio of elastic 
modulus at that given temperature to that of RT. Temperature- 
dependent mechanical properties of steels on the basis of the reduc
tion factor concept is commonly practiced by different design standards, 
such as Eurocode for fire-resistance design of steel structures [23]. In 
this study, reduction factors corresponding to elastic modulus at given 
tested temperatures were obtained from experimental stress-strain 
curves. A comparison between reduction factors related to elastic 
modulus (ET/ERT) for the studied steels (BM and weldment), respective 
prediction models of design standards (i.e. EC3, AISC and AS4100), and 
from literature [4,17,26,33] is drawn as shown in Fig. 11. It is essential 
to mention that reduction factors of elastic modulus for BM-960/1100 in 
Fig. 11 are calculated as EBMT/EBMRT. In the same vein, reduction factors 
corresponding to W-960/1100 are EWT/EWRT. 

As shown in Fig. 11, the welded joints of both steel alloys show no 
major reduction in temperature-dependent elastic modulus compared to 
their BMs. A bilinear curve can be associated with the decrease of elastic 
modulus for most the data from literature provided for comparison, 
including BM/W-960, one RT–500 ◦C, and the other 500 ◦C–800 ◦C. The 
latter has a sharper slope for temperature-induced degradation which is 
rooted in the elimination of strain hardening at higher temperatures 
compared to the moderately elevated temperature range RT–500 ◦C. 
Elastic modulus of BM/W-1100, although experiencing continuous 
reduction, compared to BM/W-960, there is lower degradation, and the 
trend is clearly slower. For example, at 600 ◦C, while BM/W-960 keeps 
only 60% of its original elastic modulus, BM/W-1100 retains almost 
80% of its elastic modulus at RT. At the same temperature, S460 [33] 
and S960 [26] lose almost 70% of their elastic modulus at RT. The 
studied S1100 seems to have a more stable microstructure under tem
perature gradients resulting less degradation of the mechanical prop
erties. Similar behavior is reported when welded S960 was compared to 
S1100 at room temperature and after welding [10]. 

Fig. 11 also indicates that design codes such as EC3, AISC and 
AS4100 models fairly predict the results of present tests for BM/W-960 
in the temperature range RT–300 ◦C. Predictions of EC3 and AISC in the 
same manner, start to move on the conservative side as temperature 
exceeds 300 ◦C and becomes overly conservative in the temperature 
range 600 ◦C–900 ◦C. The result of the current study up to a temperature 
of 300 ◦C agrees with the literature on similar UHSS grades [4,26]. The 
results of this study in terms of elastic modulus reduction factor values, 
however, surpass the findings of Qiang et al. [26] and stays below the 
results of Neuenschwander et al. [4] as temperature increases up to 

Fig. 4. Tensile testing equipment at elevated temperatures, (a) chamber, (b) round bar specimen.  

Fig. 5. Schematic of a typical UHSS stress-strain curve up to the ultimate stress 
and the definition of its characteristics. 
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900 ◦C. The investigated S960 steel grade in the two mentioned studies 
was quenched and tempered, while the delivery condition of the S960 in 
this study was directly quenched. The behavior of S460 is not accurately 
predicted by EC3 and AISC at temperatures above 300 ◦C as they become 
nonconservative and only in the temperature range above 600 ◦C can 
reasonably predict the behavior of the material. AS4100 is unsafe for 
prediction of elastic modulus of S460 at all tested temperatures. All the 
mentioned design codes are overly conservative regarding the elastic 
modulus reduction factors of S700 at temperatures 200 ◦C–400 ◦C. At 
temperatures above 400 ◦C, although the degree of conservativity de
creases, EC3 and AISC remain conservative. AS4100 exhibits unsafe 
prediction at 500 ◦C for S700 and reasonable predictions in the tem
perature range 600 ◦C–800 ◦C. 

The experimental results on the studied BM/W-1100 show a better 

match with EC3 and AISC models compared to AS4100 for temperatures 
up to 300 ◦C as AS4100 leans slightly on the unsafe side. At higher 
temperatures, all the mentioned design codes are overly conservative for 
predicting the results of the present test series, with a smaller degree of 
conservativity for AS4100. Moreover, predications of all the design 
codes for S1100, compared to S960MC, show more pronounced degrees 
of conservativity. The results of this study, in terms of elastic modulus of 
S1100, completely match the data set from the study by Neuensch
wander et al. [4], as depicted in Fig. 11. 

3.4. Yield strength 

Temperature-dependent effective yield strengths of the two tested 
steels in as-received and as-welded forms based on the reduction factor 

Fig. 6. Visual observation and failure mode of the tested specimen at elevated temperatures, (a) BM-960, (b) W-960, (c) BM-1100, and (d) W-1100.  
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concept were considered. Effective yield strength reduction factors (f0.2, 

T/f0.2, RT), (f0.5, T/f0.5, RT), (f1.5, T/f1.5, RT) and (f2, T/f2, RT) corresponding 
to strain levels 0.2, 0.5, 1.5 and 2, respectively, were calculated as 
presented in Tables 5 and 6. Reduction factors related to f0.2, which is 
commonly used to define yield strength of the material, are compared 
with the predictive models from design codes EC3 [23], AISC and 
AS4100 [32] as well as the literature in Fig. 12. It should be mentioned 
that reduction factors in Fig. 12 for BM and W are calculated as f0.2BMT/ 
f0.2BMRT and f0.2WT/f0.2WRT, respectively. 

As is shown in Fig. 12, for BM-960, yield strength decreases 
continuously up to 400 ◦C, at a lower rate compared to the subsequent 
temperature range 400 ◦C–800 ◦C where significant strength degrada
tion occurs. As is observable in Fig. 12, the same trend of strength 
reduction is experienced by BM-1100 up to the onset of rapid strength 
fall at 400 ◦C. However, compared to BM-960, strength degeneration of 
BM-1100 at temperatures above 400 ◦C happens at a slower rate, 
reaching a reduction factor of almost 0.5 in contrast to 0.2 for BM-960 at 
600 ◦C. Degeneration of f0.2 for both BMs continuously continues in a 
similar manner in the temperature range 700 ◦C–900 ◦C. 

The absolute 0.2% proof stress of W-960 compared to BM-960 is 
smaller in the temperature range of RT-600 ◦C. However, when the 
reduction factors are compared, the welded S960 shows a better per
formance. The reason is the significant strength reduction for as-welded 
joints made of S960 compared to as-received material, as shown in 
Fig. 9. The strength degradation of BM-960 compared to W-960 at 
elevated temperatures happens at a greater level and higher rate. 
Reaching the temperature of 500 ◦C, W-960 retains 75% of its strength at 
RT, while such value for BM-960 remains 55%. Significant degradation 
occurs for both BM/W-960 at 600 ◦C. The reduction factor for W-960, 
calculated based on the f0.2 at 600 ◦C to the reference f0.2 at RT, takes the 

value of 0.34, while for the comparable scenario with respect to BM-960, 
the reduction factor reaches the value of 0.21. Exceeding 600 ◦C, the 
values of f0.2 for both BM/W-960 becomes quite similar accompanied by 
significant degradation of strength. 

BM-1100 and W-1100 exhibit the same degeneration trend with 
respect to f0.2, such deviation as demonstrated for S960 is not observed. 
That is, mechanical properties of W-1100 in terms of yield strength can 
be considered identical to that of BM-1100. 

In terms of comparison with design codes, AISC presents the most 
unsafe predictive model and is inapplicable for HSS/UHSS with respect 
to f0.2. Prediction of reduction factors with respect to f0.2 by AISC for 
S460 is considerably better compared to the rest of the data sets, 
although in such a scenario, predictions for temperatures above 500 ◦C 
remain on the unsafe side. EC3 predictions for BM-960 in the tempera
ture range RT-200 ◦C is slightly nonconservative, as shown in Fig. 11. 
Predictions of EC3, however, deviate moderately from experimental 
data and lean on the conservative side for temperatures up to 500 ◦C 
before starting to move into the unsafe region again. For BM-1100, 
similar overestimation of the yield strength values by EC3 in the tem
perature range RT-200 ◦C is demonstrated in Fig. 11. For the rest of the 
temperature range up to 700 ◦C, however, EC3 predicts the experimental 
data with a higher degree of conservativity compared to the data set 
related to S960. With respect to predictions of EC3 for W-1100, since the 
experimental data exhibit no significant deviation from the BM-1100 
data, predictions of EC3 for W-1100 are similar to predictions for BM- 
1100. For W-960, the degree of conservativity regarding the pre
dictions of EC3 increases compared to estimations for BM-960. That is, 
for temperatures RT–100 ◦C, predictions fall in the unsafe region, while 
conservative predictions are provided for the entire tested temperatures 
up to 700 ◦C before it leans slightly on the unsafe region. Predictions of 

Fig. 7. Engineering stress-strain results of S960 specimens, (a) RT-600 ◦C, and (b) 700 ◦C–900 ◦C.  
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EC3 for W-960 in the temperature range 200 ◦C –500 ◦C are overly 
conservative. AS4100, on the other hand, fails to render accurate pre
dictions for reduction factors of BM/W-1100 up to 300 ◦C. For the rest of 
the temperatures, however, this design code provides better agreement 
with experimental data up to 600 ◦C. Above 600 ◦C up to 900 ◦C, the 
predictions of AS4100 for BM/W-1100 fall in the unsafe region. With 
respect to BM-960, AS4100 fails to safely predict reduction factors. For 

W-960, although the whole prediction package presented by AS4100 is 
questionable, for temperatures above 200 ◦C up to 500 ◦C, safe pre
dictions are provided by such a model. In another comparison between 
the results of the current study and data sets from the literature [4,26], 
where BM-960 is concerned, a similar strength degradation trend is 
observable up to 400 ◦C. However, between 400 ◦C and 700 ◦C, the 
results of this study show higher strength degradation compared with 

Fig. 8. Engineering stress-strain results of S1100 specimens, (a) RT-600 ◦C, and (b) 700 ◦C–900 ◦C.  

Table 5 
Mechanical properties of S960 in as-received and as-welded forms at elevated temperatures.  

T (◦C) Label E (GPa) f0.2(MPa) f0.5(MPa) f1.5(MPa) f2(MPa) fu(MPa) Ɛ0.2 εu 

RT BM 199.7 1115.5 1126.9 1133.2 1139.4 1144.6 0.755 3.03 
W 195.4 721.6 764.7 797.5 804.6 804.8 0.574 2.08 

100 BM 189.8 (0.95) 1053.5 (0.94) 1083.4 (0.96) 1105.9 (0.97) 1121.5 (0.98) 1134.0 (0.99) 0.752 2.73 
W 183.7 (0.94) 688.5 (0.95) 728.8 (0.95) 759.8 (0.95) 760.6 (0.94) 762.5 (0.95) 0.574 1.77 

200 BM 182.1 (0.91) 985.2 (0.88) 1076.3 (0.95) 1143.2 (1.008) 1177.0 (1.033) 1215.7 (1.062) 0.657 3.92 
W 176.4 (0.88) 703.0 (0.97) 747.5 (0.98) 775.9 (0.97) 777.5 (0.97) 778.9 (0.97) 0.602 1.83 

300 BM 176.4 (0.88) 949.3 (0.85) 1040.8 (0.92) 1109.4 (0.98) 1140.1 (1.00) 1171.5 (1.02) 0.693 4.13 
W 160.0 (0.82) 721.7 (1.00) 780.7 (1.02) 830.8 (1.04) 849.0 (1.06) 855.3 (1.06) 0.607 2.56 

400 BM 164.0 (0.82) 829.3 (0.74) 898.6 (0.80) 941.5 (0.83) 953.3 (0.84) 954.0 (0.83) 0.687 2.18 
W 153.2 (0.78) 655.5 (0.91) 713.5 (0.93) 751.8 (0.94) 755.0 (0.94) 755.8 (0.94) 0.531 1.85 

500 BM 144.9 (0.73) 614.0 (0.55) 641.9 (0.57) 668.5 (0.59) 669.6 (0.59) 671.3 (0.59) 0.458 2.20 
W 143.6 (0.73) 523.6 (0.73) 568.0 (0.74) 583.4 (0.73) 577.7 (0.72) 583.6 (0.73) 0.518 1.43 

600 BM 113.6 (0.57) 243.8 (0.22) 255.3 (0.23) 261.1 (0.23) 261.7 (0.23) 262.2 (0.23) 0.219 2.63 
W 107.0 (0.55) 248.3 (0.34) 259.8 (0.34) 264.9 (0.33) 264.1 (0.33) 265.0 (0.33) 0.260 2.60 

700 BM 80.1 (0.4) 68.7 (0.06) 83.1 (0.07) 85.8 (0.08) 86.3 (0.08) 89.7 (0.08) 0.270 9.17 
W 80.1 (0.41) 78.1 (0.11) 83.1 (0.11) 85.8 (0.11) 86.4 (0.11) 89.7 (0.11) 0.282 5.06 

800 BM 42.4 (0.21) 24.1 (0.02) 28.2 (0.03) 32.9 (0.03) 34.1 (0.03) 38.0 (0.03) 0.247 7.32 
W 42.4 (0.22) 29.0 (0.04) 32.7 (0.04) 36.7 (0.05) 37.7 (0.05) 40.1 (0.05) 0.246 6.08 

900 BM 62.5 (0.31) 30.4 (0.03) 32.5 (0.03) 35.7 (0.03) 36.6 (0.03) 41.8 (0.04) 0.221 12.16 
W 62.8 (0.32) 30.8 (0.04) 32.9 (0.04) 37.1 (0.05) 38.0 (0.05) 42.7 (0.05) 0.240 9.58  

M. Ghafouri et al.                                                                                                                                                                                                                              



Journal of Constructional Steel Research 198 (2022) 107499

9

the two studies for S960QL. The reason can be attributed to the higher 
molybdenum content of S960QL compared to S960MC in this study, 
almost 0.5% [4] versus 0.125%, respectively, which is believed to in
crease creep resistance of steels by solid solution strengthening [39]. 
Compared to S700 from the literature [17], BM-960 keeps the same 
strength reduction up to around 500 ◦C before it experiences a more 
pronounced decline in its strength up to 800 ◦C. For BM/W-1100, 

nonetheless, predictions of this study completely match the results of 
the studies [4,26] in the entire tested temperature range. Experiencing 
lower deterioration in strength level, the values of reduction factors 
corresponding to W-960 stand above the reduction factor values of BM/ 
W-1100 and grades above S700 from literature in the temperature range 
200 ◦C–500 ◦C. Exceeding 500 ◦C and up to 700 ◦C, the reduction factor 

Table 6 
Mechanical properties of S1100 in as-received and as-welded forms at elevated temperatures.  

T (◦C) Label E (GPa) f0.2(MPa) f0.5(MPa) f1.5(MPa) f2(MPa) fu(MPa) Ɛ0.2 εu 

RT BM 193.1 1088.9 1102.7 1109.0 1112.8 1135.5 0.759 6.28 
W 192.6 1035.9 1092.9 1108.8 1117.0 1134.3 0.696 3.83 

100 BM 192.6 (1.00) 1034.7 (0.95) 1057.5 (0.96) 1069.8 (0.96) 1076.4 (0.97) 1098.3 (0.97) 0.675 5.08 
W 187.2 (0.97) 985.7 (0.95) 1047.6 (0.96) 1067.2 (0.96) 1077.7 (0.96) 1094.4 (0.96) 0.693 3.55 

200 BM 189.4 (0.98) 947.1 (0.87) 979.6 (0.89) 999.2 (0.90) 1011.4 (0.91) 1050.5 (0.93) 0.714 5.64 
W 181.9 (0.94) 936.8 (0.90) 997.7 (0.91) 1032.0 (0.93) 1048.1 (0.94) 1074.2 (0.95) 0.599 3.89 

300 BM 169.3 (0.88) 942.8 (0.87) 982.6 (0.89) 1007.4 (0.91) 1021.2 (0.92) 1048.5 (0.92) 0.736 4.74 
W 162.9 (0.85) 898.6 (0.87) 971.4 (0.89) 1008.6 (0.91) 1024.2 (0.92) 1039.3 (0.92) 0.684 3.21 

400 BM 162.3 (0.84) 889.0 (0.82) 924.4 (0.84) 958.2 (0.86) 969.8 (0.87) 987.9 (0.87) 0.524 4.14 
W 158.9 (0.83) 866.1 (0.84) 937.3 (0.86) 967.2 (0.87) 980.0 (0.88) 989.5 (0.87) 0.703 3.00 

500 BM 161.1 (0.83) 745.9 (0.69) 784.2 (0.71) 813.8 (0.73) 819 (0.74) 820.4 (0.72) 0.488 2.47 
W 155.0 (0.80) 741.6 (0.72) 788.1 (0.72) 825.2 (0.74) 831.3 (0.74) 832.2 (0.73) 0.482 2.36 

600 BM 143.7 (0.74) 503.0 (0.46) 532.4 (0.48) 553.4 (0.50) 551.8 (0.50) 553.5 (0.49) 0.381 1.59 
W 142.2 (0.74) 468.5 (0.45) 529.5 (0.48) 551.2 (0.50) 545.0 (0.49) 551.3 (0.49) 0.473 1.49 

700 BM 121.7 (0.63) 164.6 (0.15) 183.1 (0.17) 190.3 (0.17) 185.7 (0.17) 193.5 (0.17) 0.325 0.92 
W 132.6 (0.69) 152.4 (0.15) 172.5 (0.16) 178.6 (0.16) 174.3 (0.16) 182.1 (0.16) 0.305 0.97 

800 BM 44.4 (0.23) 47.1 (0.04) 54.2 (0.05) 62.3 (0.06) 64.3 (0.06) 72.2 (0.06) 0.290 12.15 
W 43.8 (0.23) 51.6 (0.05) 58.6 (0.05) 67.5 (0.06) 69.0 (0.06) 74.8 (0.07) 0.302 8.05 

900 BM 66.1 (0.34) 35.9 (0.03) 37.3 (0.03) 39.7 (0.04) 40.3 (0.04) 43.6 (0.04) 0.257 11.21 
W 73.2 (0.38) 38.2 (0.04) 39.9 (0.04) 42.9 (0.04) 43.7 (0.04) 46.4 (0.04) 0.247 7.92  

Fig. 9. Engineering stress-strain curves of the base materials and their 
butt-welds. 

Fig. 10. Vickers hardness distribution along the weldments. (Measurement is 
performed at the through-thickness 1 mm below surface, modified from [10].) 

Fig. 11. Elastic modulus reduction factors at elevated temperatures.  

Fig. 12. Reduction factors of 0.2% proof stress at elevated temperatures.  
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values of W-960 fall below the corresponding values of BM/W-1100. 

3.5. Ultimate tensile strength 

The ultimate tensile strength reduction factors of the tested steels as 
the ratio of ultimate tensile strength at that particular temperature (fu, T) 
to the ultimate tensile strength at RT (fu, RT) were calculated, and the 
results corresponding to BM/W-960 and BM/W-1100 are plotted in 
Fig. 13. For the purpose of comparison, the predictive models by EC3 
and AISC as well data from previous studies related to several HSS/ 
UHSSs are presented. 

As depicted in Fig. 13, degeneration of the ultimate tensile strengths 
of BM/W-960 and BM/W-1100 at elevated temperatures follows the 
trends which are very close to what was observed for their yield 
strengths. In this regard, larger reduction factor values at a corre
sponding temperature for W-960 compared to that of BM-960 is 
observed for the same reason explained in Section 3.3. For instance, 0.23 
versus 0.33, respectively for BM-960 and W-960 at 600 ◦C. The decline 
in the ultimate tensile strength of BM-1100 at each corresponding 
elevated temperature proves to be almost identical to that of W-1100. 

Comparing with design codes, the results of ultimate tensile strength 
reduction factors with respect to BM-960 are an acceptable match with 
the EC3 predictive model at temperatures up to 500 ◦C. Prediction of fu 
in the range 600 ◦C–900 ◦C, however, leans on the unsafe side. Reduc
tion factors of W-960, similar to BM-960, are predicted safely by EC3 in 
the range RT–500 ◦C, while between 600 ◦C and 900 ◦C estimations tend 
to be in the unsafe region. At intermediate elevated temperatures, 
100 ◦C–300 ◦C, stress anomaly is exhibited in the behavior of BM/W- 
960, with a peak at 200 ◦C, as was reported in previous studies [7]. 
While results of this study for S960MC in the temperature range 
100 ◦C–350 ◦C agree with the EC3 model due to anomaly associated, 
findings of Neuenschwander et al. [4], and Qiang et al. [26] related to 
S960QL show a continuous decrease, which makes the EC3 model quite 
unsafe in the mentioned temperature range for those steels. EC3 is 
inapplicable to predict the ultimate tensile behavior of S700, while it 
partially (i.e., temperature range 250 ◦C–450 ◦C) can safely predict the 
ultimate tensile behavior of S460. Having the identical degradation 
trend, the ultimate tensile behavior of BM/W-1100 at moderately 
elevated temperatures, 100 ◦C–350 ◦C, is inaccurately predicted by the 
EC3 model. As is revealed, compared to BM/W-960, no stress anomaly is 
exhibited in the ultimate tensile behavior of BM/W-1100. EC3, however, 

conservatively estimates the calculated reduction factors for BM/W- 
1100 at temperatures above 350 ◦C. Reduction factors of BM/W-1100 
predicted by EC3 in the range 700 ◦C–900 ◦C tends to match the 
experimental data. The trend of reduction in the ultimate tensile 
strength of BM/W-1100 in this study completely matches the findings of 
the two mentioned studies for S960QL [4,26], which identifies the EC3 
model as an unsafe model for the moderately elevated temperature 
range 100 ◦C–350 ◦C. 

AISC, on the other hand, predicts reduction factors of BM/W-960 as 
well as S700 and S460 quite inaccurately, and the degree of safety de
creases as temperature rises. Reduction factors related to BM/W-1100 as 
well as S960QL from a previous study [26] estimated by AISC are in 
agreement with experimental data only at temperatures above 500 ◦C 
and below 650 ◦C, while the model is inapplicable to safely predict the 
ultimate tensile behavior of the mentioned steels at temperatures below 
500 ◦C and temperatures above 650 ◦C. 

4. Predictive equations for UHSS 

Based on the experimental results of this study for the tested UHSSs 
including as-received and as-welded, as well as the dataset from the 
literature for the UHSS grade 960 [4,26] predictive equations are 
developed as a function of temperature to describe the degradation of 
the mechanical properties of UHSSs at elevated temperatures. These 
equations can safely predict mechanical properties reduction factors at 
elevated temperatures and be thus useful in the field of structural en
gineering to conduct fire-safe designs for the tested UHSSs. 

4.1. Modulus of elasticity 

The datasets used to derive the predictive equation for elastic 
modulus reduction factors of S960 and S1100 are shown in Fig. 14. As 
can be seen, data scatter increases as temperature rises mainly due to the 
difference of the elastic modulus values of S960 reported by reference 
[26]. As is observable, on condition that the data of reference [26] is 
excluded, the prediction curve may be less conservative in the temper
ature range 300 ◦C–800 ◦C. Mean− 2SD was chosen as the criterion to 
derive the predictive equation, where SD is the standard deviation of the 
data including the data of the reference [26]. 

Deterioration of the elastic modulus in the form of reduction factors 
are presented by Eq. (3). 

Fig. 13. Reduction factors of fu at elevated temperatures.  Fig. 14. The dataset used in order to derive the predictive equation for elastic 
modulus reduction factors of UHSSs. 
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ET/ERT =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

3×10− 9T3 − 7×10− 8T2 − 0.001×T +1.0203

20≤T < 300

2×10− 11T4 − 2×10− 8T3 − 5×10− 6T2 +0.0057×T − 0.1604

300≤T < 700

− 4×10− 6T2 +0.0076×T − 3.1406

700≤T ≤ 900
(3) 

Fig. 15 compares the derived equation for prediction of the elastic 
modulus reduction factors of UHSSs with some of the design code 
models. 

As is observable in Fig. 15, all the design codes, as it pertains to 
UHSSs, need to be modified for safer predictions in the temperature 
range RT–300 ◦C. in the temperatures range 300 ◦C–700 ◦C, the pre
dictive curve becomes close to EC3 and AISC models, albeit with safe 
predictions of elastic modulus reduction factors for the entire UHSS 
envelopes used in this study. 

4.2. Yield strength 

The datasets to derive the yield strength reduction factor relation
ships of S960 and S1100 are shown in Fig. 16. The same criterion, 
namely Mean− 2SD was used to establish the predictive equation to 
safely predict the yield strength reduction factors. 

The elevated-temperature yield strength reduction factors of UHSSs 
can be expressed using the following equation: 

f0.2,T/f0.2,RT =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− 6×10− 11T4 +5×10− 8T3 − 10− 5T2 +0.0004×T +0.9972

20≤ T < 400

− 9×10− 6T2 +0.0063×T − 0.3729

400≤ T < 600

3×10− 6T2 − 0.0055×T +2.2698

600≤T ≤ 900
(4) 

A comparison is drawn in Fig. 17 between the predictive equation for 
the yield strength reduction factors of UHSSs 960 and 1100 and some of 
the design code models. 

As can be observed in Fig. 17, among the design code models, EC3 is 
closer to the predictive curve developed in this study than other models 

considering some modifications in the range RT–300 ◦C and above 
600 ◦C. However, one should consider that EC3 uses mean-2SD value, 
while the other codes use mean itself in their reliability predictions. 

4.3. Ultimate tensile strength 

In order to derive the equation to predict the ultimate tensile 
strength reduction factors of UHSSs, the datasets are shown in Fig. 18. As 

Fig. 15. Comparison between Eq. (3) and design code models.  

Fig. 16. The dataset used in order to derive the predictive equation for the 
yield strength reduction factors of UHSSs. 

Fig. 17. Comparison between Eq. (4) and design codes models.  

Fig. 18. The dataset used in order to derive the predictive equation for the 
ultimate tensile strength reduction factors of UHSSs. 
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is shown, the curve which represents the criterion to derive the equa
tion, namely Mean− 2SD can provide safe predictions for the entire 
UHSS package used in this study. 

Degradation of the ultimate tensile strength of the UHSS data en
velopes used in this study at elevated temperatures is expressed by the 
following equation: 

fu,T/fu,RT =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− 4×10− 11T4 +3×10− 8T3 − 5×10− 6T2 − 0.0004×T +1.0107

20≤T < 400

− 9×10− 6T2 +0.0061×T − 0.1603

400≤ T < 600

3×10− 6T2 − 0.0047×T − 1.9841

600≤ T ≤ 900
(5) 

The proposed equation to estimate the ultimate tensile strength 
reduction factors of UHSSs in this study is compared with the design 
code models, as shown in Fig. 19. 

As can be seen, in order to predict the ultimate tensile strength 
reduction factors of UHSSs safely in the entire temperature range 
RT–900 ◦C, the predictive model is more conservative than the existing 
design code models such as EC3 and AISC. Both design code models have 
obvious unsafe regions between RT and 300 ◦C, which should be 
modified in the case of UHSSs. 

5. Conclusions 

In this study, elevated-temperature mechanical properties of UHSSs 
grades 960MC and 1100 in both as-received and as-welded forms were 
examined. Elevated-temperature steady-state tensile tests up to 900 ◦C 
were conducted and stress-strain curves, temperature-dependent elastic 
modulus, 0.2% proof and ultimate tensile strengths were determined. 
Elastic modulus of as-received S960/1100 with their as-welded forms at 
all tested temperatures remains almost identical. In terms of 0.2% proof 
and ultimate tensile strengths, although there is significant welding- 
induced strength reduction associated with S960MC, elevated- 
temperature strength reduction with respect to as-welded form sur
prisingly occurs at a lower level and rate compared to as-received form. 
S1100 shows no noticeable variation in strength degradation trends for 
as-received and as-welded forms. 

In terms of comparison with several design codes, it can be stated 
that none of them can be used for accurate prediction of constitutive 
mechanical behavior of HSS/UHSSs at elevated temperatures and 
accordingly safe fire-resistance design. All the design codes used in this 
paper for the sake of comparison, proved to need reconsideration in their 
predictive models for temperatures below 300 ◦C for HSS/UHSSs, as 
they partially but not safely predicted elevated-temperature mechanical 
properties. 

In terms of elastic modulus, for the temperature range above 300 ◦C, 
EC3 shows more adaptability to the entire UHSS data package used in 
this study, while the two other design code models largely underesti
mate temperature-dependent elastic modulus, and this conservativity 
increases as temperature and strength level of the material rises. For 
0.2% proof strength, AISC is inapplicable for UHSSs, and EC3 surpasses 
AS4100 in terms of partial adaptability to HSS/UHSSs. In terms of ul
timate tensile strength, although applicability of design code models for 
HSS/UHSSs is questionable, in the temperature range above 300 ◦C, as 
steel strength increases, the possibility to adopt EC3 for prediction of 
mechanical properties increases. Further investigation should be con
ducted to study in detail the effect of manufacturing process on strength 
degradation of different grades of UHSSs and their weldments at 
elevated temperatures. It is also worth including the effect of strain rate 

on elevated-temperature mechanical properties of UHSSs at higher 
temperatures, as can happen in real fire situations. 
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