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Abstract. The popularity of Artificial Intelligence has grown lately with the
potential it promises for revolutionizing a wide range of different sectors. To
achieve the change,whole communitymust overcome theMachineLearning (ML)
related explainability barrier, an inherent obstacle of current sub symbolism-based
approaches, e.g. in Deep Neural Networks, which was not existing during the last
AI hype time including some expert and rule-based systems. Due to lack of trans-
parency, privacy, biased systems, lack of governance and accountability, our soci-
ety demands toolsets to create responsible AI solutions for enabling of unbiased
AI systems. These solutions will help business owners to create AI applications
which are trust enhancing, open and transparent and also explainable. Properly
made systems will enhance trust among employees, business leaders, customers
and other stakeholders. The process of overseeing artificial intelligence usage and
its influence on related stakeholders belongs to the context of AI Governance.
Our work gives a detailed overview of a governance model for Responsible AI,
emphasizing fairness, model explainability, and responsibility in large-scale AI
technology deployment in real-world organizations. Our goal is to provide the
model developers in an organization to understand the Responsible AI with a com-
prehensive governance framework that outlines the details of the different roles
and the key responsibilities. The results work as reference for future research is
aimed to encourage area experts from other disciplines towards embracement of
AI in their own business sectors, without interpretability shortcoming biases.

Keywords: AI governance · Responsible AI · Real life applications ·
eXplainable AI · Three lines model

1 Introduction

From business to healthcare, sustainability, product design, industrial and educational 
context alike, innovations on AI innovation and Industry 4.0 are delivering new opportu-
nities to improve people’s lives, all across the globe [1, 3, 10, 19, 23, 26, 32]. This 
tough
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does raise problems for fairness inclusions, system security and how to bring privacy,
into these systems effectively [2]. User-centered AI systems should consider both gen-
eral and solutions to machine learning (ML) specific issues [4–8, 37]. Understanding
the genuine impact of a system’s estimates, suggestions operational models, process
principles and decisions depends on how users interact with systems and operations [8,
9, 52, 53]. Also, design attributes such as adequate disclosures, clarity, and control are
required for good user experience and are usual parameters explaining estimations for
revenue streams and value of AI solutions [11]. Considering augmentation and assis-
tance, a single solution is suitable if designed to service a broad range of users and use
cases. In certain circumstances, giving the user a limited set of alternatives is beneficial
to the system. Precision across many answers is significantly more challenging achiev-
ing than accuracy over a single solution [9]. Think about click-through rate data and
customer lifetime value, as well as subgroup-specific false positive and false negative
rates, to evaluate overall system performance and short and long-term product health
(e.g., click-through rate and customer lifetime value) [12]. It should be ensured that the
metrics are suitable for the context and purpose of the system. E.g. a fire alarm system
should have a high recall, even if there are some false alarms [13, 14]. We can double-
check the comprehension of raw data since ML models reflect the data they are trained
on. If this isn’t possible, such as with sensitive raw data, it is advised to make the most
of your information while maintaining privacy by distributing aggregated summaries.
Most model is used that satisfies the performance objectives [15]. Also the users need
to be made of aware of system limits. E.g. application utilizing ML, made to identify
selected bird species reveals that the model was trained on a tiny sample of images from
a particular area of the globe [16]. The quantity of feedback increases by better educating
people about the product or application. The most acceptable test processes are learned
and quality engineering from software engineering to ensure that the AI system operates
as expected and can be trusted. To include a wide variety of consumer needs into devel-
opment cycles, iterative user testing should be done [17]. Then the quality engineering
approach is used to have quality checks into a system, ensuring that unplanned errors
are prevented or handled swiftly (for example, if a critical feature is suddenly absent,
the AI system will not generate a prediction). The model will be constantly monitored
to consider real-world performance and user input (e.g., happiness tracking surveys,
HEART framework) [13, 18].

In base definition, all worldmodels are flawed, there is no such thing as 100% perfect
system. It is recommended to make time in the product strategy for troubleshooting.
Both short- and long-term solutions should be taken into account. While a fast remedy
can temporarily solve the issue, it is usually not a long-term answer for the problem.
Long-term learning solutions should tough be linked with quick learning solutions.
The candidate and deployed model’s variation must be considered and how the change
will affect overall system quality and user experience before altering a deployed model
[20, 21]. The critical point is that AI success is contingent on a group, not a single
person or position [22]. According to Collins those disciplines increase scientific process
awareness and thinking in complicated, interacting systems. They generally have the
critical thinking abilities needed to conduct good experiments and analyze the results
of ML applications, says the author. Having a varied staff has several advantages [14].



Fig. 1. An overview of the three lines model. [13]

Sitting back and hoping for diversity to come to an individual isn’t a realistic team-
building approach [7, 24, 25]. The following are the contributions of this manuscript:

• We explain the techniques and moral principles of AI ethics, which is related to
responsible use of AI technology and intended to be informative for development.

• AI governance is explained from a perspective of enabling organizations to trust
AI-powered outputs to automate current or new business processes for gains in time-
to-market advantage at any stage of the real-life application development process.

• A detailed overview of the Three Lines Model (shown in Fig. 1) for AI governance
is given to help organizations explain and reinforcing the fundamental principles,
broadening the scope, and illustrating how key organizational activities interact to
improve governance and risk management, for building a safe AI application.

2 Literature Review

AI’s ethical deployment and governance are essential for permitting the large-scale
deployment of AI systems required to improve people’s welfare and safety. Yet, AI
development typically outpaces regulatory development in many areas. The technique
also enables AI developers to address typical challenges in automated systems, such as
reducing social bias reinforcement, keeping people’s jobs and talents, resolving respon-
sibility to ensure confidence in an algorithm’s results, and more [27]. Commercial AI
systems in radiation clinics have just lately been developed, in contrast to the aerospace
sector, with efforts concentrated on showing performance in academic or clinical set-
tings, as well as product approval [28, 29]. Until previously, commercial AI systems
for radiation were only available as static goods, allowing cancer specialists to analyze
their effectiveness. Although an agile lifecycle management strategy, where AI-based



segmentation models are updated with new patient data regularly, sounds appealing, it
is unlikely to be accessible anytime soon.

Continuous quality monitoring of linear accelerators and vital software systems for
treatment planning and radiotherapy department operations benefit from the same qual-
ity assurance and monitoring. In general, it is a good practice to study different fields
for their monitoring practices [38, 47, 49], in addition of the specific field where AI
is applied to. Before an AI can be deployed, it must first go through a thorough and
transparent examination of the ethical implications of its proposed activities, particu-
larly in terms of social impact, but also in terms of safety and bias, before moving on
to a five-layer high-frequency checking system to ensure that the AI’s decisions are
correct and trustworthy. These characteristics are expectation confinement, synthetic
data exercise, independence, comprehensiveness, and data corruption assurance. Dose
calculation in therapeutic decision support systems, atlas-based auto-segmentation, and
magnetic resonance imaging benefit from similar methodologies. [30].

In recent years, (deep) neural networks and machine learning (ML) approaches have
complimented and, in some cases, surpassed symbolic AI solutions. As a consequence,
its social importance and impact have skyrocketed, bringing the ethical discussion to a
far larger audience. The argument has focused on AI ethical principles (nonmaleficence,
autonomy, fairness, beneficence, and explainability) rather than acts the “how”. Even if
theAI community is becomingmore aware of potential issues, it is still in the early stages
of being able to take steps to mitigate the risks. The purpose of this study is to bridge the
gap between principles and practices by developing a typology that can help developers
apply ethics at each level of the Machine Learning development pipeline while also
alerting researchers to areas where further research is needed. Although the research is
limited toMachineLearning, the findings are predicted to be readily transferrable to other
AI domains. The following is the difference between ethics via design and pro-ethical
design: Because it does not rule out a course of action and requires agents to choose
it, the nudge is less paternalistic than pro-ethical design. The nudge is less paternalistic
than pro-ethical design since it does not prohibit but rather compels agents to choose a
path of action. A simple illustration may help you comprehend the distinction. Because
it enables drivers to pay a fine, a speed camera is both pro-ethical and nudging in the
event of an emergency. Speed bumps, on the other hand, are a kind of traffic-calming
device used to slow down automobiles and increase safety. They may seem to be a good
concept, but they need a long-term route adjustment, leaving motorists with few options.
This implies that even while responding to emergency, emergency vehicles such as a
medical ambulance, police car, or fire engine must slow down.

3 AI Governance Development

While AI moral governance offers promise, it also has limits and risks becoming in-
effectual if not used correctly. AI restrictions must be understood and followed. E.g.
who has the last say on what constitutes “ethical” AI? Companies are coming up with
their ideas and methodologies for establishing what it means to use these technologies
ethically and what “ethical” AI implies for society. Those at the top of organizations,
mostly white males, set the tone [4, 31]. The AI ethics board should be diverse, reflecting



the views of people who AI systems may impact. Bias reduction when the company’s
and leadership’s aims are at odds: Being the first tomarket is highly prized by businesses.
On the other side, eradicating prejudice and building responsible AI conflict with this
aim necessitates extra procedures and stop points, lengthening the time it takes to bring a
product to market. Traditional goals clash with ethical and responsible AI goals, placing
the company in jeopardy and losing money [33].

In addition to the governance in companies the governments and different coun-
tries unions should also step in and set their views on table for ethics, governance and
methodologies of regulating AI, just as they have done in manufacturing and waste
management, to restrict events like Boeing 737 MAX groundings, effectually a result of
failed industry self-regulation practices. Examining current goals and making sure that
responsible AI is a significant focus is critical. Finally, the interplay between ethical and
economic gains demonstrates a fundamental knowledge of market success.

Cutting shortcuts on ethics has long-term and legal ramifications, particularly essen-
tial given AI’s quickly shifting regulatory framework. In inadequate accountability and
training, when it comes to putting ideas into practice, there is sometimes a lack of precise
instruction. Furthermore, there is no responsibility when a company’s ideals are broken.
In many circumstances, corporate culture and the market in general [34] prioritizes effi-
ciency above fairness and prejudice reduction, making it impossible to put the ideas into.
When combining bias and fairness criteria, it is critical to what is “fair” for a particular
AI system and who defines “fair”.

The EGAL brief on ML fairness dives further into the subject, laying out methods
and roadblocks. The technical solutions and “ethical washing” should be a priority. Most
principles and associated ideas are based on the assumption that technology can solve
problems, and they tend to have technical bias. E.g. a variety of qualitative techniques
are included in the EGAL brief on ML fairness, which can be helpful [35]. Particularly
for higher-risk applications, initial high-level assessments of the technology’s potential
for damage, as well as a record of decisions made throughout the AI system’s con-
struction, are critical. The terms management and governance are not interchangeable.
Governance is responsible for supervising how decisions are made, while management
is in charge of making them. By extending the same concept to AI governance, we arrive
at the following AI Governance for company’s definition. The more dangerous an AI
application is, for a description of some of these threats, see AI hazards, the more critical
AI governance becomes [36, 37]. Because AI enabled robots collect data and informa-
tion on a continuous basis, biases or unwanted outcomes, such as a chatbot that learns
inappropriate or violent language over time, are quite probable. If the data it receives
is biased, the system will provide skewed outcomes. Individual topic experts must first
inspect the data that enters these computers for biases, and then maintain governance to
guarantee that biases do not arise over time.

Companies may use additional visibility, a better understanding of their data, and
AI governance to assess the machine’s business rules or learnt patterns before adopting
and spreading them to staff and consumers. When it comes to ethical AI applications,
it’s all about trust. Customers, companies, and government authorities all want to know
that these smart systems are assessing data and making the best judgments they can.
They seek to demonstrate that the business outcomes produced by these machines are



in everyone’s best interests. Some of the tactics recommended in this article may assist
businesses in becomingmore trustworthy.They can also enhancehowAIoffers options to
customers, aid with regulatory compliance, improve command and control, and provide
total transparency and the ability to make the best decisions possible. In this Section,
we explain the Three Lines Model (shown in Fig. 2) where we explain the role of the
different execution lines and how the governance can be effective using the end to end
governance model for Responsible AI.

3.1 The Three Lines Model

A few of the key’red flag’ AI applications include facial recognition, AI for recruitment,
and bias in AI-based assessments and recommendations. There should be a way to keep
track of everything that’s going on. It is desirable to control the significant development
and approval method if AI is included in any current law or expert bodies for autonomous
self-governance. If there is no precedent to follow, there can be additional risks that have
not been considered. Corporate governance and risk management are ideas that have
been around for a long time. [44] Standard procedures, norms, and conventions are
typical to guarantee that businesses run smoothly. The Federation of European Risk
Management Associations (FERMA) and the European Confederation of Institutes of
Internal Auditing (ECIIA) developed the three lines of defense concept in 2008–10 as
guidance on Article 41 of the 8th EU Company Law Directive.

Fig. 2. Three lines model for AI governance [25]



In a position paper titled The Three Lines of Defense in Effective Risk Management
and Control, released in 2013, the Institute of Internal Auditors (IIA) endorses this
strategy.Risk analysis andmanagement, aswell as governance adoption, have all become
industry standards [39]. In June 2020, the IIA revised its recommendations to include a
position paper on the IIA’s ThreeLineModel. Thismodel covers the six basic governance
concepts, essential roles in the three-line model, role connections, and use the three-line
model. It includes information on management’s tasks and obligations, the internal audit
function, and the governing body. The three-line model has been revised to consider
a wider variety of financial services organizations, including technology and model
risk. Banks often use these three defense lines to manage credit risk, market risk, and
operational riskmodels.Wemodified this paradigm forAIGovernance by creating a new
governance organization,methodology, roles, and responsibilities.Managers, Executors,
and Inventors: The creators, executors, and operations teams develop, build, deploy, and
execute the data, AI/ML models, and software, respectively; the data, software, and
models are maintained and monitored by the operations team. Managers, supervisors,
and quality assurance staff are responsible for identifying and executing the plan’s risks
connected to data, AI/ML models, automation, and software. Continuous monitoring is
examined as the second line of defense. The second line is also responsible for ensuring
that the first line’s systems are configured correctly.

The Auditors are responsible for ensuring that the organization’s rules, regulations,
and goals are followed and that technology is utilized responsibly and ethically [40].
The ethics board consists of a diverse group of corporate leaders and workers. Specific
organizations can appoint external members to the Board of Directors. Companies will
have toworkwith external auditors, other assurance providers, and regulators, in addition
to their internal duties. In the diagram below, the features of the numerous roles and the
critical tasks of each function are shown.

It is critical to monitor the IEEE Global Initiative on Ethics of Autonomous and
Intelligent Systems. The next stage is to devise a strategy [44]. Software and AI models,
as previously said, need entirely distinct techniques. While some of the research may
not be beneficial, a portfolio strategy increases the likelihood that at least some of them
will be correct. At any one-time, established AI adoption and firms have a portfolio of
models in different stages of development, including conception, testing, deployment,
production, and retirement. The ROI must be monitored and adjusted as required across
the portfolio to ensure the best mix of business use cases, efficiency vs. effectiveness
initiatives, and so on. Ten human talents and four intelligence are necessary to profit
from human-centered AI. The distribution strategy must be carefully evaluated because
of the convergence of data, software, and AI models.

To deliver AI-embedded software, or Software 2.0, both waterfall and agile software
development methodologies must be updated and interlaced. The essential indicators
that must be recorded and monitored for supervision will be identified in the specific
delivery plan. The next level of governance is the ecosystem as a whole. The ecosystem
in which AI models will be incorporated, as well as the context in which they will be
used by personnel both within and outside the company, is what we’re talking about.
The societal impact of the company’s AI should be evaluated. In this area, IEEE’s Well-
being Measures are a strong contender [41].



3.2 Role of Different Execution Lines

The governing board is in charge of setting the company’s vision, mission, values, and
organizational appetite for risk. Following that,management is given the duty of fulfilling
the organization’s objectives and obtaining the necessary resources. The governing body
receives management reports on planned, actual, and projected performance and risk
and risk management information. The degree of overlap and separation between the
governing body’s and management’s tasks varies depending on the organization. The
governing body can bemore or less “hands on”when it comes to strategic and operational
matters. The strategic plan can be created solely by the governing body or management,
or it can be a shared effort. Also, the CEO can be a member of the board of directors and
even the chairman. Effective communication between management and the governing
body is required in every circumstance. Although the CEO is often the principal point
of contact for this communication, other senior executives also interact regularly with
the governing body.

Second-line executives, such as a Chief Risk Officer (CRO) and a Chief Compliance
Officer (CCO), are sought and required by organizations and authorities. This is entirely
compatible with the Three Lines Model’s concepts. Management and internal auditing
encompassing occupations on the first and second lines. Internal audit’s independence
from control allow it to plan and carry out its activities without fear of being influenced or
interferedwith. It has unlimited access to the people resources and information it requires.
It makes recommendations to the governing body. Independence, on the other hand, does
not imply loneliness. Internal audit and management must for internal audit’s work to be
relevant and consistent with the organization’s strategic and operational goals. Internal
audit broadens its expertise and understanding of the firm via all its activities, increasing
the assurance and direction as a trusted and strategic partner [26]. Coordination and
communication between the first and second lines of management and internal audit are
essential to minimize excessive duplication, overlap, or gaps. Because it reports to the
governing body, internal audit is frequently referred to as the organization’s “eyes and
ears”.

The governing body is in charge of internal audit oversight, which includes hiring
and firing the Chief Audit Executive (CAE), approving and resourcing the audit plan,
receiving and considering CAE reports, and providing the CAE with unrestricted access
to the governing body, including private sessions without management present. Second-
line employment can be created by delegating essential responsibilities and reporting
lines to the governing body to give first-line employees and senior management some
autonomy. The Three Lines Model allows for as many reporting lines between manage-
ment and the governing body as are required. For compliance or risk management, for
example, as many persons reporting directly to the board are as necessary and organized
to give a degree of independence. Second-line roles offer third-line employees with the
same advice, monitoring, analysis, reporting, and assurance, but with less discretion.
Lower-level employees who make risk management choices—devising and implement-
ing policies, setting boundaries, establishing targets, and so on—are obviously “in the
kitchen making sausages” and part of management’s actions and responsibilities. Most
notably regulated financial institutions, some organizations must have these in place to
maintain true independence.



Risk management is still the duty of first-line management in these instances. Risk
management monitoring, counseling, directing, testing, assessing, and reporting are
examples of second-line responsibilities. Second-line jobs are a component of man-
agement’s responsibilities. They are never really independent of management regardless
of reporting lines since they assist and challenge those in first-line positions. They are
critical to management decisions and actions. Third-line occupations are distinguished
by their independence from management. Internal audit’s independence, which distin-
guishes it from other activities and gives different assurance and recommendations, is in
the Three Lines Model Principles. Internal audit preserves its independence by refusing
to make decisions or conduct actions that are part of management’s responsibilities, such
as risk management, and refusing to assure activities that internal audit is responsible
for now or previously. The CAE is expected to take on more decision-making respon-
sibilities for jobs that require similar skills, such as statutory compliance or enterprise
risk management (ERM), specially to look for upkeeping the best practices for company
performance [42].

3.3 End to End Governance Model for Learning Responsible AI Practices

Other sources of assurance cannot be available. Effective governance requires accu-
rate task assignment and strong activity alignment via cooperation, collaboration, and
communication. Internal audit should provide the governing body with confidence that
governance structures and processes are well-organized and operating as intended. Orga-
nizations are humans that work in a constantly turbulent, multifaceted, interconnected,
and chaotic environment. They generally include many stakeholders, all of whom have
varying, competing, and often conflicting interests. Stakeholders entrust supervision to
a governing body that has empowered management with the resources and authority
to make crucial choices like risk management. For these and other reasons, businesses
need efficient structures and processes to their objectives while retaining good gover-
nance and riskmanagement. The governing body andmanagement rely on internal audits
to provide independent, objective assurance and advice on all issues and inspire and pro-
mote innovation and growth since the governing body receives management reports on
actions, results, and predictions. The governing body is ultimately accountable for gov-
ernance, which is implemented via the governing body’s actions and, management, and
internal audit. The Three Lines Model assists businesses in establishing structures and
procedures that support good governance and risk management while also helping them
achieve their objectives [43, 44, 45].

Any organization uses the model, and it is bolstered by: Using a principles-based
approach and customizing the model to the aims and circumstances of the organization.
Risk management is considered to achieve the objectives, create value and be “defen-
sive” by safeguarding the assets. The model’s representation should be of roles and
duties, as well as their interrelationships. Place processes should guarantee that actions
and goals are in line with stakeholders’ main concerns. The first assumption is that
the government exists. Governance is made up of structures and procedures that enable
accountability to stakeholders for monitoring by a governing body via integrity, lead-
ership, and transparency. Management operations include risk-based decision-making
and resource allocation, including risk management, to accomplish goals [27]. Through



thorough investigation and intelligent communication, an independent internal audit
position provides assurance and guidance to offer clarity and confidence and encourage
and support continual growth [46].

The governing body ensures the establishment of the relevant institutions and pro-
cesses for efficient governance. The organization’s aims and operations sync with its
stake- holders’ significant objectives. The governing body assigns tasks and resources
to management to achieve its goals while adhering to legal, regulatory, and ethical obli-
gations; establishes and maintains an unbiased, objective, and competent internal audit
department to provide clarity and confidence in goal progress. Management, as well as
first and second-line employees, are covered by Principle 3. Governance is accountable
for both first and second line functions to organizational goals. Support responsibilities
are included in first-line jobs, which are most directly engaged in providing goods and/or
services to the organization’s customers. Posts help with risk management. It is possible
to combine or split the first and second lines.

Specialists are appointed to specialized second-line occupations to give extra knowl-
edge, supervision, and challenge to first-line activities. Second-line risk management
jobs may concentrate on internal control, information, technology security, sustainabil-
ity, and quality assurance, among other risk management goals. While second-line jobs,
such as enterprise risk management (ERM), may have more responsibilities, risk man-
agement is still a part of first-line operations and is managed bymanagement. Because of
external factors at work, there is always a risk in the retail business. Customer credit is an
example of an external factor that has a significant influence on a business’ profitability.
If a business does a customer credit risk analysis and finds that things aren’t going as
planned, it is able to lower its risk. This is done by stopping the invoice extensions for
clients who are deemed high risk by the organization to decrease risk. Take the manu-
facturing business, for example. A company wants to develop a new product. They must
do a comprehensive risk analysis before beginning production to determine the degree
of risk that the firm may face. They may then decide if the advantages of producing
a new product exceed the dangers. Internal audit offers unbiased assurance and advice
on the appropriateness and effectiveness of governance and risk management. This is
accomplished by the skillful use of rigid and disciplined methodologies and knowledge
and insight. To encourage and support future development, it informs its findings to
management and the governing body. It may evaluate assurance from various internal
and external sources throughout this process.

The independence of the third line Internal audit’s impartiality, authority, and cred-
ibility are all dependent on its independence from management obligations. It includes
accountability to the governing body, unrestricted access to the people, resources, and
data it needs to perform its job and independence from prejudice or involvement in the
design and delivery of audit services. Creating and preserving value is the sixth principle.
They work together to develop and maintain value when all functions are coordinated
and prioritize stakeholder interests. Communication, cooperation, and collaboration are
used to align activities. This maintains the information’s consistency, coherence, and
transparency, essential for risk-based decision-making. Responsibilities are distributed
differently in different organizations. The high-level acts that follow, on the other hand,



help to emphasize the Three Lines Model’s Principles. Stakeholders understand that the
governing body is in charge of organizational monitoring.

Second-line posts help with risk management. It is possible to combine or split the
first and second lines. Specialists are appointed to specialized second-line occupations to
give extra knowledge, supervision, and challenge to first-line activities. Second-line risk
management jobs may concentrate on internal control, information, technology security,
sustainability, and quality assurance, among other risk management goals. Internal audit
offers unbiased assurance and advice on the appropriateness and effectiveness of gover-
nance and risk management. This is accomplished by the skillful use of rigid and disci-
plined methodologies and knowledge and insight [50]. To encourage and support future
development, it informs its findings to management and the governing body. Formula-
tion, execution, and continuous improvement of risk management procedures, including
internal control at the process, system, and entity levels are examples of second-line jobs
[48].

Riskmanagement goals are achieved through adherence to laws, norms, and accepted
ethical behavior; internal control; information and technology security; sustainability;
and quality assurance—analyzes and reports on risk management’s effectiveness and
appropriateness, including internal control. Internal audit is separate from management
and reports to the governing body. For example, The President reports to the Audit and
RiskManagement Committee of the Board of Governors, while they report to the Execu-
tive Director, University Governance, and University Secretary, respectively. Assurance
and advice on the adequacy and usefulness of governance and risk management with
the internal control are communicated to management and the governing body inde-
pendently and objectively to support the achievement of organizational objectives and
to promote and facilitate continuous improvement. Any threats to impartiality or inde-
pendence are brought to the governing body’s attention, which takes appropriate action.
Further assurance is provided to meet legal and regulatory duties that safeguard stake-
holders’ interests, and internal assurance sources are augmented to meet management
and governing body needs.

Data architects are also vital in the governance of AI systems. In order to model AI,
businesses must have a solid data or metadata pipeline. Keep in mind that the success
of AI is contingent on well-organized data architecture devoid of mistakes and noise.
There will be a need for data standards, data governance, and business analytics. The
development of the AI governance function necessitates the use of human resources.
They may, for example, seek for employees who “fit” into the company’s present AI
framework and provide existing staff training tools to help them learn how to build eth-
ical AI applications. When AI technology is deployed, it is critical to guarantee that no
legal boundaries are breached. AI solutions meet organizational and industry-specific
regulatory standards. There is no such thing as a one-size-fits-all plan that takes into
account all legal and regulatory issues. Customers’ perceptions of ethical behavior in
the financial services industry, for example, may vary significantly from corporate ethics.
The AI governance function’s integration of legal and regulatory teams gives a diverse
set of decision-making inputs. Marketing, sales, human resources, supply chain, and
finance efforts all realize the advantages of AI. As a consequence, subject knowledge
is required not just for app creation but also for app evaluation. As a consequence,



having a strong business presence on the core AI governance council may aid in improv-
ing outcomes. People from various backgrounds should be represented on a company’s
governing board. It also contributes to inclusive and smooth governance by considering
all of the company’s issues. Product-based businesses provide a diverse variety of AI-
enabled products. When a business purchases a product that isn’t primarily based on AI,
it often falls beyond the purview of the AI regulatory agency. But what if the business
introduces an AI-assisted process, service, or product? Procurement and finance depart-
ments should ideally have AI professionals on staff to help with product onboarding. A
well-functioning AI governance position will provide a framework for monitoring AI
algorithms and products more effectively. In addition, developing an agile and cross-
functional AI governance committee would bring a diverse set of perspectives to the
table and help in the spread of AI knowledge.

4 Future Views

Despite the development of ethical frameworks, AI systems are nevertheless being
quickly implemented across a wide range of vital areas in the public and commer-
cial sectors—including healthcare, education, criminal justice, and many more—with
no protections or accountability procedures in place. There are a number of challenges
that must be addressed, and no one endeavor, nation, or corporation will be able to
do it by themselves. Emerging technologies are becoming more cross-border, and if
norms and practices impacting technical development and implementation in various
countries do not coincide, significant possibilities can be missed (WTO, 2019) [46].
New conflicts can erupt both inside and between states in a divided globe. In terms
of economic prosperity, it is feasible that the development of certain technical systems
can grow more costly, postponing innovation. This can lead to injustice and new divides
between technologically advanced and technologically disadvantaged nations or regions.
Additionally, major differences in how new technologies (particularly AI) are handled
and utilized in terms of human rights can make guaranteeing people’s equal access to
rights and opportunities across borders more difficult. New technologies can be used
as new digital surveillance tools, allowing governments to automate citizen monitoring
and tracking; they can also help policymakers allocate public goods and resources more
efficiently; and they can even be powerful mechanisms for private companies to forecast
our behavior [50].

A personal data can be retained and used for AI in an open or hiddenmanner. It can be
voluntarily offered as a kind of remuneration, or it can be taken without the agreement or
knowledge of the owner. Overall, arguments about who has access to our data, who has
the right tomake decisions about it, andwho has the instruments to enforce that authority
haunt the path to the digital future. This isn’t to say that all technological governance
should be done at the global level. It is critical for regions, states, and cities to be able
to adapt to their residents’ social, economic, and cultural needs. While the majority of
research has focused on wealthy nations, there is a need for additional information about
the geographically specific effect of AI systems on developing countries, as well as how
new technology can perpetuate historical inequalities in these areas.

Global processes, on the other hand, are essential even if they do not result in inte-
grated systems, since inequity thrives in the absence of universal laws. To manage the



digital transition and achieve social inclusion, it will be required to create internationally
identical ethical, humanitarian, legal, and political normative frameworks. Furthermore,
while taking into account geopolitical and cultural disparities, there will be a growing
need to focus on algorithmic criteria rather than ethical principles. The G20’s role in
aligning interests and organizing such projects will be critical in the coming years.

The G20 brings together some of the most powerful political and economic forces on
the planet. It encompasses the whole globe and includes some of the world’s most strong
economies. It is the perfect place to examine the future of digital governance and respond
to one of the most major contemporary difficulties and concerns facing our world today
since it is a crucial venue for dialogue and involvement, both executive and legislative
[51]. Right now, there is no one-size-fits-all solution for the best AI technique, but there
are lots of options. We must all work together to determine which choice will benefit the
most people. By participating in and leading this discussion, the G20 has the potential to
become the spinal column of a new architecture for the 21st century, ensuring a brighter
future for everyone.

Although recognition and classification aren’t the only tasks given to AI systems,
they are the most popular. The flexibility of AI approaches might be seen as a sign of
variety.When research focuses on small, local gains inwell-known,well-suited tasks like
identification and classification and then applies the effort to comparable difficulties over
awide variety of domains, however, the predominance of a few activitiesmay pose a risk.
It’s also feasible that the consequences of a system failurewill be completely unexpected.
The systems may result in a wide variety of symptoms, from mild discomfort to death.
This backs with prior research that shows AI piques people’s interest in a broad variety
of topics, regardless of whether they are beneficial. On the other hand, mechanisms
that protect people’s privacy or remove the potential of discrimination are few and few
between. Furthermore, not every system requires extensive testing: a system that causes
pain is much more forgiving than one that causes death. As a result, the severity of a
system failure should be considered while designing a system. Despite their significant
dispersion throughout a broad range of categories, the systems are primarily defined
by their limited application within those categories. In each facet, just a few, if any,
systems represented several categories. For example, several domains were considerably
underrepresented and underrepresented in an inconsistent manner.

In a variety of industries, e.g. agriculture andmedical applications, robots have lately
overtaken humans. The most critical system tasks were recognition and classification.
This might be due to researchers’ access to resources like robots, the overwhelming pop-
ularity of particular applications like self-driving vehicles, or technology’s increasing
capacity to apply itself to these more difficult fields. However, less well-known chal-
lenges should not be overlooked in future research, since lesswell-knowndoes not always
imply lower value, and AI might be useful in situations like crop maturity assessment,
disease diagnosis, and MRI scan help. This is particularly significant since practical
research in these potentially extremely beneficial areas may aid in the dissemination
of findings and should be included in studies. In this discipline, software engineering
research hasn’t always prospered. Similarly, the majority of the tasks entrusted to the
systems are of moderate complexity.



The most significant category, for example, ‘recognition & classification,’ is a dif-
ficult task, yet it is often required due to the difficulties it solves: Is there any mold on
the product? Is the person in both pictures the same person? Is it now time to reap the
benefits of your labor? Assembly, as compared to recognition, is a combination of the
two: identifying and actively assembling key components. As a result, it seems that only
a small portion of genuine AI system development is concentrated on very difficult chal-
lenges. Many model-centered validations, as well as data-driven ML testing in general,
are plagued by data problems [61]. If sufficient high-quality data is available, model-
centered methods, on the other hand, allow more efficient and maybe faster validation
of model-centered systems, or at least the models used in the systems. If a system has
several components, we suggest carefully assessing whether the model-centered app-
roach is the optimum validation technique. In general, the study seems to place a higher
priority on first validation than ongoing validation. This isn’t surprising; it’s always been
done this way: a system is tested before being released when it seems to be functional.
Given the demand discrepancies between AI and traditional systems, this may not be
the case [62].

The first validation of a self-configuring system often includes self-configurability
and first configuration validation. If the system reconfigures itself during deployment, it
should almost likely be assessed to ensure that it continues to satisfy the system’s needs.
The same can be said for a video streaming platform’s recommendation algorithm,which
may have a constantly shifting user base: without continuing validation, the system
may fail to meet its requirements, which developers and users may be unaware of. Our
validation and continuing validation categories are based on original research. As a
consequence, the completeness of the categories will not be examined in this study.
Different taxonomies can be beneficial for recognizing and grasping AI validation; as a
consequence, researching, expanding, and improving these taxonomies for validity and
utility will be a future job. Monitoring the system’s outputs, thresholds, and other factors
on a continuous basis may help AI systems improve their accuracy and efficiency. The
first step in the oversight process could be to create a list of all AI systems in use at the
company, alongwith their specific uses, techniques used, names of developers/teams and
business owners, and risk ratings – such as calculating the potential social and financial
risks that could arise if such a system fails. Examining theAI system’s inputs and outputs,
as well as the AI system itself, may need a different methodology. Although data quality
standards aren’t exclusive to AI/ML, they do have an influence on AI systems that learn
from data and provide output depending on what they’ve learned. Training data may be
used to assess a data collection’s quality and biases.

If practical and appropriate, benchmarking of other models and existing approaches
to improve model interpretability can be incorporated in AI system assessment. Under-
standing the elements influencing AI system outputs helps to boost AI system confi-
dence. Drift in AI systems might cause a plethora of problems. A shifting link between
goal variables and independent variables, can lead to poor model accuracy. As such,
drift detection is useful tool in AI problems, e.g. in the security, privacy fairness of a
model, as avoidance measures. By evaluating whether input data varies considerably
from the model’s training data, monitoring may assist discover “data drift”. Accounting
for the model’s data collected in production and analyzing the model’s correctness is



one way for acquiring insight into the model’s “accuracy drift”. In lending institutions,
compliance, fair lending, and system governance teams are prevalent, and they seek
for signs of bias in input variables and procedures. As a consequence of technology
advancements and the deployment of de-biasing AI, a portion, if not the majority, of
this labor can be automated and simplified in future. Fair AI, on the other hand, may
need a human-centered approach. The generalist knowledge and experience of a well-
trained and varied group probing for discriminatory bias in AI systems is unlikely to
be completely replaced by an automated procedure. As a result, human judgment might
be utilized as a first line of defense against biased artificial intelligence. By the recent
research, discrimination-reducing approaches have found to be able to minimize dispar-
ities in class-control context and still keeps good predictive quality. In order to reduce
inequities, mitigation algorithms design the “optimal” system for a certain degree of
quality and discriminating measures.

The algorithms look for alternatives when there isn’t another system with a greater
degree of quality for a certain level of discrimination. However, no solution has been
devised that completely removes bias for any given level of quality. Before such algo-
rithms utilization in production environment, one needs more testing and validation
studies. E.g. traditional algorithm searches and feature specifications for valid and less
discriminating systems, as well as more modern approaches adjusting input data or the
algorithms’ optimization functions themselves, are the two sorts of methodologies. To
reduce disparate impact, feature selection may be used, which involves removing one or
two disparate-effect components from the system and replacing them with a few addi-
tional variables. In complicated AI/ML systems, these tactics have been demonstrated to
be ineffective. For bias reduction, one needs new strategies in pre-processing and inside
the decision-making phase of the algorithm, continuing to the output post-processing
phase. The legal context, in which technology is used, as well as how it is used, has an
impact on whether specific tactics are allowed in a certain circumstance.

Accuracy drift detection might be useful in the business sector since it can detect
a decrease in model accuracy before it has a major effect on the company. Precision
drift may lead to a loss of precision in your model. Data drift, on the other hand, aids
companies in determining how data quality varies over time. It may be challenging for
many businesses to guarantee that AI/ML explanations are both accurate and useful
(explainability). AI/ML explanations, like the underlying AI/ML systems, may be poor
approximations, wrong, or inconsistent. In the financial services industry, consistency
is crucial, especially when it comes to unfavorable action letters for credit lending deci-
sions. To lessen explainability issues, explanatory procedures may be tested for accuracy
and stability in human assessment studies or on simulated data, depending on individual
implementations. According to a new study, providing explanations and forecasts about
how AI systems function may aid criminal actors.

Businesses should only provide information with customers when they directly
request it orwhen it ismandated by law, to prevent security concerns. Traditional security
techniques such as real-time anomaly detection, user authentication, and API throttling
may be employed to secure AI/ML systems trained on sensitive data and producing
predictions available to end users, depending on the implementation and management



environment. In AI applications, traditional robust technologies, as well as cyber safe-
guards, may be effective risk mitigators. As adversarial learning improves, it might be
utilized to help construct safe machine learning systems.

Despite the fact that this is a relatively young subject of study, the technology sector
is considering a variety of possible mitigation techniques. Differential privacy has been
proposed as a means of keeping personal information, including training information,
secret. Differential privacy anonymizes data by infusing it with random noise, allowing
statistical analysis without revealing personally identifiable information. As a conse-
quence, the system produces the same results even if a single user/data element record
is destroyed. Strong technological and cyber controls may be an effective mitigation
depending on implementations and context, whereas mitigation methods for the AI/ML
threats are still being investigated. Even though effective information security processes
may prevent model extraction attacks, watermarking can be used to identify an extracted
model. The AI/ML system is taught to give unique outputs for certain inputs in water-
marking. If another system delivers the exact unique result for the same precise inputs,
it might be a sign of intellectual property theft.

5 Conclusions

Utilization of AI promises new brighter future, especially in context of new generation
industries and business context, where data is available inwide scale. These new contexts
could be e.g. big fleets with lot of data [56, 57] business models operating in platform
levels [58] and wide variety of huge groups contributed data has to be processed like in
Digital citizen science activities [59, 60]. Evenmany traditional industries and processes
like accelerating product design [3], sustainability and circularity boosting [19] and e.g.
predicting assets maintenance based on collected big data [54]. But for this utilization
to work, different actors, asset owners and platform utilizers have to be willing to share
the gains and pains in shared development efforts [55] and also in the costs of keeping
the system and its intelligent parts developing. In the ethical AI sense, actors who have
fair cooperation do give extra incentives (reward and/or punishment) for ethical AI
development in addition to the reasons that exist now or may exist by default in the
future. Such actors value intrinsically a good compliance with norms and they do prefer
reward those who comply with appropriate criteria. On the other hand, one might want
to create an incentive for oneself to act in a certain way, as a commitment mechanism;
or one can use incentives as a supplement to other governance tools such as behavior
monitoring and direct regulation, or one wants to influence the incentives of a large
number of people. There are a variety of incentives to consider, like rapid and high
return on investment, meeting the needs of social beneficial developments and so on.
Creating incentives for essential stakeholders for engagement can assist with all the
issues such as public funding, international cooperation, etc. at once.

This research focused on the responsible use of AI, which has lately been highlighted
as an essential requirement for ML technology adoption in real-world applications. Our
researchwas about an end-to-end governancemodel for AI responsible use, emphasizing
fairness, and responsibility in large-scale AI technology deployment in real-world orga-
nizations. Key deliverables or artefacts were looked upon, which the three lines provide,



in order for AI to be used ethically and effectively. We infer that the model generated can
aid businesses in the task of identifying the structures, processes, and responsibilities
that best support goal attainment while simultaneously ensuring robust governance and
risk management. The concept of our proposed model can help manage and regulate
risks effectively.
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