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Global warming is a critical problem, and research shows that 60% of energy consumption and
more than 70% of carbon emissions are from cities. In the past three decades, CO2 emission
levels increased proportionately with the increase in economic growth and energy consumption.
Therefore, the imperative shift towards green energy becomes increasingly vital. In response to
this urgency, the European Union (EU) has embarked on proactive measures based on renewable
technologies and launched a variety of initiatives and projects to meet energy targets. In addition,
energy technologies ought to be both sustainable and economically viable for the benefit of the
citizens. To achieve this objective, an improvement in the management of the energy market and
the assurance of sustainable energy production calls for a thorough energy transition, which
requires citizens’ active participation. To ensure the sustainable active participation of citizens,
stakeholders need to understand the attitude of citizens toward green transition. This research has
developed a paradigm to explore and identify differences in attitudes among energy citizens as a
part of understanding energy citizen’s actions and interactions in the context of energy behavior.
This research followed a mixed method approach, incorporating both qualitative and quantitative
methodologies, along with clustering methods that frame the different attitude components
(Affect, Behavior, and Cognition) in a mathematical paradigm. Each resultant cluster illustrates a
different attitude mode toward green transition.
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SYMBOLS AND ABBREVIATIONS
Abbreviations
ABC Affect, Behavior, Cognition
CTPs Community Transition Pathways
DBCLAs Density-Based Clustering Algorithms
DER Distributed Energy Resources
DSM Demand Side Management
EDA Explanatory Data Analysis
GRETA GReen Energy Transition Actions
GIS Geographic Information System
GHGs Greenhouse Gases
ML Machine Learning
MNS Multinational Survey
NIMBYism Not In My Backyard
PCA Principal Component Analysis
RES Renewable Energy Sources
VVP Virtual Power Plants
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1 Introduction
1.1 Background
During the Stone Age, an estimated 4000 calories of energy supply were accessed and consumed
by an individual, on the other hand, today the average American uses 230,000 calories per day,
which is around 60 times higher than in the Stone Age (Johan. E. et al., 2023). The global
energy demand has increased and already raised concerns over the possible confinements of
energy supply, and energy reservoir reduction, as well as the intense and uncertain environmental
consequences. The International Energy Agency has compiled alarming statistics that depict the
trends in energy consumption.
Over the last two decades, primary energy has grown about 49% with an annual 2% growth rate,
while CO2 emission has grown by 43% with an annual rate of 1.8%. According to the scientific
community, in the future, this growing trend will continue, where only in China energy
consumption has doubled in the past twenty years with a striking rate of 3.7% (Luis
Pérez-Lombard et al. 2008).
The EU wants to achieve carbon neutrality by 2050, and they developed their policies according
to that goal. Over the years, the EU has had a vision to include citizens in an active role in the
green transition. The involvement of the public and mass people would decentralize and
democratize the energy decision-making process, which will accelerate renewable energy
production and energy technology. This process aims to engage energy citizens more deeply in
the energy system, fostering a dynamic interaction among energy production, consumption, and
responsible decision-making (Madeleine and Jenny, 2022).
Until recently, Energy was a commodity traded in the market, and it may have any form such as
oil, gas, electricity, etc. The supply and demand of the traditional market follow economic
principles that affect pricing, availability, and distribution of energy. Energy prices are easily
influenced by market dynamics, which in turn may have a great impact on industries, economies,
and individual consumers. In addition to being a tradable commodity, energy is also a critical
system underpinning modern life. Thus, energy has a dual nature, the first one is a commodity
subject to market dynamics and the second one is an essential system for daily life. This dual
nature of this energy places it within the realms of human rights and the duties of public entities
(Antti and Govert, 2023; Urry, 2014).
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1.2 Deregulation of Energy Market
In the context of energy transition and public policies, enhancing market competition and
deregulating energy supply sectors are concerning issues, especially for an efficient economy,
which are prime concerns in developed countries (Severin et al., 2000; Rossella et al., 2022). The
energy sector in Europe experiencing a concentration of businesses in the energy sector, which
may lead to less competition and higher prices at the consumer level. For the larger consumer,
liberalization brought lower prices, in countries like the UK, Germany, and Nordic countries, but
only a minor amount of reduction on household electricity prices (Rossella et al., 2022).
However, in Europe, deregulation has already started, and notable progress has been made in the
last decade. Generation of electricity in large power plants and distribution to rural areas could
be argued as a natural monopoly because of long-distance transmission loss, but now there is a
counterargument that the basic economics of this dynamics has changed in terms of the
economics of transmission and distribution (Elisabeth, 1996; Williamson 1965).
Throughout the 1990s, Europe produced sufficient electricity and, in some cases, exceeded the
requirements. However, according to researchers’ prediction, this situation going to reverse in
the upcoming decade. Nordic countries are already facing the issues of deficiency in capacity
during dry years, notably with Norwegian and Swedish hydropower operating below the required
capacity levels (Elisabeth, 1996; Rossella et al. 2022). [47, 48]
Global warming is a critical environmental concern and becoming worse, because of the
emission of greenhouse gases (GHGs). The continuous combustion of fossil fuels, GHGs, poses
a significant threat to the environment. Addressing this issue and overcoming the damage
requires transitioning from fossil fuels to energy sources that do not exacerbate global warming.
In reality, this term can entail a transition towards renewable energy sources (RES) such as solar,
wind, wave, and biomass. Furthermore, nuclear power is already omitted as a solution due to
several technical threats and unresolved societal issues that pose threats (Elisabeth, 1996;
Rossella et al. 2022).
In addition, from the analysis (Elisabeth, 1996), it has been predicted that oil production will be
at a peak within the next two decades, while projections indicate a continual rise in oil
consumption. This pattern and tendency escalated oil prices and international conflicts over oil
resources. The world is industrialized and depends heavily on stable oil and natural gas supplies,
so executing required changes to the energy sector specifically for transportation may take
several decades.
To address and resolve all the issues above, the Green Energy Transition Actions (GRETA)
project has been introduced, which will be discussed in the next section (1.3).
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1.3 Introducing GRETA Analytics
Citizens are now fundamental actors in decarbonization strategies due to their diverse roles as
political actors, users, producers, consumers, and owners (Antti and Govert, 2023). In addition,
citizens are also considered active participants in solving several other issues related to energy
deregulation (described in section 1.2). Furthermore, there are issues and limitations related to
technical, cultural, environmental, and knowledge barriers and also lack of awareness. To pave
the way, citizens' engagement needs to strengthen and limitations need to be overcome (Dumitru
et al. 2023). Although an individual citizen directly doesn’t have legislative power, the issues
with green transition explained in section 1.2 require citizens’ active participation (such as
environmental issues) and decisions now depend also on individuals. One obvious advantage of
citizens’ engagement is the quality and legitimacy of public decision-making related to green
transition. Thus, this green energy transition introduces a democratic system involving citizens to
shape a sustainable and democratic energy system from a broader perspective- a concept
represented by the notion of ‘energy citizenship’ that ensures the active participation of citizens
((Devine-Wright, 2007), detail in section 1.4). Evolving around active and engaged citizens, this
concept also has a scientific and practical perspective that shapes the energy system
democratically and collaboratively. The urgent demand for sustainability and transitions has been
emphasized because of the complex challenges posed by climate change, environmental
degradation, and the decline of biodiversity. The energy citizenship concept strengthens the
relationship between ‘being an energy citizen’ and ‘endorsing low-carbon transitions’. Another
important aspect of energy citizenship is to focus on the broader perspective of energy
democracy and active energy participation (Horsbøl et al. 2018, Dumitru et al. 2023).
In addition to the issues, challenges, and limitations mentioned above, energy transition also
requires citizen’s active participation in policymaking and successful implementation. To achieve
that, the GRETA (Green Energy Transition Actions) project aims for decarbonization to enhance
energy citizenship, this project closely works with citizens and the findings and results will help
policymakers. This multinational project provides a platform to understand energy consumption
and sustainable energy planning (GRETA 2023a).
Thus, energy citizenship engagement has multiple levels, these engagement concepts are based
on the research conducted by the GRETA project, which illustrates that citizens may transit with
the following engagement ladder of participation (Dumitru et al. 2023):
1. From unaware to aware energy citizens: Citizens who know about energy-related issues
and become aware;
2. From aware to involved energy citizens: This group of citizens is adopting energy-saving
measures and started acting within the energy system;
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3. From involved to active energy citizens: This group of citizens, for example, decides to
join and collaborate with an energy community;
4. From active to advocate, energy citizens: Citizens encourage other citizens to join the
community or take some sort of action for green transition.
Figure 1 depicts different citizens’ engagement ladders of participation:
Figure 1. Different Citizens’ Engagement Towards Green Transition (ladder of participation) [61]
Citizen’s engagement in the energy system and energy transition involved stakeholders such as
the establishment and management of an energy community are strictly tied to the engagement
initiatives (Dumitru et al. 2023). For example, by using smart meters, energy consumers can gain
greater awareness (Ajesh et al., 2023). This technology unveils detailed energy consumption
patterns, empowering people to understand dynamic energy pricing. It has an economic
perspective that influences the business to be customized according to the customer's needs.
From a technical point of view, citizen’s involvement with this process influences the energy
consumption and monitoring system (Dumitru et al. 2023).
Here at this point, the research objective is strictly related and has a significant contribution to
understanding the citizens’ cognition or knowledge, their emotional engagement, and actions
toward green transition with the attitude model and existing research. Regarding this, the
subsequent sections 1.4 and 1.5 will illustrate more.
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1.4 Framing The Research Objective
As discussed in sections 1.2 (Deregulation of Energy Market) and 1.3 (Introducing GRETA
Analytics), researchers addressed the issues related to green transition and the view has changed
regarding the energy users and consumers. Devine-Wright (2007) suggests the idea called
‘energy citizenship’ which assumes that people already have prior knowledge at least to some
extent about energy and energy transition. This concept is for long-term sustainable energy,
where energy users are also considered as energy participants in the decision-making process.
However, this concept is not limited to that, it’s going even further and includes multifaceted
dimensions. This decision-making process includes economic, social, and political perspectives
too, where attitude is considered as energy behavior. From the research (Wilson, Charlie, 2007)
learned that residential energy efficiency comprises a wide range of behaviors including low-cost
efficiency improvements, capital investments, ambient temperature setting, and minor
curtailments. Another significant finding (Wilson et al., 2007) was that individuals act as
independent decision-makers, but are still susceptible to external influences. To understand the
energy efficiency gap, the social dimension of residential energy is required, which has four
characteristics. One of them is ‘embeddedness’, encompassing everyday habits like cleanliness,
cooking, transportation, childcare, and entertainment, all integrating energy consumption into
daily routines. The second one is ‘constraints on choice’, such as the availability of technologies
within the supply chain, an individual's skill set and knowledge, and the inclinations of
tradesmen and contractors, which collectively limit individual choices. Psychologists and social
science researchers tried to find and explore more on the energy citizenship barrier and behavior,
mentioned in sections 4.3 and 4.4. However, there are still limitations and a lack of new
perspectives to learn and explore, some of those mentioned in sections 1.2, and 1.3, and others
will be described in subsequent sections.
In the context of energy transition, public opinion and attitude can be very dynamic depending
on the technology and usability of a technical product. Recent research (Gordon Walker, 1995)
shows the importance of public opinion toward the green transition. From the socio-cultural
perspective, on an individual level, energy consumers need to make decisions regarding energy
technology where cognitive and affective processes shape energy behavior (Marianne et al.,
2018). At a national policymaking level, the green transition aims to transform energy consumers
into active contributors, marking a pivotal shift in energy consumption paradigms. The evidence
(Devine-Wright, 2012) suggests that to achieve a long-term green transition, we must focus on
issues that matter to the public. Because in the political arena, citizens need to contribute to the
scientific and technological future. Material participation of energy users can accelerate the
process of developing techno-scientific objects (energy technologies).
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Previous paragraphs articulated the research gaps and explained the purposes, necessity,
challenges, and importance of further exploration in understanding the public attitude toward
green transition. On the way, here are the prime objectives of this research:
➢ Find different attitudes of energy citizens with the help of the attitude component, in the
context of the energy behavior (sections 1.3, 1.5, and 10)
➢ Establish a process to cluster the multinational survey (GRETA) responses within an
attitude paradigm (section 5, and the entire research)
➢ Find an appropriate and robust clustering algorithm(s) to get meaningful insight from an
energy transition survey dataset (section 8, 9 and 10.1)
➢ Understanding the underlying characteristics of each cluster and how attitude in one
cluster differs from another cluster (section 10.2)
➢ Analyze the clustering results in an attitude model as a paradigm (section 10.3)
➢ Examining findings with the existing scientific publication and research (section 10.4)
According to these objectives, the main research questions are mentioned in section 3. Research
methods (section 5) explain details about the approach and the process of scientific solutions that
lead to answers to all the research questions. The discussion section will elaborate and explain
the findings using a descriptive approach (section 10).
1.5 Significance and Contribution of the Research
To overcome the challenges (mentioned in previous sections) and to accelerate the energy
transition, the core focus of this research methodology revolved around understanding an
individual’s mindset, actions, and attitude, as well as how this varies in terms of affect,
behavioral, and cognitive aspects.
This research contributes in three ways: firstly, to establish a data annotation or labeling process
that categorizes the columns or variables according to the attitude model (ABC-Affect (A),
Behavior (B), and, Cognition (C)). This annotation process takes expert opinion and identifies
the variables with the respective component of the particular type of attitude. These annotated
variables were later used to analyze and infer the citizenship behavior from each cluster of
energy citizenship. Secondly, based on the labeled or annotated data, this research applied
state-of-the-art clustering algorithms which established a benchmarking process for clustering
energy citizenship data. This will help for future data clustering for energy citizenship behavior.
Thirdly, this research explored and explained clustering results with the attitude components and
reasoning behind each outcome according to the existing research. This will help the scientific
community and policymakers to get insight into human behavior toward green transition.
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The contribution mentioned above has clearly explained the research methodology and for that
reason, this thesis methodology has also three parts (explained in section 5.1). These three parts
(or stages) all together established a framework for energy citizenship attitude analysis. This
research also revealed the alternative hypothesis, counterarguments, and limitations on the way
of energy citizenship attitude analysis in every stage. As a result of the thesis, made the dataset,
code, associated statistics, tables, charts, and technical documentation available for future work,
all of which are detailed in the Appendices.
One existing research (Divya et al., 2022) was conducted with undergraduate college students
based on a survey method, which suggests a strong correlation between energy knowledge and a
person’s energy attitude. The research was based on a survey using Google Forms that asked
questions to the students using the Likert scale method. Although this survey research has
similarities with the GRETA analytics survey, the GRETA project is not limited to one single
country, rather it covers the entire European Union which is much more diversified. Moreover,
questions and responses are much more comprehensive and comprise more social aspects in the
context of green transition (GRETA 2023a).
1.6 Technical Jargon for the Reader
Some technical jargon will be used for this research which may have different meanings in
different contexts, here illustrating it for the readers:
- The word variable, column, and attributes are interchangeable, meaning this represents
the same thing
- Attitudes always refer to human attitude and behavior is only a component of attitude
there are two more components cognition and affect
- Principal Component Analysis (PCA) and attitude components have completely different
meanings and context
- High-dimensional dataset, meaning the number of variables (or columns) is high
- The word clustering has a general meaning, but for this research, this will represent data
clustering using ML models
- Data point means a single unit of data, this can be compared with a single cell of an Excel
sheet or a CSV file
- Frequency of a value or category means how many times that particular value or category
appeared in a particular variable
- In this research, each data point or cell of the GRETA dataset represents a response of a
particular person to a particular question
- Missing value means a particular data point or cell is void or null in the context
- The term model will represent machine learning models
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2 Research Motivation
During the past two decades, a drastic change has been made in the energy sector and attention
has shifted in many countries towards renewable energy (Kaldellis et al., 2012). The European
Union initiated multiple projects and an array of actions and support measures. This research
centers on energy citizenship, specifically exploring diverse attitudes toward the green energy
transition. Its outcome aims to provide insights into community engagement, individual
perspectives, and behaviors concerning cognitive knowledge and involvement in this shift. This
multidisciplinary problem delves into the societal and behavioral aspects of the energy domain.
While rooted in the realm of energy, the specific challenge of discerning varied attitudes is
inherently social and behavioral, and this research approach involves leveraging advanced
technology to address this complexity. The outcome of this research will help us to understand
how communities and people are engaged in energy transition, their opinions, and behavior
based on cognitive knowledge and engagement.
3 Research Questions
The main research question is:
1. What differences in attitudes towards the green transition exist across Europe?
From a technical perspective, this main question leads (or can be broken down) to sub-questions:
1. What clusters can be found from data (from a multinational survey) when focusing on
answers to affective, behavioral, and cognitive aspects?
2. How does one cluster differ from another cluster, or what different types of knowledge
are found - how/why are these different?
4 Related Work
4.1 Exploring Energy Citizenship
Energy citizenship typically highlights the importance of altering behavior and engaging
individuals in energy systems, frequently spotlighting individuals as catalysts for transformation
(Madeleine and Jenny, 2022). According to a study, energy citizenship encompasses both rights
and obligations, anchored by sustainability principles of participation, local action, equity,
justice, and the alleviation of poverty (Baron et al., 1984).
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The notion of energy citizenship serves as a fundamental framework to explicate how
community-based energy initiatives can play a pivotal role in fostering individual comprehension
of energy and sustainability. Furthermore, it allows individuals to actively engage in shaping
broader energy policy landscapes (Madeleine and Jenny, 2022; Lennon and Myles, 2017).
Recent research suggests (Lennon et al. 2019; Gordon Walker, 1995) that the concept of
citizenship should be revisited because that concept historically pointed to a specific group of
people from society. Women were often confined to domestic spaces, and these historical
divisions still influence our current understanding of citizenship. Now this raises questions about
the relevance of traditional citizenship concepts to the energy transition because energy
consumption occurs in traditionally female-dominated domestic areas. It's proposed that the idea
of citizenship needs to be expanded, framing energy not merely as a commodity but as a
necessity under a rights-based model.
The phrase ‘energy citizenship’ is often used superficially, but to understand its practical
meaning, one needs to draw insights from related concepts like ecological or environmental
citizenship and discussions on participation in sustainable development (Gordon Walker, 1995).
Chilvers and Longhurst (2016) stated that going beyond a normative understanding of
‘deliberative versus individualist’ and ‘citizen versus consumer’ can help define more inclusive
interpretations of energy citizenship. This process may challenge the current paradigm of
existing inequalities embedded in current conceptualizations of citizenship and public
engagement (Lennon et al. 2019).
Energy citizens’ social and psychological perspectives were usually neglected, but they are
important and need to be addressed in how emergent technological innovation might contribute
to sustainable development such as environmental, economic, and social policy goals
(Devine-Wright, 2012). This is where the concept ‘sustainable energy system’ arises. For an
environmentally significant behavior, three aspects need to be considered, the private, the public,
and the corporate or institutional context. By considering the social-psychological theory of
knowledge, social representation theory (Moscovici, 1984) can be a useful framework to study
the belief around the ‘common sense’ of energy citizenship.
4.2 Evolving Role of Energy Consumers
Until recently, energy users were treated merely as customers passive participants within the
market dynamics, or to some extent individuals receiving technology within the periphery of
centralized systems. Regarding the latter function, public involvement has been elucidated in the
context of NIMBYism (Not In My Backyard) and knowledge gaps. Research shows that
emerging technologies will create material participation of energy users (Ryghaug et al. 2018).
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Energy users, often refer to and produce ‘active consumers’ with the government policy which is
managed under the banner of demand side management (DSM) focusing on confirming better
utility and needs of the energy system. This strategy and policy have been debated and criticized,
only predefined options were the only choices for the consumers. Thus, in the traditional system,
the public has been seen as an impediment to progress, either due to reluctance to embrace new
technologies or expressing self-centered opposition to novel advancements (Ryghaug et al.
2018).
In the energy domain, the concept of prosumer means a consumer who also produces. The
significance of prosumers is that they not only add value for themselves but also other related
parties such as their neighbors, other relevant energy industry actors, utilities, and the large social
community. Some researchers (Laura et al. 2007; Kirsi et al., 2018) defined the energy prosumer
from a different perspective based on how they are involved in the energy field. Prosumers may
create energy communities or even virtual power plants (VVP), and in this platform they share or
trade energy, which increases the importance of distributed energy resources (DER). Prosumers
can contribute to innovation or can be considered as co-creators of innovations by giving
feedback, testing products, and as a stakeholder participating in co-development.
The role and contribution of prosumers also need to be considered from the long-term
sustainability perspective. Recently, studies on grassroots initiatives also research on community
energy became popular, which demonstrates people are becoming more self-organized to make
energy production and consumption more sustainable. Researchers (Laura et al. 2007; Kirsi et
al., 2018) already addressing the issue that energy research requires a broader approach,
encompassing studies that view individuals not merely as passive consumers but as active agents
within their culture and society. Thus, this research based on GRETA data will help to accelerate
the process of recognizing the differences in approach and attitude that lie within the society.
4.3 Unveiling Barriers to Energy Citizenship
To support the energy democracy agenda, some researchers have identified certain barriers that
need to be addressed. The necessity of challenging prevailing notions of energy to promote a
democratic agenda was emphasized by Lennon (Lennon and Myles, 2017). Instead of viewing
energy merely as a neutral natural resource, he argued that it's crucial to recognize the historical
and colonial context that has shaped its structure and continues to influence access to energy for
different groups. However, from the research, it has been found that barriers to energy citizenship
are multifaceted and encompass various dimensions including individual, economic, social, and
technical factors (Tobler et al., 2012).
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Research suggests (Linda Steg et al. 2015) that individual barriers are largely around a lack of
knowledge and energy behavior about energy issues, green energy, and energy transition. The
transition towards green energy is relying on renewable energy sources such as solar energy,
wind energy, etc. Thus, to which extent and under which condition an individual is willing to
accept the new system, needs to understand from various perspectives. Only fifty percent of the
population knows that even if today's greenhouse gas emissions were stabilized, the climate
would continue to warm for a minimum of another century (Tobler et al., 2012). It’s worth noting
that, knowledge of energy issues and the transition is higher among educated people, however,
the correlations in this regard were not particularly strong. A survey (Marvin Olsen, 1981) has
been conducted and asked respondents about the existence and seriousness of the energy crisis.
In answer, about 40 to 60 percent of people agreed to a considerable extent that the world is
going to face a long-term energy crisis.
Another aspect of individual barriers is economic. To adopt the new energy system and reduce
energy use and cost, individuals need to invest in energy efficiency (Tobler et al., 2012). For
example, adopting new technologies related to renewable energy, new devices and equipment,
renovating existing houses, and adopting green energy appliances. However, research shows
(Hugo et al. 2021) that renewable energy systems are not only feasible but already demonstrated
economic viability, while costs are reducing every year.
Moreover, existing research (Nouri et al., 2022) demonstrates, that legacy systems and
renovation are a big problem for energy transition because, for the renovation, extensive
resources are required, which may lead to huge financial costs and longer periods. In some cases,
after renovation, the energy efficiency we reach is valued less than the renovation cost. The
discrepancy between predicted and actual cost (and efficiency) creates trust issues in the
efficiency of energy projects. In addition, there is a legal and institutional framework that creates
barriers, for example, urban planning for the building infrastructure may require additional
budget which will impact individuals too.
At this juncture, it becomes evident that both social and technical perspectives around the
individuals are essential and should be considered for the green transition. For example,
collaborative efforts can pave the way for a smoother and more expeditious journey. Thus,
individual attitude toward green energy has significance, which has been studied in GRETA for
community transition (GRETA 2023a). Detail has been described in section 1.3 (Introducing
GRETA analytics).
4.4 Behavioral Dynamics of Energy Citizens
In the context of residential energy use decision-making, many models have originated,
including traditional and behavioral economics, social and environmental psychology, and
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attitude-driven models (Hugo et al. 2021). One attitude model named the ABC Model suggests
that attitude comprises three elements- Affect, Behavior, and Cognition (Vishal, 2014). This
research work directly employed this ABC attitude model for data modeling and elaborated in
the methodology section.
Another research (Yang et al., 2020) explains that, as an integral part of the energy attitude,
energy behavior generally refers to two types of behavior, habitual energy-saving behavior and
purchasing energy-saving behavior. While the first one helps to reduce energy consumption, the
latter one refers to adopting new energy technology or equipment that directly leads to reduced
energy consumption without changing behavior. Habitual energy-saving behavior is subjective
and depends on the individual. On the other hand, emerging energy technology and technological
advancement can produce revolutionary products and equipment that may impact purchasing
energy-saving behavior.
To understand the attitude model and its components, need to explore the interrelation and
engagements between these components. Emotional engagement (A) is the expression of
reactions to a certain event, in terms of energy transition it can be to adopting a new energy
technology or to energy-saving behavior (Joseph Murphy, 2007). Emotional response can be
again two types, the first one is a positive response and the second one is a negative response. A
positive response can promote or support the green transition energy technology, while one
negative response will do the opposite. These responses can be considered as a significant signal
for the policymakers to decide which technology is publicly accepted or useful for the current
situation. The greater decision or impact may have on the future, because as explained earlier,
how energy consumers become the energy participant depends on the citizenship attitude
towards the green transition (Goda et al., 2018).
Cognitive biases can lead to poor decision-making in a broad range of situations, even under
normal conditions. From the research (Yang et al., 2020), it has been found that if a significant
amount of money and resources have already been spent on a project, then it’s very likely that
people will continue spending more money and resources. This decision is not rational because
whether more resources should be allocated or not, this decision should be based on the future
potential and outcome not been done before. For the energy of decision-making, this cognitive
bias can lead to serious misleading consequences. For example, as discussed above the
purchasing energy-saving behavior related to technological advancement and availability, the
cost of the product or a project, product durability, etc. in this situation, cognitive bias can be
collectively (democratically) or individually, as Johan mentioned. Et al. (February 2023), this
behavior is called sunk cost fallacy. On the individual level, this can also negatively impact
habitual energy-saving behavior, which means these cognitive biases can lead to negative
responses to energy transition from an individual’s habitual facts.
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5 Research Methodology
5.1 Research Method
The main research question is, what differences in attitudes towards the green transition exist
across Europe? To understand the differences in attitudes, this research follows the existing
attitude model, the ABC model described in section 4.4. The research inquiry (or problem) is
rooted in the realm of social science, prompting the adoption of a mixed-methods approach for
this study (Creswell and John, 1999). The mixed method is one of the latest approaches for social
science problems where it needs to combine qualitative and quantitative work (Öhlén and
Joakim, 2011). This approach acknowledges the nuanced nature of social phenomena,
recognizing that a comprehensive understanding often requires insights from both qualitative
exploration and quantitative analysis. However, this is also worth noting that there are three parts
of this research (as described in section 1.5, there are three major contributions of this work) and
the work is diverse since this is multidisciplinary (explained in section 2).
As presented and articulated in the research methodology, Part 1 (section 5.1.1 annotating with
attitude components) is an unnatural science that follows the qualitative method and Part 2
(section 5.1.2 clustering GRETA high-dimensional dataset) is quantitative. But Part 3 (section
5.1.3 framing flustering results with attitude components) itself is a mixed method, research
shows that multidisciplinary studies, especially social science studies, where data collection or
annotation and analysis are both involved by nature, require a mix of both qualitative and
quantitative approaches, which is called the mixed method. This is because of the complex
phenomena of our social world (Wang et al., 2014).
At this juncture, it needs to be emphasized the relationship between the three parts. Among these
three parts, there are distinctions between research methods, but Part 1, Part 2, and Part 3 are a
sequential process that are strongly related and interdependent. This relationship is not only
because of the sequential process but also in a mathematical paradigm. This underlying
relationship will be visible while eliciting the cluster results for the attitude component in the
discussion (section 10).
5.1.1 Part 1: Annotating with Attitude Components
GRETA multinational survey (described in 1.3) questions that were asked to people for answers
are not defined (or framed) in the attitude components by default. In terms of energy attitude, this
is a limitation of the dataset that needs to be followed as an extra step to label (or annotate) the
questions with attitude components. Labeling and annotation of variables (columns) according to
the attitude components is a qualitative process and an unnatural science, where human
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annotation and perception are required to categorize and label the variables in terms of affect,
behavior, and cognitive aspects. This part of the study is unnatural because it analyzes and
annotates human responses as a human. Details of the execution process of this part have been
explained in section 5.2 steps of the research method.
5.1.2 Part 2: Clustering GRETA High-Dimensional Dataset
Since GRETA is a multinational survey (details in section 1.3 Introducing GRETA Analytics)
and has a large data file with a high-dimensional dataset across Europe, need to cluster the
human responses to group together similar data points. Each resultant cluster will represent
attitudes that are more similar within that particular cluster and, at the same time, will show
dissimilarity or (less similar attitudes) with the other cluster(s). For that purpose, a quantitative
approach is a convenient and reasonable method for a robust scientific outcome for the clustering
As a method, this research used Machine Learning-based clustering algorithms as a deliberate
preference, motivated by the need to extract meaningful patterns and structures from the
extensive dataset. Thus, depending on the rigorous explanatory analysis there will be subsequent
analysis regarding algorithms, and how algorithms perform on this high dimensional dataset.
Machine Learning algorithms will effectively uncover hidden relationships and distinctions
within the data, thereby creating a comprehensive analysis and understanding of diverse human
attitudes. Notably, this part will answer one of the research questions, what clusters can be found
from data (from a multinational survey) when focusing on answers to affective, behavioral, and
cognitive aspects?
5.1.3 Part 3: Framing Clustering Results with Attitude Components
The cluster results from Part 2 need further analysis for framing energy citizenship behavior.
Depending on the dominant features (or variable contribution) of each cluster and analysis of
clustering results, the attitude components and characteristics from each cluster have been
elicited. Post-analysis of cluster results will be quantitative, which will include centroid analysis
of each cluster and count (or find) dominant features in each cluster according to the attitude
components. However, depending on the quantitative results, further analysis of attitude based on
the existing research on energy behavior is again qualitative. At this point, this research will
answer one research sub-question which is, how does one cluster differ from another cluster, or
what different types of knowledge are found - how/why are these different?
As explained above this research methodology involved multiple research methods that included
data annotation (or data collection), model development for clustering, and analysis of results
(interpreting data and insights), this research particularly follows the mixed-method method. The
steps of the research method will be explained in the following section (5.2).
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5.2 Steps of Research Method
The three parts of the research have been explained in the previous section, those are interlinked
and interrelated. This research will follow a scientific and structured process to get the proper
outcome.
The first step of this thesis work was entirely hands-on. This thesis started the work by manually
selecting columns from the dataset according to the attitude component as described above in
Part 1.
One of the best-cited attitude models is the ABC model which suggests three different elements
of attitude i.e. Affect, Behavior, and Cognition (Vishal, 2014). Thus, from the attitude model, an
understanding of relevant information from the dataset has been found. In the context of the
GRETA energy dataset, this research work had to apply a manual sorting process of the existing
dataset and in the result, each column is a unit piece of information regarding attitude. Where
each column in the dataset represents a unit response (answer to a single question) and each row
represents the entire response to all questions from a single person or user. For this research, each
variable has been meticulously assessed for its significance and pertinence. A three-person team
conducted this manual evaluation, and the team’s decision to include a variable in the modeling
was contingent on unanimous agreement. Furthermore, the team categorized the variables into
one of six classes. These categories are A = Affect, B = Behavior, C = Cognitive, E =
Explanatory factor, T = Target for prediction, _BLANK = Irrelevant. After careful selection and
annotation, the team found that there are 1179 variables (columns) that are irrelevant (E, T, and
_BLANK) to our clustering work. After removing those, the resultant dataset has 344 variables
altogether (A, B, C). This categorization and selection of variables are based on the prior
knowledge and intuitive understanding of the team members. Our knowledge and intuitive
understanding were mostly from two different perspectives- 1) the team's empirical and prior
knowledge about energy citizens, green transition, and energy personas, and 2) knowledge of
Machine learning-based data clustering models. There were some reasons behind this manual
selection: 1) not all variables are related to the attitude and our clustering goal is focused on
attitude towards green transition 2) useless features in a clustering model negatively impact the
clustering (Sewell et al., 2005). The resultant dataset is open, and the download link can be found
in Appendix 1.
The second step was to work on data pretreatment, this process was required for data cleaning
and preprocessing. Missing and nosey information removal is a basic requirement for machine
learning analysis (Emmanuel et al., 2021). In addition, the dataset contains text information that
needs to be encoded according to the ordinal (or hierarchical) structure. This research followed a
systematic way of data pretreatment, which has been explained in section 7 (data preprocessing).
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The third step was to find the appropriate clustering model. This was challenging for several
reasons. Even though this work went through a heavy pretreatment process, the number of input
features in the final dataset was still higher. High-dimensional dataset reduces the model
performance and reliability (Aremu et al., 2019). To overcome this, an explanatory analysis was
done, identified the variable types, also dominant features of the dataset, and eventually, three
types of clustering algorithms were applied: Partition-based clustering, Hierarchical clustering,
and Density-based clustering. How this research work selects appropriate algorithms is described
in section 8 (clustering with ML models).
Fourth step, this research analyzed the results using spatial analysis aligned with the particular
algorithm (or method) and established the relationship for each cluster with the attitude model
and its components in the context of energy behavior and energy citizenship. In addition, manual
checking and verification have been done with the results from each clustering algorithm. More
details are described in section 9 (results) and section 10 (discussion).
In the fifth and final step, this research continued to find the relationship of the results with the
previous research theories and findings. Analyzing this research results with the existing
scientific publications gives more insight into the context of energy attitude, (details in section
10.4)
The following Figure 2 shows the complete breakdown of the steps of the research methodology:
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Figure 2. Steps of Research Method
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6 Technology Used
As described in the research methodology (section 5) this research work was based on technical
implementation of the theoretical concept and the methodology evolved around the research
objective and questions.
The primary programming language was Python, and its libraries such as pandas for reading and
navigating through the data and NumPy for faster data processing. Plotly, matplotlib and seaborn
are used for visualization and generating charts, figures, etc. For machine learning models and
algorithms, sklearn library has been used. In addition, this research leveraged engineering
techniques for data loading, streamlining preprocessing, and expediting the training of ML
models, thereby simplifying the development process. A laptop equipped with a basic four-core
processor and 16GB of RAM proved sufficient for training the machine-learning models due to
the manageable size of the dataset after preprocessing.
Processed dataset and the entire implementation with results (charts, figures, tables, etc.) released
through the GitHub repository, which can be found through the link on reference
(Clustering-GRETA, 2023) and in Appendix 1.
7 Data Preprocessing
For the clustering purpose, we followed the standard process of data pretreatment. Most of the
reasoning and steps are theoretically explained in section 5.2 (steps of research method) with the
appropriate research method. Here, the implementation of the preprocessing steps will be
described with proper reasoning and substantial findings.
7.1 Basic Stat of the Dataset
GRETA data is multinational survey data (introduced in section 1.3), gathered from a survey
conducted across 16 European countries.
Here are the main features and structure of the dataset:
- There are 1503 columns and, 10488 rows in the initial raw dataset
- Each row (all cells together) represents each person's responses to all questions
- Each column represents the answer to each question, and the headings of the columns
represent questions
- There are missing data points explained in section 7.3
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From the statistics above, this dataset has numerous attributes or columns, GRETA data is high
dimensional, which has specific challenges for the clustering process and algorithms because it
creates computational problems while increasing dimensionality and research shows that in some
cases some algorithms may become ineffective (Ira Assent, 2012). Thus, this research had to
follow preprocessing steps and some of the reasons (and purposes) already mentioned in the
methodology (section 5.2). In addition, there were missing data points, and those needed to deal
with standard processes to adopt the clustering algorithms. Since this was a high dimensional
dataset, it was essential to find the variable (or column in the dataset) type (categorical and
continuous) this information is useful for selecting the clustering algorithms. For example, in the
case of continuous data K-means works better, on the other hand, in mixed data (categorical and
continuous both in a single dataset) K-mode may work better (Manisha et al., 2017). The
following sections describe the preprocessing steps to align the entire implementation according
to the research objective and as mentioned in the methodology, and Figure 2 demonstrates the
flow of the implemented work.
Here are more descriptions of the pre-treatment steps followed:
7.2 Step 1: Sort data according to pre-defined criteria
Research methodology (section 5) describes the manual sorting and annotation of the variables
of the dataset with the attitude components. Predefined categories and criteria are explained in
section 5.2 and based on those, the dataset has been filtered using Python programming which
contains 344 variables. The dataset can be found in Appendix 1.
7.3 Step 2: Handling missing values row-wise
This dataset’s row-wise records are responses from a specific person, each row represents all the
answers to questions (each cell one answer) from a single person. Since row-wise missing are
from a single response/person, if most of the values are missing in a single row (in this case more
than 70%) then those have been removed. A total of 1074 rows are more than 70% missing,
which means more than 70% of questions were not answered by 1074 users or people (10.24% =
1074 / 10488). After removing 1074 rows now the dataset has 9414.
7.4 Step 3: Handling missing values column-wise
Previously step 2 counted missing, row-wise, or horizontally, now at this stage, count missing
vertically or column-wise. For that, checked the missing values (or null values) and counted
those programmatically. And removed columns that are more than 25% missing. Found that a
total of 266 columns and each of them has more than 25% missing values. After removing those,
the dataset has 58 columns or variables remaining. The resultant file can be found in Appendix 2.
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7.5 Step 4: Sanity Checking of the Dataset
This work conducted a thorough sanity check and once again verified the presence of any
missing values in the dataset. At this point, it's worth noting that the dataset is free of any
missing values, which is a positive development, sparing the task of imputing any data. In total,
the dataset comprises 9,414 rows and 58 columns. Building on the information from Step 1,
we've identified three distinct question types represented by the columns labeled 'A,' 'B,' and 'C,'
with 25, 13, and 20 occurrences, respectively.
Figure 3. Number of questions in each category (lowest number of questions related to behavior)
7.6 Step 5: Identifying the Types of Variables
This research used heuristic algorithms and programming to identify categorical and continuous
variables and verified results by manual checking. Heuristic algorithms were an effective choice
because of their nature and implementation simplicity, for example, if the number of unique
values in a variable or column is less than 10, the variable is categorical in the context of around
ten thousand records. This method works because it determines near-optimal solutions to an
optimization problem (Anmol Singh, 2020). However, the finding is that all the variables are
categorical variables, with no continuous variable in the dataset. This is understandable because
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the responses (dataset variables) or GRETA data collected from people are mostly categorical,
the interview questionnaire was designed that way.
However, this work has also used heuristic programming and manual inspection through the
dataset for different types of categorical values. Here are the types of values for columns-
● All values are numeric - the number of columns is 8
● All values are numeric except one (not prefer to express an opinion) - the number of
columns is 27
● All values are text and need variable encoding - the number of columns is 23
After summing up, the total number of variables is 58 (=8+27+23).
Each type of variable and corresponding unique values can be found in Appendix 3.
7.7 Step 6: Variable Encoding
From the previous step 5, it has been known that in the dataset, there are three types of variables.
The third type has all text data are total of 23 variables. These texts need to be encoded using
some numerical values.
Here is the encoding applied (list of the text and corresponding values) (Table 1):
No. Text Encoded Values
1 ['Fully trust','Tend to trust','Tend not to trust','Fully distrust', 'Undecided'] [3, 2, 1, 0, -1]
2 ['Owner, no outstanding mortgage or housing loan','Owner, with mortgage or
loan','Tenant, rent at market price','Tenant, rent at reduced price or free','Other,
please specify:', 'Do not know / prefer not to say']
[4, 3, 2, 1, 0, -1]
3 ['Always', 'Often', 'Occasionally', 'Rarely', 'Never', 'Prefer not to say'] [4, 3, 2, 1, 0, -1]
4 ['I use this to follow energy related information', 'I use this but not for energy
related information', 'I do not use this at all']
[2, 1, 0]
Table 1. Unique text and corresponding encoding
Following the application of encoding techniques, proceeded to explore the variable values by
generating a box plot within the programming environment. This approach afforded a valuable
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visual perspective on various aspects of the data, including the distribution of variable values,
their central tendencies (such as the mean), and the presence of extreme values or outliers. The
box plot, as an essential data visualization tool, serves as a bridge between raw data and
actionable insights, enhancing the understanding of the dataset's characteristics and aiding in the
identification of potential anomalies. Detailed images and information can be found in Appendix
4. Here is the shorter version of the box plot with 10 variables:
Figure 4. Box plot of each variable (detail - Appendix 4)
From the box plot, get the impression that the processed dataset (for all variables or columns) has
a variable value range from -1 to 7. Here note that each data point represents a single response
from a person for a particular question of the GRETA survey, and each question represents the
heading of the column (detail of the data is in section 7.1).
Counted the frequency of each value in the entire dataset, and here are the bar charts:
29
Figure 5. Number of occurrences of each unique value in the entire dataset
Figure 6. The relative appearance of each unique value
From the bar chart, it’s observed that values 1 and 4 have the highest frequency.
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Table 1, Figures 4, 5, and 6 all together give an impression of the shape of the data, the variable
value ranges, and the frequency of each categorical value in the entire dataset. This information
will be useful when selecting the clustering algorithm (section 8) because the shape of the data
and its values have an impact on the nature of algorithms with fundamental mathematical
equations and algorithmic processes that are applied to a clustering algorithm (Manisha et al.,
2017).
7.8 Reasoning behind the Ordinal Encoding
Data collection of the GRETA survey was based on the order or category. The user had to select
an option from multiple options for a single question. Additionally, there were 35 questions
whose values are already numeric but represent ordinal variables. By nature or by design, the
survey was based on selecting a value from multiple options or sometimes rating an answer by
selecting an ordinal value. Unique values of each variable can be found in Appendix 2.
7.9 Step 7: Correlation and Dimensionality
A correlation is a table that represents a matrix, displaying correlation coefficients between
variables of a dataset, to find the matrix of correlation among all 58 variables selected in the
previous steps. This correlation matrix illustrates how strongly pairs of variables are related to
each other. The coefficients range between -1 and 1, which indicates the strength and direction of
the relationship between variables:
- A coefficient of 1 illustrates a perfect positive correlation (as one variable increases, the
other increases proportionally).
- A coefficient of -1 demonstrates a perfect negative correlation (as one variable
increases, the other decreases proportionally).
- A coefficient of 0 suggests no linear relationship between the variables.
The correlation matrix allows for a quick assessment of relationships between multiple variables
and helps identify potential patterns or associations within the data.
Here are the strongly correlated variables:
'I think of myself as an environmentally friendly consumer - To what
extent do you agree with the following statements?',
'I think of myself as someone who is very concerned with environmental
issues - To what extent do you agree with the following statements?',
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'Acting environmentally-friendly is an important part of who I am - To
what extent do you agree with the following statements?',
'I am the type of person who acts environmentally-friendly - To what
extent do you agree with the following statements?',
Here is the correlation coefficient matrix based on the encoding above:
Figure 7. Correlation Matrix (detail - Appendix 4)
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Chi-Square Test matrix
Understanding the heatmap:
- Dark Red: Strong association or dependency.
- Light Red: Moderate association.
- Light Blue: Weak association or independence.
- Dark Blue: Strong independence.
Figure 8. Chi-Square Test Matrix (detail - Appendix 4)
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In the above Chi-square contingency matrix (Figure 8), the diagonal elements represent the count
of observations or the records where the same variable analyzes itself, and don't indicate the
strength of association or independence between variables. However, the off-diagonal elements,
determine the level of association or independence between different categorical variables along
with the statistical test (Chi-square). Here it’s different from the correlation matrix because, in
the correlation matrix, the diagonal elements are always 1 as they show the correlation of a
variable with itself, which is perfect (a variable is perfectly correlated with itself).
From the Chi-square test matrix, a similar understanding or impression has been found that is
illustrated by the correlation matrix. If the variable has a strong relationship or correlation, that
means it has more dependency, too.
7.10 The Curse of Dimensionality
From the correlation coefficients, the relationships were acceptable because, the maximum
correlation is 0.80, and didn’t remove any variables. Thus, the dataset has 58 variables in the
resultant dataset which will be used for further processing and clustering.
This research already conducted a heavy pretreatment process explained by previous
preprocessing steps that reduced the number of variables to 58 (at the beginning it was, 1503).
Yet, the dataset has a significant number of variables that are challenging for clustering with
Machine Learning (ML) algorithms.
Variable values that will be used for the ML models range from 0 to 7 (Figures 5 and 6). Since
the number of variables is 58 and the value range is only between 0 and 7, it concludes that the
differences between objects are less or delicate. Thus, finding similarity or dissimilarity is
difficult, in other words, the ML model might be confused, and it might be prone to consider
objects alike rather than dissimilar. In addition, as the number of variables increases, it creates or
increases complexity exponentially because of the combination of variables, processing steps,
and related issues with space complexity (Ira Assent, 2012).
7.11 Step 8: Prioritization of Variable
Prioritizing variables or weight variables based on their importance is required because the
model will be more influenced by those variables. The variable's importance in a model can be
identified by the variance of a variable, the more the variance is, the more importance it has for a
model.
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PCA is most relevant here to understand the data variability or statistical variance because the
nature of the initial data collection and inherent data structure is organized in that way. To be
more specific, each row represents the response of a human to all the questions. This row-wise
alignment of input data allows PCA to capture the variances according to the hierarchical order.
In PCA, the first component captures the first most variance, the second component captures the
second most variance, and so on (Svante et al., 1987).
The mathematical representation of PCA is,
PCA = Scores * Transposed loadings + Residuals (error and noise)
Cumulative variance represents the accumulation of variance explained by each successive
principal component in a dimensionality reduction technique such as PCA.
In PCA, the components are ordered based on the amount of variance they explain in the original
dataset. The cumulative variance represents the total amount of variance explained by a certain
number of principal components, starting from the first one and continuing through each
subsequent component.
Cumulative variance of 58 components
Figure 9. Shows the cumulative variance of 58 variables. Observation is that the top 20
components comprise more than 70% variance, which has a separate projection in Figure 10.
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Figure 9. Cumulative variance of 58 components
Cumulative variance of 20 components
Figure 10. Cumulative variance of 20 components
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PCA Analysis with 58 Components
Total Absolute Contribution (Magnitude Only)
Figure 11. Each variable total contribution in PCA (magnitude only)
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With Magnitude and Direction
Figure 12. Each variable contribution in PCA with the sign
38
PCA Analysis with 20 Component
Figure 13. Each variable total contribution in PCA (magnitude only)
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Figure 14. Each variable contribution in PCA with sign
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7.11.1 Prioritization of variable: Analysis and Outcome
From the previous step (section 7.11), gradual increase and changes in cumulative variance are
observable from PCA analysis, cumulative variance (Figures 9 and 10) also from the variable
contribution to PCA (Figures 11, 12, 13, 14). PCA illustrates a hierarchical order of importance
or variance. As the changes in the variance curve are very little, such as the first 20 components
comprising 70% variance and the rest of the others comprising still 30% variance, the conclusion
is that all 58 variables have importance for the model. Thus, the variable contributions are
significant, and reducing components or variables may lead to the loss of valuable information.
Moreover, already a significant number of variables has been removed in the preprocessing
steps, further reduction may encounter inappropriate or bad results. There are some more
elicitation and decisions made around the PCA and its analysis, which will be explained in the
next section (7.12).
7.12 Normalization
For this research work and data clustering, normalization has not been applied, there are a couple
of reason behind it.
Firstly, because of normalization, the model might lose the granularity of the data. From the
previous steps, it has been found that almost all the variables are ordinal data ranging between -1
to 7. Ordinal data has inherent rank or order, which is important for the model. For the same
reason, work on outlier removals was not required because it’s already known that the range of
the entire dataset is -1 to 7.
Secondly, normalization could make it harder to interpret the results of a machine learning
model, as the inputs will be on a common scale, which may not align with the original scale of
the data.
Thirdly, variance set to 1 means all variables are equally important because PCA centers the data
around 0 and variance set to 1. But in the dataset, as explained in previous sections, data are
ordinal and importance is hierarchical.
8 Clustering with ML Models
The primary goal of cluster analysis is to identify the inherent patterns of the data within the
collection of points, and entities, in other words, this can be called natural grouping (Anil Jain,
2009).
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Webster defined cluster analysis as a statistical classification technique to identify whether the
subjects of a population fall into different groups based on the quantitative comparisons of
multiple characteristics (Merriam, 2018; Anil Jain, 2009).
To elicit the operational definition, it can be said that, out of N number of objects finding
similarities between objects and putting them into K separate groups according to their
similarities. Now the definition of similarities can be debited and varied based on the predefined
criteria. However, the ideal cluster can be determined as a set of points that is compact and
isolated (Anil Jain, 2009).
8.1 Algorithms
To start with, this research work tried K-Means, a widely used, most common partition-based
algorithm. For K-means, elbow analysis and silhouette analysis have been applied, which gave
an impression of the possible clusters. Based on that, it has been inferred the results from the
model and projected on plots to do further analysis and quality of the cluster. K-Means results
are described in section 9 (results).
From the K-Means results and post-analysis, it can be inferred that this algorithm is not the most
suitable algorithm for the model. To overcome that, this research applied the K-mode algorithm,
which is an extension of the K-Means algorithm and is designed to deal with categorical data
(Manisha et al., 2017).
To get more insight and better illustration, Hierarchical clustering and Density-based clustering
have been applied, which are also included in section 9 (results).
9 Results
In this section, the results of data clustering models have been described for each type of
clustering algorithm mentioned in section 8.1. Explanatory analysis, model selection, best
models, and the outcomes will be presented with charts, figures, and supporting materials.
However, further analysis and discussion will be presented in discussion section 10. Detailed
implementation of algorithms and Python programming code can be found in Appendix 1.
9.1 Partition-Based Clustering
The partition-based clustering method starts from an initial cluster and then relocates instances
from one cluster to another depending on the new calculation. For these types of algorithms, the
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number of optimal clusters must be predefined by the user (Lior, 2010). A greedy heuristic
iterative approach has been used for optimization purposes.
9.1.1 K-Means Clustering
In the research community, K-Means is the most commonly used and powerful algorithm. This
partition-based algorithm required three parameters from user input, the number of clusters K,
cluster initialization, and a distance metric (Lior, 2010). Despite extensive use, K-Means has
some limitations, for example, random initialization of the centroids may lead to unexpected
convergence (Ahmed et al., 2020).
The objective function for K-Means clustering involves minimizing the sum of squared distances
between data points and their respective cluster centroids:
In this formula:
J represents the total dissimilarity or cost function.
K is the number of clusters.
Ci represents the data points in cluster i.
x is a data point in a cluster.
μi is the mode (centroid) of cluster i.
calculates the squared Euclidean distance between a data point x and the centroid μi
9.1.1.1 Identifying the Number of Clusters
The main challenge for a clustering algorithm is to determine the number of clusters or the
number of model parameters, which must be determined before clustering (Trupti et al., 2013).
For that, several techniques and a series of experiments with the algorithms have been applied.
Two common approaches are elbow analysis and silhouette analysis, generated charts for
different numbers of clusters. For this research and experimental work, the results with the figure
have been visualized, which gives a visual impression regarding the data points and clustering
outcome.
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9.1.1.1.1 The Elbow Analysis
The elbow method is a commonly used method for determining the optimal clustering
algorithms, although a manual inspection is required after plotting the elbow points on a chart.
Elbow analysis includes a plot comprised of the number of clusters against the cluster quality or
distortion. The goal is to identify the significant change in slope called ‘elbow’.
From Figure 15 the possible optimal number of clusters for the dataset can be observed as 3 or 4.
Figure 15. Elbow Analysis- determining an optimal number of clusters for K-means
9.1.1.1.2 Silhouette Analysis
The Silhouette analysis method is used to assess the quality of a cluster. It measures the
similarity between the objects of its own cluster to the other clusters. The silhouette score ranges
from -1 to 1. The silhouette score is calculated on every data point and then calculated for the
entire dataset, which provides the overall score for a particular cluster.
Here are the following results for silhouette analysis:
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For n_clusters = 2, the average silhouette_score is 0.1338137732045716
Figure 16. Silhouette Analysis - n_clusters = 2
For n_clusters = 3, the average silhouette_score is: 0.11003396999840832
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Figure 17. Silhouette Analysis - n_clusters = 3
For n_clusters = 4, the average silhouette_score is: 0.08907913896681384
Figure 18. Silhouette Analysis - n_clusters = 4
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For n_clusters = 5, the average silhouette_score is: 0.07229021241781215
Figure 19. Silhouette Analysis - n_clusters = 5
9.1.1.1.3 Silhouette Scoring Summary
Silhouette scoring has a range between -1 to 1, where:
- 1: This means clusters are well apart from each other and distinguished.
- 0: This means clusters are indifferent, or the distance between clusters is not significant.
- -1: This means clusters are assigned in the wrong way.
For the dataset, here are the cluster’s silhouette scores, starting with a number of the optimal
clusters from 2 to cluster 9:
Silhouette Score(n=2): 0.156
Silhouette Score(n=3): 0.112
Silhouette Score(n=4): 0.098
Silhouette Score(n=5): 0.081
Silhouette Score(n=6): 0.079
Silhouette Score(n=7): 0.076
Silhouette Score(n=8): 0.076
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Silhouette Score(n=9): 0.072
The silhouette scores range from 0.156 for 2 clusters down to 0.072 for 9 clusters. The higher the
score is, the better the cluster quality implies. Based on the silhouette scores above, it can be
concluded that cluster 2 is the optimum and most distinct and well-separated cluster among the
tested options.
9.1.1.2 Cluster Visualization using PCA
Figure 20. PCA - Cluster visualization (2D)
48
9.1.1.3 3D Visualization of K-Means Clustering
Figure 21. PCA - Cluster visualization (3D)
9.1.1.4 K-Means Cluster Centroids
Figure 22. Centroid feature values Cluster 0
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Figure 23. Centroid feature values Cluster 1
Figure 24. Centroid feature values Cluster 2
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Figure 25. Differences between cluster centroids
9.1.1.5 Number of records or responses in each cluster
Figure 26. Number of records in each cluster
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9.1.1.6 K-means Cluster Statistics
Standard deviation
In the context of cluster statistics, the standard deviation measures how much the values for each
variable deviate from the mean (average) value within the particular cluster. A higher standard
deviation implies that the values are more spread out from the mean, indicating greater
variability within that cluster for that particular variable.
Standard deviation measures the spread or dispersion of data points within a cluster. The
standard deviation for each cluster and all variables can be found in Appendix 5.
Skewness
Within a cluster, skewness measures the asymmetry of the distribution of values for a particular
variable. This can provide information regarding the shape of the distribution, such as whether it
is symmetric, skewed to the left, or the right.
Within that cluster, the skewness statistics of a cluster for each variable can provide insights into
the shape of the distribution. It helps to identify whether the values are concentrated towards one
end of the scale or more evenly spread out. This information gives an insight and understanding
of the nature and variation of attitudes or behaviors within each cluster.
Skewness measures the asymmetry of the data distribution. The Skewness for each cluster and
all variables can be found in Appendix 5.
9.1.2 Summary of Explanatory Data Analysis (EDA)
After applying K-means and from the silhouette score above, it’s observed, that there is not a
clear distinction between the clusters, seems like a single cluster. Moreover, from Figure 26 it’s
found that the number of records per cluster is not evenly distributed, in fact in cluster 2 there are
only a few observations. The impression found from the K-means cluster statistics is that, in
some cases, the standard deviation (or the variance) of a variable is the same as the other cluster
variance. Other algorithms have been applied to verify the findings, such as K-modes,
Hierarchical clustering- Agglomerative, Density-based clustering- DBSCAN, etc. The same kind
of findings have been obtained from these algorithms.
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9.1.3 K-modes
K-means and K-modes both are partition-based algorithms, but after applying K-Means,
although didn’t get the expected and appropriate outcome, an impression has been found
regarding an optimal number of clusters, cluster variations, and skewness. Thus, cluster statistics
also aids in better understanding the data and the insight. By considering those, the K-modes
algorithm has been applied to the processed data set with all 58 variables.
The objective function for K-Modes can be represented as:
In this formula:
J represents the total dissimilarity or cost function.
K is the number of clusters.
Ci represents the data points in cluster i.
xi is a data point in a cluster.
μi is the mode (centroid) of cluster i.
dist(x, μi) measures the dissimilarity between a data point x and the centroid μi
From the elbow method plot (figure 27) an abrupt change can be observed in the curve or the
possible elbow point and the optimal number of clusters is 3.
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Figure 27. Elbow Analysis- determining the optimal number of clusters for K-mode
Silhouette method also applied to find the optimal number of clusters, here are the scores for
optimal cluster numbers 2 to 10:
n_clusters: 2, silhouette Score: 0.05970247644052602
n_clusters: 3, silhouette Score: 0.00861303831361793
n_clusters: 4, silhouette Score: -0.023603275371850103
n_clusters: 5, silhouette Score: -0.01862640601672009
n_clusters: 6, silhouette Score: -0.0295334493508074
n_clusters: 7, silhouette Score: -0.031012025765698465
n_clusters: 8, silhouette Score: -0.03514142520766808
n_clusters: 9, silhouette Score: -0.024155333622741918
n_clusters: 10, silhouette Score: -0.02732947832000195
Positive scores can be observed only for clusters 2 and 3. For the other clusters, scores are
negative, which means incorrect placement of data points to some clusters. Thus, from elbow
analysis and silhouette score, a conclusion can be made that cluster 3 is the optimal cluster.
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Cluster results for the optimal number 3 comprise a nearly equal number of observations in each
cluster, which has been presented in Figure 28.
Figure 28. Number of records in each cluster
Since the elbow point is not clear enough, the K-mode algorithm has been applied for clusters
number 2 to 10 and observed the results, which can be found on the code repository from
reference (Clustering-GRETA, 2023). An optimal number of cluster 3 was the best outcome, and
a post-analysis has been done to get the insight which will be explained in sections 10.1.3.1 and
10.1.3.2.
9.1.3.1 K-Mode Cluster Centroids
The centroid of a k-mode clustering represents the typical or central values for each categorical
variable within that cluster. After performing K-mode clustering and storing cluster assignments,
the centroid for each cluster has been calculated. For each attribute or variable, calculate the
mode (most frequent category) within that cluster.
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Figure 29. Mode Frequency Cluster 0
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Figure 30. Mode Frequency Cluster 1
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Figure 31. Mode Frequency Cluster 2
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Centroids for each cluster can be found in Appendix 6, which allows us to see the characteristic
features of each cluster.
9.1.3.2 Cluster Profiling
Based on the categorical variables, a comprehensive summary or profile of each cluster is
defined. This profile provides insight into the most dominant or frequent categories in each
cluster. From the cluster profile, the number of records that fall under a certain category and the
percentage have been counted.
To understand the cluster profile, let's consider an example:
Cluster 0 Profile:
Attribute: I think of myself as an environmentally friendly consumer - To
what extent do you agree with the following statements?
Category Count Percentage
5.0 1392 38.95%
6.0 1143 31.98%
4.0 479 13.40%
7.0 209 5.85%
3.0 182 5.09%
1.0 85 2.38%
2.0 84 2.35%
Here, the attribute or the variable is “I think of myself as an environmentally friendly consumer -
To what extent do you agree with the following statements?” and category 5.0 appears to be the
most prevalent response in Cluster 0, with 38.95% of respondents falling into this category.
After performing K-mode clustering, iterated through each cluster and performed cluster
profiling. The cluster profile for each cluster and variables can be found in Appendix 6.
9.2 Hierarchical Clustering
Hierarchical clustering algorithms recursively partition the instances and construct the clusters in
either a bottom-up or top-down fashion. This can be subdivided into:
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Agglomerative hierarchical clustering: every object is represented as a cluster itself, then the unit
clusters successively merge until an expected optimal cluster structure is achieved.
Divisive hierarchical clustering: all instances belong to a single cluster and then cluster division
is applied, and the larger cluster is divided into smaller sub-clusters until an optimum number of
clusters is achieved (Lior, 2010).
9.2.1 Agglomerative
Agglomerative follows a bottom-up approach, and the choice of linkage method determines how
the distance between clusters is calculated during the merging process.
Average linkage computes the distance between clusters as the average of all pairwise distances
between points from one cluster to another. Cluster distance is defined as the average distance
between all data points in one cluster to all data points in the other cluster. This method is
susceptible to noise and outliers and tends to produce more balanced clusters (Daniel, 2011).
Agglomerative clustering average linkage method results have been presented in Figure 32
which is quite imbalanced and mainly one cluster comprises almost all the records.
Figure 32. Number of records in Agglomerative Clustering (‘average’ Linkage Method)
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The complete linkage method measures the distance between clusters by considering the farthest
or maximum distance between points in different clusters. Cluster distance is defined as the
maximum distance between any single data point in one cluster to any single data point in the
other cluster. This method is less sensitive to outliers compared to single linkage (Daniel, 2011).
Agglomerative clustering complete linkage method results have been presented in Figure 33
where records are more spread among the clusters.
Figure 33. Number of records in Agglomerative Clustering (‘complete’ Linkage Method)
At this stage, one hot encoding has been applied to create dummy variables, where each category
creates a new variable for any variable. These newly created variables all together are the input
variables for the Agglomerative clustering.
Here are the properties for Agglomerative clustering on one-hot encoding:
- Applied to one-hot encoding all 58 categorical columns
- Removed dummy variables created for the value -1, since this value was a replacement of
the null value and should be ignored from the original categorical variable
Results based on one-hot encoding are presented in figure 34, which shows more spread and
balanced records among clusters. This strategy is effective in improving the results and
generating better outcomes among the variations of Agglomerative clustering.
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Figure 34. Number of records in Agglomerative Clustering (One-hot variable encoding)
9.3 Density-Based Clustering
Density-Based Clustering Algorithms (DBCLAs) leverage density within a dataset as a
fundamental element to identify clusters that exhibit diverse shapes, sizes, and densities. This
density refers to the concentration or distribution within a given area of a particular dataset
(Bhattacharjee et al., 2021).
9.3.1 DBSCAN
DBSCAN was developed in 1996 this was the first density-based algorithm. From the research, it
has been known that DBSCAN can discover clusters from large datasets with noise
(Bhattacharjee et al., 2021).
However, there was only one cluster from the algorithm, and here are the properties:
- Identified only one cluster (cluster 0)
- Label -1 records are noise points
- Tried various combinations of epsilon and min_samples
Cluster result has been presented in Figure 35.
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Figure 35. Number of records in each cluster
10 Discussion
From the results (section 9) of all the algorithms and their explanatory analysis, it’s evident that
K-Mode provides the most expected and appropriate clustering based on the categorical features.
K-Mode results are evenly distributed, which is also reflected in the centroid analysis that will be
explained in section 10.1. A brief description of cluster profiling has been presented in section
9.1.3.2 which shows the modes of variables for the cluster and this has a relationship with the
attitude analysis (10.2).
Based on the clustering results, further analysis has been done to elicit the attitudes toward green
transition, which is required for the main research question and sub-questions, which will be
discussed in section 10.2.
In this context, here are the research questions from section 3:
The main research question is:
1. What differences in attitudes towards the green transition exist across Europe?
From a technical perspective, this main question leads (or can be broken down) to sub-questions:
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1. What clusters can be found from data (from a multinational survey) when focusing on
answers to affective, behavioral, and cognitive aspects?
2. How does one cluster differ from another cluster, or what different types of knowledge
are found - how/why are these different?
The following discussion and result analysis will illustrate the underlying concept, critical
reasoning, explanations, and interpretation with substantial references.
10.1 Analysis and Discussion on Clustering Algorithms
To illustrate one of the research questions, the following discussion provides insight into the
difference between the approach and implementation of clustering methods based on the results:
K-means is a widely used algorithm for clustering, for the dataset and clustering model results
visualized in Figure 20. It has been observed that the clusters are overlapping, and a clear
distinction between clusters is difficult. From elbow analysis (Figure 15) it can be observed the
optimal cluster number is 3 or 4 but the silhouette score (Figure 19) doesn’t provide a clear
indication of the optimal cluster number for K-means. One reason behind this is all the variables
and columns are categorical, and research shows that K-means has shortcomings in
differentiating attribute values among categorical values (Ahmed et al., 2020).
At this point, Agglomerative clustering has been applied for different combinations of linkage
methods (average, complete, single) and demonstrated the results in Figures 32 and 33. They
indicated that one cluster dominated or comprised the majority of the records, and there was a
lack of clear differentiation among the clusters. Since Agglomerative clustering follows a
bottom-up approach and needs user-specified parameters for tuning, hence doesn’t perform well
directly on categorical data (Wei et al., 2019). To overcome that, one-hot encoding was applied,
and the results were improved, but still, those were dominated by a single cluster, which is
shown in Figure 34.
Similar results have been found from the Density-based clustering algorithms-results were
dominated by one cluster and no clear separation among clusters. One-hot encoding has also
been used, which didn’t improve the results for Density-Based clustering.
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10.1.1 K-Mode: A Robust Approach for Mixed Data Clustering
K-Mode, which is a variation of K-means and specifically designed for mixed data (categorical
and continuous both in the same dataset), provided satisfactory results, outperformed and
surpassed other algorithms in several aspects:
- The efficacy of K-Mode is highlighted by the observed properties such as compactness
and separation. Those are meticulously observed from the elbow and silhouette
coefficient illustrated in section 9.1.3.
- A deeper understanding of the clustering process is unveiled by the centroid analysis and
demonstrated by an explanatory analysis in section 9.1.3.1 (results). Centroid analysis
depicts the connectivity of clusters, which means, shedding light on the extent to which
items are grouped with their nearest neighbors in the data space. The results, which are
accompanied by Figures 29, 30, and 31, depict the cluster centroid and variable
contribution for each cluster.
- By considering the above insights, a pivotal strength of K-Mode results lies in its ability
to ensure a well-balanced distribution of records across clusters. For instance, in clusters
'0,' '1,' and '2,' the record counts stand at 3188, 3138, and 3088, respectively (detailed in
section 9.1.3.1 results).
10.2 Relationship Between Attitude Components in Clusters
This research work continued to find the relationship and contribution among the categories (A =
Affect, B = Behavior, C = Cognitive) of variables described in section 5 (research methodology)
for each cluster. Here, just to note again, each category represents each attitude component of the
ABC attitude model.
While analyzing the clusters of the K-modes algorithm, which has demonstrated superior
performance compared to other algorithms (as discussed in section 10.1), the centroid refers to
the mode of kernel density estimation, determined by the data points within each cluster. In a
cluster, centroids are valid patterns that lie in high-density areas and function as representatives
of their clusters and neighborhoods. For a variable within a cluster, each centroid value stands for
the mode (or most frequent value) of that particular variable, among all the data points assigned
to that cluster. A variable's centroid value also illustrates a cluster's central tendency. This
implies that within each cluster, a centroid value has been determined for every variable.
However, across clusters, the centroid value varies for a particular variable. Variables with higher
centroid values within a cluster represent the higher contribution and central tendency to that
particular cluster's characteristics (Williamson 1965).
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At this juncture, to comprehend the interconnections among attitude components within clusters
in the mathematical framework and to enhance the coherence of the discussion, it is essential to
grasp the connections between different parts of research. Referring to the methodology (section
5.1) which has three parts, Part 1 describes the qualitative method for data annotation (or
variable labeling) according to the attitude components, Part 2 is data clustering and quantitative
approach, and Part 3 uses the mixed method where both qualitative and quantitative has been
used for cluster’s results analysis and attitude component elicitation. Although Part 1 is a
qualitative method and an unnatural science, the resultant has a quantitative relationship with
Part 2 and Part 3, within a mathematical paradigm. Thus, these three parts are strongly
interrelated and dependent on each other for the outcome.
The following Figure 36 is a simple representation of the relationship between the three parts of
the research method. In every part, two things are common, the first one is the variables (or
columns) and the second one is the attitude components. In each part of the research, these two
things, together, make an inherent relationship. Furthermore, parts of the research are sequential,
interrelated, and interdependent.
Figure 36. Sequential and Inherent Relationship Between Parts of the Research
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Based on the postulation described above, for analyzing quantitative relationship and
contribution, the mean of positive mode values of all variables in a cluster has been taken, but
not in each attitude component (or category), because of cluster characteristics lies within the
cluster and each attitude category is part of a particular cluster (one particular category may not
necessarily exist in a single cluster). The average of the 'positive modes of variables' is calculated
for an entire cluster, and the same mean value is applied uniformly on each category (of that
particular cluster) to filter out the columns whose centroid value is higher than the calculated
cluster mean.
For clearer articulation of the above process, the implemented steps are:
Step 1: Filtered the positive mode values of all variables and take the means of mode values for a
cluster
Step 2: Count the number of variables of each attitude component (or category) whose mode
value is higher than the mean value (calculated in Step 1), and visualize the statistics in figures
37, 38, 39
The mean of positive mode values (from Step 1) of all variables in a cluster are as follows:
Cluster 0: 3.86
Cluster 1: 3.25
Cluster 2: 3.72
It has been observed that the lowest mean of a cluster is 3.25 and the difference between the
lowest and highest mean (3.86) is not big in the sense that in the Likert scale data structure, the
mathematical difference between any two category values is at least one. Thus, even in the case
of calculating the mean of these three clusters (an alternative hypothesis) and then conveying
further analysis, would still give the same results.
10.2.1 Validating Attitude Component Relationships with an Alternative Hypothesis
There could be a limitation of the process mentioned above (in 10.2), that stems from variations
in the source data, and data structure from the underlying data collection mechanism. For
example, the number of categories or value ranges is not the same for all variables, most of the
variable has value ranges from 0 to 7, but there are some variables whose value ranges from 0 to
4. In the case of rescaling without considering the importance of a variable in the dataset, then it
impacts the entire quality or the structure of the data, moreover, rescaling would also change the
granularity of categorical values. Another limitation is that this process assumes that within a
variable the higher the category value is, the more importance or priority, but there are only a
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few exceptions too. The specific reasons behind not applying the rescaling (or normalization) are
already explained in section 7.12 (normalization).
Thus, by considering the reasoning above, the process explained in section 10.2 is valid and
acceptable. Moreover, it didn’t just rely on the quantitative method. Furthermore, a manual
inspection has also been conducted, for example, in Figures 29, 30, and 31 the centroid value of
every variable for every cluster is observable. In addition, for every variable, the frequency of
each category value has been counted and verified, which can be found in Appendix 7. This
process also analyzed cluster profiles in section 9.1.3.2 and detailed in Appendix 6. From those
analyses, the frequencies of category values and how mode values of each categorical variable
contribute to the cluster can easily be observed.
10.3 Characteristics of Clusters within the Attitude Paradigm
The analysis and discussion above (10.2) lead to answering other research questions with further
analysis, which is the optimal cluster based on different attitudes, how clusters are different
around this attitude, in other words, which characteristics make the clusters different, and the
reasoning behind this:
For a coherent discussion and visual comprehension of the insights, this section will refer to
figures and charts generated in previous sections. The plots (Figures 29, 30, 31) incorporate
category labels for each variable. For each cluster, variable name, centroid value, and its category
all together enhance visual comprehension. In addition, the analysis and postulation provided in
section 10.2 are strongly related and reflect the following analysis.
Figure 37 illustrates the distribution of variables across different categories within Cluster 0. It's
noticeable that people’s cognition and affect are comparatively higher, but energy behavior is
poor. To interpret, affect (or emotional engagement) with green energy is stronger, but actual
energy-related behaviors (or actions) are lacking. This is because some people’s beliefs and
opinions are stronger on energy policies, for example, after observing the variables from Figure
29, there are some questions such as “I believe I have a voice in helping to impact
energy policies” which related to affect and strongly contributing to cluster 0.
Cluster 0: Columns with Centroids > mean:
{'C': 12, 'B': 4, 'A': 14}
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Figure 37. Cluster 0: Columns with Centroids > Mean
Similarly, from Figure 38 it’s observed that people from Cluster 1 have higher cognition and
affect but show relatively small behavior. From this finding, the conclusion is that people who
have higher emotional engagement toward green transition also have strong cognition (belief or
opinion in this context) (Vishal, 2014). Furthermore, another conclusion is that people's tendency
to take necessary actions (or effective steps) towards green transition can be poor even though
they have higher emotional engagement (or positive emotion) and strong positive opinions for
the green transition.
Cluster 1: Columns with Centroids > mean:
{'C': 14, 'B': 8, 'A': 14}
Figure 38. Cluster 1: Columns with Centroids > Mean
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Cluster 2: Columns with Centroids > mean:
{'C': 9, 'B': 7, 'A': 13}
Figure 39. Cluster 2: Columns with Centroids > Mean
Cluster 2 (Figure 39) is interesting and a bit different compared to Cluster 0 and Cluster 1.
‘Affect’ is significantly high, while Cognition and Behavior are relatively smaller. In this
context, Affect symbolizes the emotional response (Vishal, 2014). This means for this cluster,
people may have higher emotional engagement toward green transition, compared to their
knowledge and behavioral tendency.
10.4 Relationship and Insights with Scientific Publications and Research
This thesis work searched and explored scientific publications to get insights, explanations, and
reasoning for the research findings. Research indicates that both positive and negative emotions
toward an event exert significant influences on physiological reactions. Tobias Brosch and Linda
Steg mentioned that people’s feelings impact thinking and behavior simultaneously. This
perspective contrasts with the traditional view that emotions are seen as an irrational influence
that disrupts clear thinking and reasoned cognition, which is relevant to Cluster 2 (Figure 39)
(Tobias and Linda, 2021).
Another research was on college students’ energy-saving behavior intentions. That paper
mentioned that the behavior of college students towards energy saving is having a degree of
knowing and doing separation- which is knowing is easy, but doing is difficult (Yang et al.,
2020) [22]. This research and facts explain the findings of this thesis work too, in every cluster, it
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has been found that behavioral tendency (or actions) for green transitions, have the least
contribution compared to cognition (C) or affect (A).
From the previous research, also known that people often underestimate long-term hazards and
severity. This leads to cognitive bias while making decisions, such as everyone knows about
global warming but does not know enough about the severity of the issue, and people have less
response or tendency towards global warming (Johan. E. et al., 2023). A similar conclusion can
be elicited from the research findings in the context of green transition because from the
clustering (Figure 37, 38, 39) it’s elicited that people have better knowledge and emotional
engagement but behavioral tendency or action is poor in the context of the sustainable green
energy transition.
11 Limitations and Future Work
As mentioned earlier, this problem is multidisciplinary and this research or clustering data were
from Europe but for the social or behavioral context, the results can be varied or even entirely
different to other parts of the world. For example, in Asia more specifically in developing
countries, this green transition concept is still limited to the research or academic community,
mass people are not engaged or aware (Fengyun et al., 2022). Governments are prioritizing other
projects and issues such as poverty, natural calamities, etc.
Energy-saving behavior could be multiple types, such as habitual energy-saving behavior and
purchasing energy-saving behavior (Yang et al., 2020). Future work could be based on how
people’s cognitive knowledge and emotional engagement impact different types of energy-saving
behaviors. In addition, this research was mostly for individual energy attitude, but a collective
attitude could be an interesting aspect too.
In terms of technical or engineering work, specifically for Machine Learning clustering
algorithms, research shows that Agglomerative clustering doesn’t perform well in the case of
using categorical variables directly. Xiong et al. mentioned two problems for the categorical data,
one is the lack of inherent similarity measure and the other one is clusters are prone to being
embedded in different subspaces. To overcome those problems, Xiong et al. proposed a new
algorithm named divisive hierarchical clustering algorithm. This approach could be applied to
this research dataset since all variables are categorical and the dataset is high-dimensional at the
same time (Xiong et al., 2009).
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12 Conclusion
The main focus of this research was around the social dimensions of green energy transition
based on GRETA project survey data, this research unveiled a paradigm to tackle
multidisciplinary problems. Energy attitude is a social science problem, and shaping the energy
data to an attitude model in the context of behavioral or social was challenging because of
limited existing research and resources. However, this thesis proposed a method for the
annotation of public responses to model the data according to the attitude model that reflects the
different components while clustering. Comparison among different clustering algorithms was
crucial because of the high dimensionality of the dataset. As described in the discussion section,
K-modes gave the best outcome in terms of different attitude components that aligned with the
research objective and the research questions. This research provided theoretical explanations
with the existing research and publications that described the outcome of clustering algorithms.
Proper analysis of cluster centroid and visualization of every outcome bolster and align the
clustering results, attitude model components, and theoretical explanations. Thus, relationships
among attitude components are perceivable which will help in understanding the action and
interrelation of people’s attitudes toward green transition from a behavioral perspective, which is
one of the prime objectives of GRETA.
Moreover, this thesis delved into the technical intricacies of implementing clustering algorithms,
with a particular focus on the energy domain, specifically, the concept of energy citizenship. The
dataset was human responses that had been needed to leverage accurately for clustering. An
initial hurdle involved categorizing columns in terms of different attitudes. In the beginning, that
hurdle has been solved with the help of existing research on attitude. For employing and framing
energy citizenship data to an attitude model, this thesis proposed and explained the process of
categorizing or annotating the variables for each attitude based on the three components of the
ABC attitude model, details are in the research methodology. Moreover, how energy citizen
comprises the human persona and leveraging it out of the high-dimensional dataset was a unique
and interesting work, while as a human, we are not value-free. For instance, when it comes to
assessing one's environmental friendliness, individuals might provide self-ratings that could be
overly optimistic or biased.
To address these complex challenges, a diverse array of clustering algorithms has been
employed, including Partition-Based Clustering, Hierarchical Clustering, and Density-Based
Clustering. This multipronged approach allowed us to examine the problem from various angles,
gaining a more comprehensive understanding of the underlying patterns within the data. In
addition to algorithmic exploration, this thesis work conducted an extensive explanatory
analysis. This critical step not only aided in selecting the most suitable algorithms for the task
but also served as a means to validate and refine the results. By meticulously dissecting the data
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and its nuances, this thesis was able to unearth valuable insights and ensure the reliability of the
clustering outcomes.
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Appendices
Appendix 1
1. GitHub repository links of implemented code figure chart
https://github.com/aminuldidar/Clustering-GRETA
2. Filtered dataset by predefined criteria
https://github.com/aminuldidar/Clustering-GRETA/blob/master/Data/filtered_by_manual_selecti
on_and_70_percent_missing.csv
Appendix 2
1. Column name those are more than twenty-five percent missing
https://github.com/aminuldidar/Clustering-GRETA/blob/master/Data/Column%20name%20thos
e%20are%20more%20than%2025%25%20missing.csv
2. Unique values of each variable
https://github.com/aminuldidar/Clustering-GRETA/blob/master/Data/each_variable_unique_valu
es.csv
Appendix 3
1. Column with all values are numeric
https://github.com/aminuldidar/Clustering-GRETA/blob/master/Documents/All%
20values%20are%20numeric.pdf
2. A column with all values is numeric except one (not prefer to express an opinion) - the
number of columns is 27
https://github.com/aminuldidar/Clustering-GRETA/blob/master/Documents/All%20values%20ar
e%20numeric%20except%20one.pdf
3. Columns with values are text and need to be encoded - the number of columns is 23
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https://github.com/aminuldidar/Clustering-GRETA/blob/master/Documents/All%20values%20ar
e%20text.pdf
Appendix 4
1. Box plot of each variable
https://github.com/aminuldidar/Clustering-GRETA/blob/master/image_dep/box_plot_each_varia
ble.png
2. Correlation Matrix
https://github.com/aminuldidar/Clustering-GRETA/blob/master/image_dep/Correlation_Matrix.p
ng
3. Chi-Square Test Matrix
https://github.com/aminuldidar/Clustering-GRETA/blob/master/image_dep/Chi-Square%20Test
%20Matrix.png
Appendix 5
1. K-means, deviation for each cluster
https://github.com/aminuldidar/Clustering-GRETA/blob/master/Data/std_per_cluster_k_means.c
sv
2. K-means, skewness for each cluster
https://github.com/aminuldidar/Clustering-GRETA/blob/master/Data/skewness_per_cluster_k_m
eans.csv
Appendix 6
1. K-modes, centroids for each cluster
https://github.com/aminuldidar/Clustering-GRETA/blob/master/Data/k_modes_cluster_centroids
.txt
2. K-modes, cluster profile for each cluster and variables
https://github.com/aminuldidar/Clustering-GRETA/blob/master/Data/k_modes_cluster_profiling.
txt
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Appendix 7
1. Category frequency bar chart of every variable
https://github.com/aminuldidar/Clustering-GRETA/tree/master/image_dep/freq_chart_every_vari
able
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