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Diabetes is a rapidly increasing worldwide problem which is characterised by defective
metabolism of glucose that causes long-term dysfunction and failure of various organs.
The most common complication of diabetes is diabetic retinopathy (DR), which is one of
the primary causes of blindness and visual impairment in adults. The rapid increase of
diabetes pushes the limits of the current DR screening capabilities for which the digital
imaging of the eye fundus (retinal imaging), and automatic or semi-automatic image
analysis algorithms provide a potential solution.

In this work, the use of colour in the detection of diabetic retinopathy is statistically stud-
ied using a supervised algorithm based on one-class classification and Gaussian mixture
model estimation. The presented algorithm distinguishes a certain diabetic lesion type
from all other possible objects in eye fundus images by only estimating the probability
density function of that certain lesion type. For the training and ground truth estima-
tion, the algorithm combines manual annotations of several experts for which the best
practices were experimentally selected. By assessing the algorithm’s performance while
conducting experiments with the colour space selection, both illuminance and colour cor-
rection, and background class information, the use of colour in the detection of diabetic
retinopathy was quantitatively evaluated.

Another contribution of this work is the benchmarking framework for eye fundus im-
age analysis algorithms needed for the development of the automatic DR detection algo-
rithms. The benchmarking framework provides guidelines on how to construct a bench-
marking database that comprises true patient images, ground truth, and an evaluation
protocol. The evaluation is based on the standard receiver operating characteristics anal-
ysis and it follows the medical practice in the decision making providing protocols for
image- and pixel-based evaluations. During the work, two public medical image databases
with ground truth were published: DIARETDB0 and DIARETDB1. The framework, DR
databases and the final algorithm, are made public in the web to set the baseline results
for automatic detection of diabetic retinopathy.

Although deviating from the general context of the thesis, a simple and effective op-
tic disc localisation method is presented. The optic disc localisation is discussed, since
normal eye fundus structures are fundamental in the characterisation of DR.



Keywords: Diabetic retinopathy detection, eye fundus imaging, benchmarking image
database, eye fundus image processing, eye fundus image analysis, optic
disc localisation, medical image processing, medical image analysis
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Symbols and abbreviations

α0, α1 . . . , αn Parameters of radial polynomial illuminance model
αc Weight of cth Gaussian mixture model component
β0, β1, . . . , βn Parameters of bivariate polynomial illuminance model

ε
Sum of squared distances between reference landmark set and aligned
training landmarks sets

ε1, ε2
Imaging errors; ε1: shot and thermal noise, and ε1: quantisation
error, amplifier noise, D/A and A/D noise

ζ Diagnostic test produced score values for test subjects

ζim, ζpix Image analysis algorithm produced image and pixel score values for
test images

ζim
ξi

, ζpix
ξi

Baseline algorithm produced image and pixel score value for lesion
type ξi

θξi

Parameter list of Gaussian mixture model probability density func-
tion for lesion type ξi

λ Wavelength of light

λ(x, y) Customised similarity metric between template and image patch at
image point (x, y)

μc Mean of cth Gaussian mixture model component
ν Pixel intensity value
ν̂ Histogram matched intensity value
ξ Set containing DIARETDB1 lesions types {HA, MA, HE, SE}
ξi ith lesion type in set ξ
ξ̄i Background class for the lesion type ξi

σ Smoothing factor for kernel density estimation

σs, σt Standard deviations for given lαβ colour space component in source
and target image (colour transfer)

τ
Rotation of observed planar object around the axis parallel to the
optical axis in Kang-Weiss illuminance model

φ(x, y) Generic notation for parametric illuminance model value at point
(x, y)

φc(x, y) Cosine fourth law of illumination model value at point (x, y)
φe(x, y) Elliptic paraboloid illuminance model value at point (x, y)
φk(x, y) Kang-Weiss illuminance model value at point (x, y)
φp(x, y) Bivariate polynomial illuminance model value at point (x, y)
φr(u, v) Radial polynomial illuminance model value at point (x, y)
ϕ(x, y) Non-uniform image illuminance factor for pixel (x, y)

χ
Rotation of observed planar object around the x-axis in Kang-Weiss
illuminance model

ω True clinical states for test subjects
ωim, ωpix True clinical states for test images and test image pixels
Σc Covariance of cth Gaussian mixture model component
ΨX,E Colour decorrelated template space



Ak Off-axis illumination term in Kang-Weiss illuminance model

a, b
Lower and upper integration limits for the partial area under the
curve

B(x, y) Blue component pixel value in RGB image
B0(x, y) Blue component pixel value in illuminance corrected RGB image
C Component count in Gaussian mixture model

cs Source image pixel value for given component in lαβ colour space
(colour transfer)

ĉ
Colour transferred source image pixel value for given component in
lαβ colour space (colour transfer)

〈cs〉, 〈ct〉 Source and target image means for given component in lαβ colour
space (colour transfer)

C(λ) Light reflected from the retina
CFNR Cost of false negative rate
CFPR Cost of false positive rate

CC(x, y)
Cross-correlation between a template and an image patch at image
point (x, y)

d2(x, y)
Squared Euclidean distance between a template and an image patch
at image point (x, y)

Di Binary map representing manual annotations of ith medical expert

Dj
ξi

Confidence map representing manual annotations of jth medical ex-
pert for lesion type ξi

Di(x, y)
Binary decision of ith medical expert that an object is present at
image point (x, y)

Dj
ξi

(x, y)
Subjective confidence of jth medical expert that an object is present
at image point (x, y)

e1, e2, e3 Eigenvectors that span colour decorrelated template space

E
Minimum overall difference between ground truth GT and all the
expert annotations Di

E
Matrix containing eigenvectors that span colour decorrelated tem-
plate space

f Focal length
fc(.) Radiometric response function of the camera

f(t)
Function to divide given t into two domains to prevent an infinite
slope a t = 0 in L*a*b* colour space

f1, f2, . . . , fn Image features extracted from eye fundus image
g(i, j) Image patch value at point (i, j)
Gk Radial falloff term in Kang-Weiss illuminance model
G(x, y) Green component pixel value in RGB image
G0(x, y) Green component pixel value in illuminance corrected RGB image

GT
Ground truth estimated from multiple expert annotated image loca-
tions

GT (x, y)
Binary pixel value of the ground truth estimated from multiple ex-
pert annotated image locations

hij
Element of the matrix that defines a linear transformation between
two colour spaces



i, j Generic enumeration variables
I(x, y) Intensity value at image point (x, y)
I0(x, y) Intensity value at illuminance corrected image point (x, y)
K Number of training landmark sets
L Ordered sequence of unique pixel score values in ζpix

L0 Irradiance at the image centre
Lsampled Unique pixel score values sampled from L
L(λ) Light source spectrum

lξi(x)
Likelihood ratio between the lesion type ξi and the corresponding
background class

L(.) Likelihood function for simultaneous ground truth and expert anno-
tation performance estimation

l, α, β Components in lαβ colour space

n̂ξi

Number of experts that have made annotations in the image for the
lesion type ξi

n, m Generic variable defining a count or number

N
Set containing X% of the largest p(x|ξi) in the image (summax de-
cision rule)

Na Correction plane in additive image illuminance correction

NCC(x, y) Normalised cross-correlation between a template and an image patch
at image point (x, y)

N (x; μc,Σc)
Multivariate normal distribution of a colour pixel value x, where μc

is the mean vector and Σc is the covariance matrix

N (ν; νi, σ
2)

Univariate normal distribution of an intensity value ν, where νi is
the mean and σ2 is the variance

Nx, My Width and height of an optic disc template

MOPξi(x, y)
Mean confidence for the lesion type ξi to be present in the pixel
location (x, y) according to n̂ experts

O Optic disc colour pixel values in the training set
Ō Mean optic disc colour in the training set
p1, p2 . . . p9 Parameters of the elliptic paraboloid illuminance model

p(ζ, normal) Probability density function of a normal test population with respect
to the diagnostic test produced score value

p(ζ, abnormal) Probability density function of an abnormal test population with
respect to the diagnostic test produced score value

p(x|ξi)
Multivariate Gaussian mixture model probability density function of
the lesion type ξi with respect to a colour pixel value x

p(x|ξ̄i)
Multivariate Gaussian mixture model probability density function of
the backgroundclass ξ̄i with respect to a colour pixel value x

p(f1, f2, . . . , fn) Output of the eye fundus image analysis algorithm for the eye fundus
image features f1, f2, . . . , fn

ps(ν), pr(ν) Observed and reference image probability density functions with re-
spect to an intensity value ν (histogram matching)

r Distance from image centre
R̂ Cost ratio between the false negative rate and the false positive rate



r(x, y) Light received by the pixel coordinate (x, y)
R(x, y) Red component pixel value in RGB image

R0(x, y) Red component pixel value in illuminance corrected RGB im-
age

r̂, ĝ, b̂ Normalised RGB values, where r + g + b = 1
ri, gi, bi Generic colour coordinates in trichromatic colour space
R(λ),G(λ),B(λ) Spectral sensitivities of the camera sensors

R, G, B
Components of an arbitrary colour space RBG constructed
from RGB colour space by using a linear transformation

Ry, Rx, Rz
Rotation terms of the elliptic paraboloid model around the
indicated coordinate axis

s(x, y) Similarity map value at point (x, y)
S(λ) Reflective properties of the retina

SNi, SPi

Sensitivity and specificity pair denoting annotation perfor-
mance of ith medical expert in STAPLE ground truth esti-
mation algorithm

SN , SP Annotation performances of n medical experts
ˆSN , ŜP Estimated annotation performances of n medical experts

tpix
ξi

Decision threshold that lesion type ξi is present in the pixel
timξi

Decision threshold that lesion type ξi is present in the image
thrvote Voting threshold
t(i, j) Template value at point (i, j)
Ti(.) Linear transformation for ith landmark set
Tk Object tilt term in Kang-Weiss illuminance model

Tr(ν), Ts(s)
Cumulative density functions of reference and observed image
with respect to intensity value ν (histogram matching)

u, v Spatial image location (origin at the centre of the image)
x Colour pixel value (e.g. RGB)
X̄ Reference landmark set of n landmarks
X Landmark set of n landmarks
X% Percentage notation for summax decision rule
x, y Spatial image location (origin in the upper left image corner)

x, y
Rotated and translated pixel coordinates of elliptic paraboloid
model

XN , YN , ZN Reference white point coordinates in XYZ colour space
Y Matrix containing vectorised image pixel values
z Value of translated and scaled elliptic paraboloid model

3-D Three dimensional
AF-FM decomposition Amplitude modulation - frequency modulation decomposition
AFP Average number of false positives
AUC Area under the ROC curve

BRISTOLDB
Non-public eye fundus image database collected in University
of Bristol

CAD Computer-aided detection or diagnosis



CALTECH101 Image Dataset for object categorisation
CCD Charged-coupled device

CIE L*a*b*
Perceptually uniform colour space: lightness (L*), red-green
(a*), yellow-blue (b*))

CIE XYZ Red (X), Green (Y) and Blue (Z) colour space for standard
observer

CMIF Collection of multispectral images of the fundus
DET curve Detection error trade-off curve
DIARETDB0 Diabetic retinopathy image database 0
DIARETDB1 Diabetic retinopathy image database 1
DR Diabetic retinopathy
DRIVE Digital retinal images for vessel extraction
DTD Document Type Definition
EER Equal error rate
FCM Fuzzy C-means clustering
FN Number of false negatives
FNR False negative rate
FP Number of false positives
FPR False positive rate
FROC Free-response receiver operating characteristics curve
GMM Gaussian mixture model
GMM-FJ GMM using Figuerdo-Jain parameter estimation
GUI Graphical user interface
HA Haemorrhage(s)
HE Hard exudate(s)
HL7 Health Level Seven International
HSV Hue (H), saturation(S) and value (V) colour space
IRMA Intraretinal microvascular abnormalities
KNN K-nearest-neighbour (classification)
LABELME Open image annotation tool

LMS
Colour space represented by the responses of the three cones
type in the human eye: long (L), medium (M) and short (S)

LUV
Perceptually uniform colour spaces: lightness (L) and chro-
maticities axes (U and V)

MA Microaneurysm(s)
NCC Normalised cross-correlation
NPV Negative predictive value

MESSIDOR Methods to evaluate segmentation and indexing techniques in
the field of retinal ophthalmology

PAUC Partial area under the ROC curve
PCA Principal component analysis
PNG Portable network graphics
NPV Negative predictive value
PDF Probability density function
PPV Positive predictive value
REVIEW Retinal vessel image set for estimation of widths



RGB Red (R), green (G) and blue (B) colour space
ROC curve/analysis Receiver operating characteristics curve/analysis
ROC database Retinopathy online challenge database
SE Soft exudate(s) also known as cotton-wool spots
SIFT Scale-invariant feature transform
SN Sensitivity
SP Specificity
STARE Structured analysis of the retina
STAPLE Simultaneous truth and performance level estimation
SVD Singular value decomposition
SVM Support vector machine
SYM Symmetry point
TESD Truth estimation from self distances
TN Number of true negatives
TNR True negative rate
TP Number of true positives
TPR True positive rate
WER Weighted error rate
XML Extensible markup language
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Chapter I

Introduction

1.1 Background

Diabetes, which can be characterised as a chronic increase of glucose in the blood, has
become one of the most rapidly increasing health threats worldwide [190, 191]. There are
an estimated 150 to 200 million people diagnosed with diabetes, of which approximately
50 million within Europe alone [23]. Moreover, a large number of people remain undiag-
nosed. In Finland, which has a population of around 5 million, there are 280 000 people
under diabetes care of which insulin production in the pancreas is permanently damaged
for 40,000 people (type 1 diabetes), and resistance to insulin is increased for 240,000
people (type 2 diabetes) [189]. In addition, the current estimates predict that there exist
200,000 undiagnosed patients and that the number of people receiving diabetes care will
double every 12 years. These alarming facts promote prevention strategies and screening
over a large population since proper and early treatment of diabetes is cost-effective [159].

Digital imaging technology has developed into a versatile non-invasive measurement tool
which enables a wealth of applications also in medical sciences. Imaging the eye fundus
with modern techniques is a current practise in many eye clinics, and it is becoming even
more important as the expected lifetime and the costs of health care increase. Since the
retina is vulnerable to microvascular changes of diabetes and diabetic retinopathy is the
most common complication of diabetes, eye fundus imaging is considered a non-invasive
and painless route to screen and monitor such diabetic eyes [174].

Since diagnostic procedures require attention of an ophthalmologist, as well as regular
monitoring of the disease, the workload and shortage of personnel will eventually exceed
the current screening capabilities. To cope with these challenges, digital imaging of
the eye fundus, and automatic or semi-automatic image analysis algorithms based on
image processing and computer vision techniques provide a great potential [11, 127]. By
automating the analysis process, more patients can be screened and referred for further
examinations, and the ophthalmologists have more time for patients that require their
attention since most of the eye fundus images are not leading to any medical action.
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1.2 Research questions

Diabetic retinopathy is diagnosed from an eye fundus image and the grading is based on
identifying lesions, i.e., morbid changes in colour, texture or shape in tissue or organs.
An essential cue to decide whether an eye fundus image contains such lesions is the
photometric information, that is, the information resulting from the measurement of
light. In the present automatic eye fundus image analysis, however, the photometric cue
is often overlooked and the effort is mainly put on other cues, such as shape and texture
which motivates the first research questions

1. How to utilise the photometric cue in the detection of diabetic retinopathy, and

2. How good is the photometric cue in the detection of diabetic retinopathy?

To study these research questions, and to enable a fair comparison with the existing
approaches, a public eye fundus image database with verified ground truth and solid per-
formance evaluation protocol is required. In this way, the performance can be evaluated
and the choices made justified. In addition, the performance of any other method in
literature can be evaluated and compared. This motivates the final research question:

3. How the performance of the diabetic retinopathy detection algorithms should be
evaluated to produce reliable comparison?

The main objective of this thesis is to answer the research questions.

1.3 Restrictions

The research was limited to persons with clearly visible symptoms of diabetic retinopathy
and persons with no diabetic abnormalities in the eye fundus. The following signs of
diabetic retinopathy were studied: microaneurysms, haemorrhages and exudates (hard
and soft).

1.4 Contributions

One main contribution of the thesis is the framework and public databases for benchmark-
ing eye fundus image analysis algorithms. During the course of the work, two medical
image databases with ground truth were published: DIARETDB0 and DIARETDB1.
The DIARETDB0 database was published as a comprehensive research report [87], and
the DIARETDB1 database was originally reported in [86, 85].

While collecting the eye fundus image databases, DIARETDB0 and DIARETDB1, it
became evident that collecting benchmarking databases from the scratch is demanding,
laborious and time consuming, and therefore the practical issues and frequently occurring
sub-tasks are discussed in this thesis.

Another important contribution is how to utilise photometric cue in the detection of
diabetic retinopathy. The role of image illuminance correction in eye fundus images was
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published in [90], and the research related to the most important aspects in the use
of photometric information, such as colour space selection, learning and classification
of colour cues, and both image illuminance and colour correction, are discussed in this
thesis.

In addition, two problems essential for supervised learning and classification in eye fundus
image processing was addressed in [89]: 1) how to fuse medical annotations collected from
several medical experts into unambiguous ground truth and for training a classifier, and
2) how to form an image-wise overall score for accurate and reliable automatic eye fundus
image analysis.

During the research visit in the University of Bristol, the optic disc localisation was
studied as a supplementary item. The research results were reported in [88].

The author made the major contribution to the development, writing and experimental
work in [87, 86, 85, 88, 89, 90].

1.5 Structure of the thesis

Chapter 2 contains the physiological background concerning the structure and function
of the eye. It is followed by the description of diabetes related eye diseases and their
symptoms which are important for the current diagnostic procedures. Finally, the current
and future prospects of the early detection of diabetic retinopathy are discussed including
the potential and current state of the automated diagnosis.

Chapter 3 provides guidelines on how to construct benchmarking databases for eye fundus
image analysis algorithms. The guidelines describe on how to collect patient images,
ground truth, and how to use them in performance evaluation. The given results and
tools are utilised to establish a benchmarking database, DIARETDB1, for detection of
diabetic retinopathy.

Chapter 4 discusses the two problems essential for the supervised learning and classifica-
tion in eye fundus image processing: 1) how to fuse medical annotations collected from
several medical experts into unambiguous ground truth and for training a classifier, and
2) how to form an image-wise overall score for accurate and reliable eye fundus image
analysis. As a conclusion, a baseline algorithm for DIARETDB1 is devised.

Chapter 5 investigates the use of colour in detection of diabetic retinopathy. The chapter
covers the colour space selection, use of background class information, and both image
illuminance and colour corrections. Moreover, the applicability of the results, and the
effect of under and overexposed pixels are discussed. Conclusions are given based on the
experimental results.

Chapter 6 discusses the optic disc localisation in colour eye fundus images and describes
a simple and robust optic disc localisation method.

Chapter 7 summarises the achievements and proposes future directions.
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Chapter II

Eye and diabetes

In this chapter, the diabetic complications in the eye and their implications to vision are
discussed. The chapter contains the physiological background concerning the structure
and function of the eye, and the description of diabetes-related eye diseases and their
symptoms. For the most common diabetic eye disease, diabetic retinopathy, the diag-
nostic procedures and modalities are presented, and the current and future prospects of
early detection are discussed. The discussion includes the shortcomings of the current
diagnosis and the potential benefits of automated eye fundus image analysis.

2.1 Structure and function of the eye

In the optical sciences, the human eye is often compared to a camera [177]. Light reflected
from an object is focused on the retina after passing through the cornea, pupil and lens,
which is similar to light passing through the camera optics to the film or a sensor. In
the retina, the incoming information is received by the photoreceptor cells dedicated for
detecting light. From the retina, the information is further transmitted to the brain
via the optic nerve, where the sensation of sight is produced. During the transmission,
the information is processed in the retinal layers. A cross-section of the eye and the
structures involved in the image formation are presented in Fig. 2.1.

There are three important features in the camera which can be seen analogous to the
function of the eye: aperture, camera lens, and the camera sensor. In the eye behind the
transparent cornea, the coloured iris regulates the amount of light entering the eye by
changing the size of the pupil [68]. In the dark, the pupil is large allowing the maximum
amount of light to enter, and in the bright the pupil is small preventing the eye to
receive an excess amount of light. In the same way, the camera regulates the amount of
light entering the camera with the aperture. In order of the eye to focus on objects at
different distances, the ciliary muscle reshape the elastic lens through the zonular fibres.
For objects in short distances, the ciliary muscle contracts, zonular fibres loosen, and
the lens thickens into orb shaped which results high refractive power. When the ciliary
muscle is relaxed, the zonular fibres stretch the lens into thin shaped and the distant
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Figure 2.1: Cross-section of the eye (modified from [185]).

objects are in focus. This corresponds to the function of focal length, i.e. the distance
between the lens and sensor, when focusing the camera. If the eye is properly focused,
the light passes through the vitreous gel to the camera sensor of the eye, that is the
retina.

The retina is the inner surface of the eye and consists of transparent tissue of several
layers of cells designated to absorb and convert the light into neural signals [68]. The
order of the retinal layers is peculiar since the conversion is carried out by the light
detecting photoreceptor cells on the layer which is in the back of the retina and furthest
from the light. Thus, the light has to travel through the retinal layers before it reaches
the photoreceptor cells [162]. Once the light is detected, converted and the neural signals
collected to the optic nerve, the impulses are finally transmitted to the brain. During
transmission from the photoreceptor cells to the optic nerve the electric impulses are
further processed in the inner layers of the retina.

The detailed central vision is formed in the macula which is a highly light sensitive area
5 to 6 mm in diameter in the central region of the retina [49]. In the centre of the macula
is a round shaped area known as fovea, where the cones are almost exclusively found.
The cones are photoreceptor cells selectively sensitive to different wavelengths of light.
Next to the macula is the beginning of optic nerve (optic nerve head or optic disc), from
where the main artery and vein emerge in the retina. There are no normal retinal layers
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in this region and therefore the absence of photoreceptor cells results in a blind spot in
the retina. The nutritional support to the retina is provided by the choroid and the two
main capillary networks: the nerve fibre layer network and the connecting neuron layer
network [162]. The capillary density increases towards the centre region of the retina and
the most dense network is found in the macula, but the fovea itself is absent of capillaries.
Therefore, the fovea is dependent on the choroidal blood supply from the vascular layer
behind the retina (choroid). The presented anatomical parts (macula, fovea, capillaries,
and optic nerve head) highlighted in Fig. 2.2 are the relevant structures of the retina in
terms of retinal diseases and this thesis.

Figure 2.2: Normal physiological parts of the eye fundus.

2.2 Diabetic eye diseases

There are a number of reasons that can cause reduced visual acuity, visual impairment,
and blindness. In diabetic eye diseases, the cause of visual disturbances is in most
cases related to those vascular changes diabetes is causing to the eye. The discussion
in this section concentrates on the diabetic eye diseases that encompass a group of eye
problems, such as diabetic retinopathy, cataract, neovascular glaucoma and diabetic
neuropathies [110]. The section discusses how the symptoms of the diabetic eye diseases
emerge and how they affect the vision. The effect of the diabetic eye diseases on vision
is illustrated in Fig. 2.3.
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(a) (b)

(c) (d)

Figure 2.3: Influence of diabetes on vision: (a) normal vision; (b) diabetic retinopathy; (c)

cataract; (d) neovascular glaucoma (Courtesy: National Eye Institute, National Institutes of

Health [110]).

2.2.1 Diabetic retinopathy

Diabetic retinopathy is a microvascular complication of diabetes, causing abnormalities
in the retina. Typically there are no salient symptoms in the early stages, but the number
and severity predominantly increase in time. In the following, the progress of the disease
is described in detail.

The diabetic retinopathy typically begins as small changes in the retinal capillaries. The
smallest detectable abnormalities, microaneurysms (MA), appear as small red dots in the
retina and are local distensions of the weakened retinal capillary (Fig. 2.4(a)). Due to
these damaged capillary walls, the small blood vessels may rupture and cause intraretinal
haemorrhages (HA). In the retina, the haemorrhages appear either as small red dots in-
distinguishable from microaneurysms or larger round-shaped blots with irregular outline
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(Fig. 2.4(b)). The diabetic retinopathy also increase the permeability of the capillary
walls which results in retinal oedema and hard exudates (HE). The hard exudates are
lipid formations leaking from the weakened blood vessels and appear yellowish with well-
defined borders (Fig. 2.4(c)). If the local capillary circulation and oxygen support fail
due to obstructed blood vessels, pale areas with indistinct margins appear in the retina.
These areas are small microinfarcts known as soft exudates (Se) (Fig. 2.4(d)). Intra-
retinal microvascular abnormalities (IRMA) and venopathy are signs of a more severe
stage of diabetic retinopathy, where intraretinal microvascular abnormalities appear as
dilation in the capillary system and venopathy as shape changes in artery and veins. An
extensive lack of oxygen and obstructed capillary in the retina lead to the development
of new fragile vessels. These new vessels attempt to grow towards the suffering tissue to
supply nutrition and oxygen. However, the new vessels are fragile and tend to grow into
the space between the retina and vitreous humour, or directly to the vitreous humour,
which can lead to preretinal haemorrhage and a sudden loss of vision. The growth of
these new vessels is called neovascularisation. (Fig. 2.4(e)).

(a) (b) (c)

(d) (e)

Figure 2.4: Symptoms of diabetic retinopathy (images processed for better visualisation): (a)

microaneurysm; (b) haemorrhages; (c) hard exudates; (d) soft exudate; (e) neovascularisation

in optic nerve head.
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Stages of diabetic retinopathy and maculopathy

The severity of diabetic retinopathy is divided into two stages: nonproliferative (back-
ground retinopathy) and proliferative retinopathy. The nonproliferative retinopathy in-
dicates the presence of diabetic retinopathy in the eye and consist of microaneurysms,
haemorrhages, exudates, retinal oedema, IRMA and venopathy [186, 29]. The microa-
neurysms and especially hard exudates typically appear in the central vision region (mac-
ula) which predicts the presence of macular swelling (macular oedema). The symptoms
of nonproliferative retinopathy and the macular swelling characterise the maculopathy
which is the most common cause of visual disability among the diabetic people. [186, 29].
Although, the maculopathy may occur at any stage of the diabetic retinopathy, it is more
likely in the advanced stages of the disease. In the worst case, it can result irreversible
damage to the fovea [162]. A retina with nonproliferative retinopathy is illustrated in
Fig. 2.5 and a retina with maculopathy is illustrated in Fig. 2.6.

Hard exudates

(a) (b)

Figure 2.5: Example of nonproliferative diabetic retinopathy: (a) eye fundus image showing

hard exudates; (b) close up image of the hard exudates.

If the nonproliferative retinopathy is untreated or undiagnosed it will turn into prolif-
erative retinopathy which is also an eye-sight threatening condition. The proliferative
diabetic retinopathy may cause sudden loss in visual acuity or even a permanent blind-
ness due to vitreous haemorrhage or tractional detachment of the central retina. This
stage is considered if neovascularisation or vitreous/preretinal haemorrhage is present in
the retina [186, 29]. A retina with proliferative retinopathy is illustrated in Fig. 2.7.

2.2.2 Cataract

Cataract is defined as a decrease in the clarity of the lens which gradually degrades
the visual quality [110]. In hyperglycaemia, the opafication in the posterior pole of the
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Macula

Haemorrhage

Hard exudatesSoft exudate

Microaneurysms

(a) (b)

Figure 2.6: Example of maculopathy: (a) eye fundus images with maculopathy showing haem-

orrhages, microaneurysms, exudates (soft and hard); (b) close-up image of microaneurysms.

Neovascularisation

Pre−retinal haemorrhage

(a) (b)

Figure 2.7: Example of proliferative diabetic retinopathy: (a) eye fundus image showing pre-

retinal haemorrhage and neovascularisation; (b) close up image of neovascularisation in the optic

nerve head (zoomed from contrast stretched green channel).



30 2. Eye and diabetes

lens is caused by the changed metabolism of the lens epithelial cell (posterior subcapsular
cataract). Since the lens is responsible for focusing light to the retina, the cataract blocks
and distorts the light passing through the lens making the imaging of eye fundus difficult.
Therefore, a cataract is a common annoyance in the diagnosis of diabetic retinopathy.
Typical visual effects are decreased sensitivity to the light, blurred vision, difficulty with
glare and dulled colours (Fig. 2.3(c)). The disease is common for older people since it is
usually related to aging and develops gradually in time. In rare occasions, the disease
is present at birth or in early childhood, but there are several reasons for the disease to
occur earlier in life, such as severe eye trauma, uveitis and diabetes. It is approximated
that cataract occur 10-15 years earlier in people with diabetes which is related to the
fluctuation of the blood sugar levels [162].

2.2.3 Neovascular glaucoma

The failure of microcirculation in the eye can cause the growth of new vessels in the
iris and the chamber angle resulting acute raise in intraocular pressure [162, 153]. This
condition is neovascular glaucoma which may occur in people with diabetes due to the
ischemic nature of the proliferative retinopathy. The neovascular glaucoma may develop
without symptoms, but many experience pain, red eye, light sensitivity or decreased
vision. However, the growth of new vessels in the iris and the chamber angle is considered
as highly advanced stage of diabetic eye disease which is difficult to cure and often results
serious vision loss and therefore the early treatment is essential. The effect of neovascular
glaucoma on vision is illustrated in Fig. 2.3(d).

2.2.4 Diabetic neuropathies

Diabetes can also temporarily affect the optic nerve and nerves controlling the eye move-
ment such as nervus oculomotorius (III), trochlearis (IV) an abducens (VI) [162]. The
diabetic neuropathies typically cause temporary cross-eyedness that can be alarming for
the patient, but it does not indicate permanent damage.

2.3 Diagnosing diabetic retinopathy

Diabetic retinopathy is the most common complication of diabetes and the primary cause
for visual impairment and blindness in adults. In this section, the diagnosis of diabetic
retinopathy is discussed and the main diagnostic modalities are briefly described.

The diagnosis of diabetic retinopathy is based on clinical eye examination and eye fundus
photography [79]. The self diagnosis of diabetic retinopathy is extremely difficult if
diabetes is not suspected, verified from the blood samples or visual impairment is not
present. Thus, making diabetic retinopathy a devious eye disease. The eye fundus
photography is the preferred diagnostic modality for the primary health care, and for
the cases where retinal fundus photographs are ungradeable or unavailable, the clinical
eye examination is used. Alternate modalities [104], such as fluorescein angiography and
optical coherence tomography, are typically utilised to reinforce the eye examination.
If the retina is unreachable and light cannot traverse in the eye, the condition of the
retina can be inspected using ophthalmic ultrasound. However, the ultrasound cannot
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directly detect diabetic retinopathy, but it can detect if retinal detachment is present due
to proliferative retinopathy. It is important to note that it is not possible to diagnose
diabetic retinopathy using laboratory tests.

In the screening of diabetic retinopathy, the primary health care doctor use either retinal
photography (the first eye fundus photograph evaluation) or direct ophthalmoscopy to
investigate the state of the retina [29]. Patients having either no or mild changes are
monitored in the primary health care. If the symptoms are in the more advanced stage
or the eye fundus images are ungradeable, the patient is referred to an ophthalmologist,
preferably specialised in diabetic retinopathy. The ophthalmologist re-evaluate or take
new eye fundus images (the second eye fundus photograph evaluation), or conduct clinical
examinations to diagnose the severity of the disease. Depending on the diagnosis, the
patients are appointed for further examinations or treatment. A flowchart of diagnostic
procedures is illustrated in Fig. 2.8.

Referral to regular
(intensive) monitoring
after treatment
(typically)

− Eye fundus photography unavailable

− Ungradeable eye fundus image

− Macular changes

good quality eye fundus image

No DR changes

Direct ophthalmoscopy
− No document

 

Consultant doctor

Referral to eye fundus photography

( eye fundus photography)
Regular monitoring

( eye fundus photography)
Regular (intensive) monitoringTime period for re−evaluation of the eye fundus

depends on multiple factors e.g.,
− Duration from onset
− Previous treatments
− Other risk factors (e.g., pregnancy)

fundus depends on the DR severity
Time period for re−evaluation of the eye

The first eye fundus photograph
evaluation 

Ophthalmologist

− The second eye fundus photograph
(re−)evaluation

(e.g. primary health care doctor)

Mild DR changes

− More advanced DR changes

− Clinical eye examination

− Treatment
− Further examinations
Referral to nursing unit

Figure 2.8: A flowchart for diagnosing and monitoring diabetic retinopathy. Blue and green

filled boxes with solid borders denote the phases in the eye examination and the responsible

medical expert, and the red filled box with the dashed border the treatment phase (modified

from [29]).
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Clinical eye examination

Main tools in clinical eye examination are direct and indirect ophthalmoscopes, and
biomicroscope with indirect lenses. A direct ophthalmoscope is a hand held apparatus
through which a medical expert can observe the patient’s eye. The apparatus consists
of the illumination source and corrective lenses, where the light beams are reflected into
to the patient’s eye using a mirror or prism [68]. In the indirect ophthalmoscopy, the
patient’s eye is examined from an arm’s length by focusing high intensity light through a
hand-held condensing lens to the patient’s eye and examining the reflected light (stereo-
scopic image) with the binocular lenses. The illumination source and the binocular lenses
are mounted in a medical expert worn headband. The biomicroscope comprises an obser-
vation system and illumination system, where the observation system is a biomicroscope
capable of wide range of magnifications and the illumination system emits focal light
into the patient’s eye that can be controlled with slit mechanism and apertures [65].
Combined with wide field retinal lenses, large areas of the retina can be visualised.

Eye fundus photography

As mentioned, eye fundus photography is considered the preferred diagnostic modality if
available since it is reliable, non-invasive and easy to use [29]. In contrast to traditional
ophthalmoscopy, it allows to record diagnostic data and enable the expert consultation
afterwards, and more importantly the eye fundus photography results in a better sen-
sitivity rate, that is, a better detection rate of abnormal eye funduses [79]. Due to the
rapid development of digital imaging, the eye fundus cameras also provide easy to file
images in portable format that enable automatic diagnosis of diabetic retinopathy using
image analysis algorithms. An eye fundus camera is illustrated in Fig. 2.9.

Eye fundus cameras are divided into two groups: mydriatic and non-mydriatic cameras,
where the prefix denotes the requirement for dilation of the pupils with eye drops. The
prefix is misleading since in practice the dilation is employed in both fundus camera
types. Non-mydriatic fundus cameras are smaller and suitable for screening purposes,
but at the same time the image quality is worse and the field-of-view smaller. Thus,
mydriatic cameras are used when a more accurate diagnosis is needed.

The patient is seated in front of the fundus camera and the head is positioned into
the instrument’s head rest. A flash lamp produced light is emitted into patient’s eye
using optical mirrors and lenses and the reflected light is captured by the camera sensor.
The captured images are typically colour images (Fig. 2.10(a)), but since the retina is
transparent and the penetration depth of the emitted light depends on the wavelength,
the desired retinal structures can be emphasised using optical filters. A typical alternative
for colour images for diagnosing diabetic retinopathy are the red-free eye fundus images
(Fig. 2.10(b)). The recommendation in the case of diabetic retinopathy diagnosis is
to use the both red-free and colour images. [176], where two images are captured by
focusing the 45o field-of-view fundus camera to macula and optic disc (two-field 45o

fundus photography) [14]. For long-term diabetic patients, two-field 60o photography is
recommended since the neovascular changes that need treatment are typically found in
the periphery, even if the changes in the central areas of the retina are slight [175].
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Figure 2.9: An eye fundus camera.

(a) (b)

Figure 2.10: Examples of eye fundus images: (a) colour image of an eye fundus; (b) corre-

sponding red-free image.
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Alternate diagnostic modalities

In addition to clinical eye examination and eye fundus photography, the fluorescein an-
giography and optical coherence tomography play an important role in the diagnosis of
diabetic retinopathy. In the fluorescein angiography [104], a fluorescent dye (sodium
fluorescein) is injected in the systemic circulation of a patient and by emitting light
into patient’s eye in specific wavelength the fluorescent properties of the dye are acti-
vated. The emitted light excites the dye molecules into the higher energy level and as
the molecules return to the original state they emit lower energy light that is captured
using eye fundus photography. The obtained image is called angiogram. Since the dye
circulates in the ocular vasculature, the fluorescein angiography provides valuable infor-
mation for the diseases pertaining retinal vasculature such as microaneurysms, capillary
nonperfusion and vessels leaking exudate in diabetic retinopathy. Minor disadvantages
are the injection and in rare occasions side effects such as nausea. It is worth noting
that automatic image analysis algorithms can be applied to the fluorescein angiograms
obtained using digital eye fundus photography. A fluorescein angiogram is shown in
Fig.2.11.

(a) (b)

Figure 2.11: Examples of eye fundus images: (a) colour image of an eye fundus; (b) corre-

sponding fluorescein angiogram.

Optical coherence tomography (OCT) produces a two-dimensional cross-sectional image
of ocular tissue structures, where the dimensions are propagation direction of the light
and the perpendicular spatial direction [78]. A broadband beam of light (laser) is scanned
across the ocular tissue and due to transparent structures of the retina the time of prop-
agation is longer from the deeper tissue layers. Optical coherence tomography collects
the reflected light and use the low-coherence interferometer to measure the time-of-flight
delay [104]. The final optical coherence tomography image is composed from several axial
scans and using several OCT images a computational three-dimensional reconstruction of
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the retina can be devised . In diabetic retinopathy it is mainly used to provide accurate
information about macular swelling and its type [123].

Other modalities used in eye examination [78, 172]: adaptive optics ophthalmoscopy,
colour Doppler imaging, computed tomography, confocal laser scanning microscope, mag-
netic resonance, ophthalmic ultrasound, retinal thickness analyser and scanning laser
polarimetry.

2.4 Screening diabetic retinopathy

The prevention of diabetic retinopathy concentrates on controlling the complications
of diabetes in the eye through lifestyle and early treatment. These preventive actions
can severely delay or stop the progression of the disease, prevent blindness and improve
the quality of life. Since there are no salient symptoms in the early stages of diabetic
retinopathy, and the number of symptoms and severity predominantly increase with time,
a cost-effective screening over large populations is required [93, 145]

Screening is a secondary preventative action which aims to find and treat conditions that
have already occurred, but which have not reached a stage that require medical attention.
For successful screening the following criteria should be met [187]:

(P1) “The condition sought should be an important health problem.”
(P2) “There should be an accepted treatment for patients with recognized dis-

ease”
(P3) “Facilities for diagnosis and treatment should be available.”
(P4) “There should be a recognizable latent or early symptomatic stage.”
(P5) “There should be a suitable test or examination.”
(P6) “The test should be acceptable to the population ”
(P7) “The natural history of the condition, including development from latent

to declared disease, should be adequately understood.”
(P8) “There should be an agreed policy on whom to treat as patients.”
(P9) “The cost of case finding (including the diagnosis and treatment of patients

diagnosed) should be economically balanced in relation to possible expen-
diture on medical care as whole.”

(P10) “Case-finding should be a continuing process and not a “once and for all”
project.”

To shortly review the current state of screening diabetic retinopathy, the Finnish diabetic
population is used as a case study for the screening criteria. In Finland, which has a
population of around 5 million, there are 280 000 people under diabetes care and this is
expected to double in every 12 years if major preventive actions are not undertaken [189].
In addition, it has been estimated that 200 000 people are undiagnosed [189]. Since
each of the diabetic patients may lose their sight due to diabetic retinopathy, it can
be considered an important health problem (P1). The early signs (P4) and progressive
nature (P7) of diabetic retinopathy is well documented as well as the severity scales
(P8) (Section 2.2.1), and for the diagnosis there are available (P3), acceptable (P6) and
non-invasive diagnostic modalities (Section 2.3). If diabetic retinopathy is diagnosed,
it can be treated with laser treatment, medical therapy or surgical intervention (P2,
P3) [107]. However, diabetes contributes to 15% of the total heath care costs of which
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90% is spent on treating complications such as diabetic retinopathy [28]. Clearly, the
cost is not in balance with the expenditure on Finnish medical care as a whole due to
the late treatment of diabetes (P9) and as a result the screening cannot be continuous
(P10) if the number of diabetic patients doubles as it is estimated.

The problem lies in the process of grading the eye fundus images which is time consuming
and repetitive, and requires attention of an ophthalmologist. The grading time is mostly
spent on eye fundus images that are not leading to any medical action that is tedious and
makes the diagnosis prone to errors. Moreover, the disease progress is reviewed at least
once in 1-3 years which results an increasing amount of information for the examination.
Thus, a large amount of the costs is tied to the people conducting the diagnosis.

Digital imaging of the eye fundus and automatic or semi-automatic image analysis algo-
rithms provide a potential solution. By automating the grading process more patients
could be screened and referred for further examinations, and the ophthalmologists would
have more time for patients which require their attention.

2.5 Automatic detection of diabetic retinopathy

The interest towards automatic detection of diabetic retinopathy has been increasing
along with the rapid development of digital imaging and computing power. However,
the single most important event that attracted the wider attention of medical research
community has been the decision to recognise digital imaging as an accepted modality
to document eye fundus. Since then, a considerable amount of effort has been spent
on automated detection and diagnosis of diabetic retinopathy from digital eye fundus
images. The relevant research is well documented in three recent surveys [188, 127, 38]
which encapsulate the main algorithms used in the field during the past 10-15 years. In
this section, the methodology behind these existing approaches are shortly reviewed.

The review is divided into three parts of which the first two parts discuss the automatic
detection of diabetic retinopathy from the lesion point of view (i.e. detecting lesions in-
dicative of diabetic retinopathy) while the discussion in the third part concentrates on al-
gorithms that attempt to detect the presence or even the severity of diabetic retinopathy.
The review provides a short description for each method and the reported performances
are gathered into summary tables. It should noted, however, that the interpretation of
the used performance measures varied between publications and different data sets were
employed in the evaluation. Therefore, the direct quantitative comparison should not
be made. Moreover, the performance measures are restricted to sensitivity, specificity,
positive predictive value and average number of false positives which are discussed in
Section 3.5.

Microaneurysms and haemorrhages

Some of the first automated detection methods for diabetic retinopathy were published
by Baudoin et al. [18] to detect microaneurysms from fluorescein angiograms. By using
a morphological top-hat transform with linear structuring element at different orienta-
tions small round shaped microaneurysms were distinguished from connected elongated
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structures such as vessels. Although the top-hat transform was very sensitive to microa-
neurysms, it introduced too many false alarms. Spencer et al. [156] exploited this feature
and used the top-hat transform to produce candidate microaneurysms. The true microa-
neurysms were then pruned by using post-processing based on their earlier work [157]
and classification. The candidate microaneurysm segmentation was conducted using a
combination of top-hat transform and matched filtering with region growing. To improve
the sensitivity of the candidate search a shade correction and dynamic range normali-
sation steps were introduced in the pre-processing. After detection and segmentation of
the candidate microaneurysms, the true microaneurysms were pruned from the spuri-
ous responses using a rule-based classifier with a number of shape and intensity based
features. By using the computer vision based detection concept (i.e. image acquisition,
pre-processing, candidate object segmentation and classification) Spencer et al. achieved
a better control over the problem and allowed the easier development of variant meth-
ods [25, 50, 106, 57]. The main difference between the method proposed by Spencer et
al. and the variant methods lay in the classification step, where different classifiers and
features were used. The feature and classification selection was also studied by Ege et
al. [32].

The intravenous use of the fluorescein restricts the use of fluorescein angiography in large
scale screening that turned the interest of researchers towards the red-free and colour eye
fundus photography. Unlike in the fluorescein angiograms, the microaneurysms appear
dark in the red-free and colour eye fundus images, and have lower contrast. Otherwise
the detection task is, however, quite similar. Based on the research in [25, 156], a version
of the top-hat transform based method was presented for red-free images by Hipwell et
al. [74], and for colour eye fundus images by Yang et al. [195] and Fleming et al. [45]. The
top-hat approach was also studied in detection of haemorrhages by Fleming et al. [44].

An alternative mathematical morphology based approach was proposed by Klein et
al. [178, 179, 181, 31] to overcome a shortcoming of the top-hat based methods: the
linear structuring element at discreet orientations tended to detect tortuous vessels as
candidate microaneurysms. Instead of using linear structuring element, a bounding box
closing was applied with the top-hat transform. Since the candidate object detection
of the top-hat transform based methods also missed number of true mircoaneurysms,
Niemeijer et al. [117] proposed a red lesion (microaneurysm and haemorrhage) detec-
tion algorithm by introducing a hybrid method to relax the strict candidate object size
limitations. A combination of the top-hat based method described in [25, 156] and a
pixel-based classification scheme was proposed to produce a more comprehensive set of
candidates. After detecting candidates the true red lesions were pruned in k-nearest-
neighbour classification.

There are also number of approaches for microaneurysm detection published in literature
that are not based on morphological operations. One of the first approaches applied
in detection diabetic retinopathy was proposed by Gardner et al. [55] who conducted
preliminary experiments to study whether neural networks can be used in screening
diabetic retinopathy. The neural network and supervised learning was utilised on red-
free eye fundus images to extract the microaneurysm and haemorrhage characteristics
from set of image patches. Using the trained neural network the microaneurysms and
haemorrhages were located from previously unseen set of test images. Kamel et al. [83]
proposed a similar method for fluorescein angiograms to substitute the slow intermediate
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filtering sequences in the previously described top-hat transform based methods.

The approaches in [151, 173, 33, 73, 72, 102, 53] assumed that dark areas in the colour eye
fundus images consist of vessels, microaneurysms and haemorrhages. By excluding the
vessels and vessel segments, the remaining objects could be identified as microaneurysms
and haemorrhages. Sinthanayothin et al. [151] and Usher et al. [173] used recursive
region growing to cluster the dark areas in the image and classified the vessel and vessel
segments from the region growing result using a neural network. Instead of using region
growing, Grisan and Ruggeri [33] detected dark objects by clustering similar pixels with
high local spatial density. The method was further improved by Garćıa et al. [53] who
added an automatic feature selection and classification step (neural networks) to prune
the true red lesions.

Pallawala et al. [125] proposed a different approach, where the microaneurysm detection
was defined as a segmentation problem between micro-regions (i.e. microaneurysms)
and the background regions (i.e. other eye fundus structures). The graph theory-based
segmentation procedure exploited the similarity and spatial proximity of image pixels to
cluster small tightly grouped areas into one category and more loosely connected larger
areas into the other. In the post-processing step, the true microaneurysms were pruned
from the small tightly grouped areas using the intensity difference between the area and
the immediate surrounding.

Xiaohui and Chutatape [198, 199] extracted the characteristic features of haemorrhages
from image templates using the principal component analysis (PCA). The extracted
features were used with the support vector machine to classify the image patches of pre-
viously unseen colour eye fundus image. To detect the different sized haemorrhages, a
pyramid of images were generated by computationally changing the image resolution.
Quellec et al. [130, 131] also used image templates in detection of microaneurysms by
conducting template matching in wavelet domain. Bhalerao et al. [20] modelled the circu-
lar shape and locally darker appearance of microaneurysms by combining the Laplacian
of Gaussian and circular-symmetry operator in filtering the candidate microaneurysms.
A template from each candidate microaneurysm location was extracted to find the true
microaneurysms using a PCA-based region analysis.

An alternative approach was proposed by Narasimha-Iyer et al. [109] by introducing
the use of temporal changes between colour eye fundus images to detect the symptoms
of diabetic retinopathy. First, the images were pre-processed by registering the images
with the dual-bootstrap iterative closest point algorithm, correcting the illumination
using the iterative homomorphic surface fitting, and removing the dust particles using
the ratio of the green and red reflectance components. The difference of two pre-processed
eye fundus images were then classified to change and no-change regions, and further to
lesion categories including microaneurysms and haemorrhages based on the difference
ratio values.

Reported performances of the previously described microaneurysm and haemorrhage de-
tection algorithms are shown in Tables 2.1 and 2.2. The algorithms that were not specif-
ically designed for microaneurysm or haemorrhage detection, but which detected dark
and reddish diabetic lesions, are denoted as red lesion detection algorithms in Table 2.3.
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Table 2.1: Reported performances of microaneurysm detection algorithms in chronological

order (within each sub-group), where SN = sensitivity, SP = specificity and PPV = positive

predictive value and AFP = average number of false positives (FP).
SN SP PPV AFP Train and test sets
Task: detect image pixels with microaneurysms

Bhalerao et al. [20] 0.83 0.80 - - Tested against public DIARETDB1 image databases compris-
ing total of 89 images.

Task: detect image segments with microaneurysms
Ege et al. [32] 0.69 - - - Tested on 161 image segments with microaneurysms extracted

from 134 images.
Pallawala et al. [125] 0.93 - - - Tested on 70 image segments with microaneurysms.

Task: detect connected image areas that represent microaneurysms
Spencer et al. [156] 0.82 - - - Tested on 4 images with 71 microaneurysms.
Cree et al. [25] 0.82 0.84 - 5.70 Trained on 68 images with 394 microaneurysms, tested on 20

images with 297 microaneurysms.
Frame et al. [50] 0.84 0.85 - - Trained on 68 images with 1659 objects (400 microa-

neurysms), tested on 20 images with 1067 objects (297 mi-
croaneurysms).

Hipwell et al. [74] 0.43 - - 0.11 Tested on 88 images (62 with microaneurysms).
Yang et al. [195] 0.80 0.90 - - Tested on 3 images.
Walter and Klein
[178, 179]

0.86 - 0.75 7.70 Tested on 5 images with 133 microaneurysms.

Quellec et. al. [130] 0.88 0.96 - - Trained and tested on database of 995 images
Quellec et. al. [131] 0.90 - 0.90 - Tested on 35 green filtered colour photographs.
Quellec et. al. [131] 0.94 - 0.92 - Tested on 50 fluorescein angiograms.
Quellec et. al. [131] 0.90 - 0.89 - Tested on 35 colour photographs.
Walter et al.
[181, 31]

0.89 - - 2.13 Trained on 21 images (all images had at leas 1 microa-
neurysm), tested on 94 images (68 with 373 microaneurysms).

Task: detect images with microaneurysms
Hipwell et al. [74] 0.81 0.93 - - Tested on 3609 images with 913 microaneurysms.
Fleming et al. [45] 0.85 0.83 - - Tested on 1440 images with 356 microaneurysms

Table 2.2: Reported performances of haemorrhage detection algorithms in chronological order

(within each sub-group).
SN SP PPV AFP Train and test sets
Task: detect image segments with haemorrhages

Gardner et al. [55] 0.74 0.74 - - Trained on 11694 image segments (5744 with haemorrhages),
tested on 684 image segments (342 with haemorrhages), com-
prising 179 images in total

Ege et al. [32] 0.83 - - - Tested on 87 image segments with haemorrhages extracted
from 134 images.

Zhang and Chutat-
ape [198, 199]

0.90 - - 2 Trained on 1062 image segments (262 with haemorrhages) ex-
tracted from 30 images, tested on 15 images with 237 haem-
orrhages

Task: detect images with haemorrhages
Hatanaka et al. [73] 0.85 0.21 - - Tested on 113 images.
Hatanaka et al. [72] 0.80 0.80 - - Trained on 20 images, tested on 125 images (35 with haemor-

rhages).
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Table 2.3: Reported performances of red lesion (i.e. haemorrhages and microaneurysms) de-

tection algorithms in chronological order (within each sub-group).
SN SP PPV AFP Train and test sets
Task: detect image segments with red lesions

Sinthanayothin et al.
[151]

0.78 0.89 - - Tested on 30585 image segments (1015 with red lesions), com-
prising 30 images in total (14 with red lesions).

Task: detect connected image areas that represent red lesions
Niemeijer et al. [117] 0.30 - - 0.80 Trained on 50 images (28 with 510 red lesions), tested on 50

images (27 with 348 red lesions).
Grisan and Ruggeri
[33]

0.94 - - - Tested on 6 images with 108 red lesions.

Garćıa et al. [53] 0.86 - 0.71 - Trained on 50 images with 4720 objects (2360 red lesions),
tested on 50 images (25 with red lesions).

Task: detect images with red lesions
Niemeijer et al. [117] 1.00 0.87 - - Trained on 50 images (28 with 510 red lesions), tested on 50

images (27 with 348 red lesions).
Garćıa et al. [53] 1.00 0.60 - - Trained on 50 images with 4720 image regions (2360 with red

lesions), tested on 50 images (25 with red lesions).

Hard and soft exudates

The early work in the automated detection of hard and soft exudates generally in-
vestigated possibilities of thresholding techniques. Ward et al. [183] proposed a semi-
automatic exudate detection system based on shade correction and thresholding, where
the user interaction was required in the thresholding. By introducing a dynamic thresh-
olding procedure Philips et al. [129] and Zheng et al. [200] provided a considerable im-
provement to the previous system. Philips et al. [129] detected large high intensity areas
from red-free eye fundus images using a global thresholding scheme, whereas a block-wise
local thresholding was applied to segment the smaller exudates. The method was able to
produce relatively good results in detecting the exudate pixels, but at the same time an
unacceptable number of false positives were generated. As a result, the ophthalmologic
expertise was required in the interpretation of the detection results. To counter the false
positives, Zheng et al. [200] introduced the use of local neighbourhood in the dynamic
block-wise local thresholding procedure that was later adopted by Sagar et al. [140].

Simultaneously with the early thresholding, Goldbaum et al. [62, 61] proposed a bright
lesion detection approach based on template matching and edge detection. By computa-
tionally resampling the image resolution and applying the template matching, the bright
lesions of all sizes were located. The outlines of each located lesion were refined using edge
detection. Most importantly, Goldbaum et al. [63] took into account the sub-classes of
bright lesions, i.e. hard and soft exudates, that should be differentiated for the diagnosis
of diabetic retinopathy. For the identification, a spherical colour space was introduced.

From template matching and thresholding, the method development turned towards
supervised statistical pixel-based lesion classification. The first pixel- and block-based
classification approaches utilised a simple minimum distance discriminant classifier to
classify image pixels into two classes (i.e. to bright lesion and background) according to
their pixel value. Wang et al. [182] applied the minimum distance discriminant classifier
in the colour space proposed by Goldbaum et al. [63] to detect candidate hard exudate
pixels. The true hard exudate pixels were then pruned using the contrast information
of the local neighbourhood. Sánchez et al. [141] further developed the method using



2.5 Automatic detection of diabetic retinopathy 41

alternative approaches for the non-uniform illumination correction and hard exudate pixel
pruning. Goh et al. [60] applied the minimum distance discriminant classifier directly in
RGB colour space to detect hard exudate pixels.

Niemeijer et al. [116] proposed a pixel classification scheme based on k-nearest neighbour
classification to detect and differentiate hard and soft exudates, and drusen. The system
searched for candidate bright lesion pixels according to the features selected in the train-
ing stage. By using the density of classified lesion pixels among the neighbouring pixels
in the feature space, a lesion probability was assigned for each pixel in the test image.
The high probability regions were pruned to find the true bright lesions by extracting
descriptive features for each region and applying the KNN classification once again. Fi-
nally, a linear classifier was used to classify the detected true bright lesions to hard and
soft exudates and drusen. To improve the hard exudate detection, Sanchez et al. [144]
introduced the use contextual information, i.e. the spatial relations of the surrounding
anatomical structures and similar lesions.

A feature-based classification scheme was also proposed by Xu and Luo [193], where a
feature combination based on stationary wavelet transform and gray level co-occurrence
matrix was used to characterise the textural properties of hard exudates. The pixel-
level classification was conducted using a support vector machine. Another support
vector machine-based approach was suggested by Silberman et al. [149], where the local
textural properties were extracted using a scale-invariant feature transform (SIFT).

Given the irregular properties of hard exudates in shape and scale, the pixel- and block
based clustering methods provided another strong approach for local segmentation of
hard exudates. Hsu et al. [77] utilised dynamic clustering after shade correction to group
the image pixels into (bright) lesion and and non-lesion areas. The hard exudate clusters
were differentiated from other bright lesions based on the contrast difference between
the (bright) lesion and non-lesion classes. A more elaborate clustering technique was
proposed by Osareh et al. [120, 119, 122], where the candidate object detection was
based on Gaussian-smoothed histogram analysis and fuzzy c-means (FCM) clustering.
The idea was to use the Gaussian-smoothed histogram analysis to coarsely cluster the
image according to the significant extreme points in the image histogram. The FCM
clustering was then used to assign the remaining unclassified pixels to the previously
determined clusters. To indentify the hard exudate regions from the non-hard exudate
regions image features were extracted from the clustered regions and then classified using
a neural network approach. Zhang and Chutatape [197, 199] further improved the FCM
method to exploit information in the neighboring pixels to decrease the effect of the
image noise.

Ram and Sivaswamy [132] studied a clustering scheme, where two feature spaces were
composed by combining colour channels of different colour spaces. The objective was
to construct two divergent feature spaces descriptive for different eye fundus structures.
First, the k-means clustering was used on both feature spaces to group similar image
pixels and then by using reasoning and the complementary behaviour of the feature
spaces, a set of candidate hard exudate regions were selected from the clustering results.
To suppress false positives, the colour information of the candidate regions before and
after the colour channel decorrelation procedure was exploited.

Region growing is another clustering technique applied in detection of hard and soft
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exudates. Luo et al. [102] extracted candidate bright lesions using a block-wise region-
growing scheme after emphasising bright areas in each image block by manipulating
histogram properties of L and u colour components in LUV colour space. The difference
between the mean pixel value inside and along the region contour was applied in the
search of true bright lesions. The method was later adopted by Li and Chutatape [99,
100]. The widely cited research of Sinthanayothin et al. [151] proposed another recursive
region-growing procedure to identify similar pixels in the detection of bright lesions. After
the pixels were merged into regions, the bright lesions were differentiated by thresholding.
Prior to the region-growing procedure a local colour contrast enhancement step was
performed. A more recent region-growing approach was presented by Esrawan et al [35],
where the bright lesions were detected from edge magnitude image using a marker driven
watershed transform. To emphasise the regions of interest, an average filtering and
contrast stretching preprocessing steps were performed.

In addition to the classification and clustering methods, a number of mathematical mor-
phology based approaches have been published in the literature. Unlike the previously
described methods, Walter et al. [180, 179] attempted to morphologically reconstruct the
eye fundus image exclusive of bright lesions. The method was based on the idea that
the difference between the reconstructed image and the original image would ultimately
express the bright lesion locations. Firstly, the bright candidate lesions were coarsely lo-
cated based on their local contrast variation after morphologically suppressing the blood
vessels. Secondly, the candidate bright lesion areas were removed and morphologically
reconstructed to correspond the appearance of the retinal background. By thresholding
the difference of the original image and the reconstructed image, the final lesion areas
were obtained . The same idea was later applied and refined by Noronha et al. [118] and
Welfer et al. [146].

Ravishankar et al. [133] applied morphological operations to suppress the blood vessel
network and to emphasise the bright lesion boundaries by dilating the image at two
different scales and subtracting the outcomes. By using dynamic thresholding and mor-
phologic filling, the candidate exudates were extracted from the dilation result by find-
ing the connected regions within the emphasised lesion boundaries. In the final stage,
brightness and edge properties of the candidate regions were used with the rule-based
classification to determine the true hard exudate regions. Kumari et al. [94] had a very
similar approach without the final classification step and with the dynamic thresholding
step substituted to edge detection with the Laplacian of Gaussians.

Fleming et al. [46] utilised their earlier experiences with the microaneurysm detection
in [45] and introduced an inversion of the morphological top-hat technique to detect hard
exudates. A linear structuring element at different orientations and scales were applied
with the top-hat transform to emphasise bright regions in the image. By using a dynamic
thresholding scheme the candidate exudates were extracted from the top-hat result and
finally classified to exudates, drusen and background according to their colour, shape,
brightness and the contrast difference to the local background. The use of contextual
information in the form of distance to the closest microaneurysm was also studied.

An alternative hard exudate detection approach was proposed by Sánchez et al. [143, 142],
where the statistical properties of an eye fundus image were captured into a mixture of
Gaussians. By estimating the probability density function of each image and by analysing
the concavities of the approximated density functions the candidate bright regions were
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thresholded from the background. False positives were eliminated in the postprocessing
step, where the edge strength of the candidate regions were made use of. A similar idea
was introduced by Garćıa et al. [52, 54], where the mixture model was substituted to a
global and several local image histograms, and the true hard exudate search to automatic
feature selection and neural network classification.

Reported performances of the previously described bright lesion detection algorithms are
shown in Table 2.4. The bright lesion detection algorithms are not specifically designed
for hard or soft exudate detection, but which detected bright and yellowish diabetic le-
sions. Reported performances of the previously described hard and soft exudate detection
algorithms are shown in Tables 2.5 and 2.6.

Table 2.4: Reported performances of bright lesion (i.e. soft and hard exudates) detection

algorithms in chronological order (within each sub-group).
SN SP PPV Train and test sets
Task: detect pixels with bright lesions

Esrawan et al. [35] 0.94 - 0.92 Tested against public STARE and DRIVE image databases.
Task: detect connected image areas that represent bright lesions

Goldbaum et al. [62] 0.95 - - Tested against public STARE image database.
Niemeijer et al. [116] 0.95 0.88 - Trained on 130 images with 3188 bright lesions, tested on 300 images

(105 with bright lesions).
Zhang and Chutatape
[197, 199]

0.97 0.96 - Trained on 1494 objects with 511 bright lesions, tested on 692 objects
with 260 bright lesions.

Table 2.5: Reported performances of soft exudate detection algorithms in chronological order

(within each sub-group).
SN SP PPV Train and test sets
Task: detect image segments with soft exudates

Ege et al. [32] 0.80 - - Tested on 20 image segments with soft exudates extracted from 134
images.

Task: detect connected image areas that represent soft exudates
Niemeijer et al. [116] 0.70 0.93 - Trained on 130 images (45 with soft exudates), tested on 300 images

(30 with soft exudates).
Zhang and Chutatape
[197, 199]

0.88 0.84 - Trained on 1494 objects with 54 soft exudates, tested on 692 regions
(47 with soft exudates)

Diabetic retinopathy detection

The microaneurysm count was one of the first criterias proposed by Baudoin et al. [19]
to differentiate healthy and diabetic images. The idea exploited the knowledge that the
number of microaneurysms correlates with the severity of diabetic retinopathy. Since the
idea was simple, it was considered as a promising candidate to detect the presence of dia-
betic retinopathy in eye fundus images which boosted the development of microaneurysm
detection algorithms. In the screening of diabetic retinopathy, the use of microaneurysm
count was later studied by Kahai et al. [80, 81].

Since other lesions indicative of more severe disease state can occur prior to microa-
neurysms, the automatic detection of diabetic retinopathy using microaneurysm count
had room for improvement. To overcome this problem, different lesion counts were exper-
imented e.g., Sinthanayothin et al. [152] devised the presence of diabetic retinopathy in
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Table 2.6: Reported performances of hard exudate detection algorithms in chronological order

(within each sub-group).
SN SP PPV AFP Train and test sets
Task: detect pixels with hard exudates

Phillips et al. [129] 0.87 - - - Tested on 13 images with 30 hard exudate regions.
Walter et al. [179] 0.93 - 0.95 - Not reported
Walter et al. [180] 0.93 - 0.92 - Tested on 30 images (15 with hard exudates).
Osareh [119] 0.90 - 0.89 - Tested on 40 images.
Osareh et al. [122] 0.94 - 0.92 - Trained on 150 images (75 with hard exudates), tested on 150

images (75 with hard exudates).
Ram and Sivaswamy
[132]

0.72 - 0.87 0.22 Tested against public DIARETDB1 image database compris-
ing total of 89 images (38 with hard exudates).

Ravishankar et al.
[133]

0.95 0.91 - - Tested against public STARE, DRIVE, DIARETDB0 and Red
Atlas image databases comprising total of 516 images (345
with hard exudates).

Task: detect image segments with hard exudates
Gardner et al. [55] 0.93 0.93 - - Trained on 11694 image segments (5744 with haemorrhages),

tested on 684 image segments (342 with haemorrhages), com-
prising 179 images in total

Ege et al. [32] 0.99 - - - Tested on 175 image segments with hard exudates extracted
from 134 images.

Osareh et al. [120] 0.92 0.82 - - Trained on 3000 segments (1205 hard exudates), tested on
1037 segments (417 hard exudates), comprising 42 images in
total.

Sinthanayothin et al.
[151]

0.89 1.00 - - Tested on 60780 image segments (893 with hard exudates),
comprising 30 images in total (21 with hard exudates).

Xu and Luo [193] 0.88 0.80 - - Trained and tested on 14 images (25 hard exudate regions).
Welfer et al. [146] 0.71 0.99 0.22 - Tested against public DIARETDB1 image database using to-

tal of 47 images with hard exudates.
Task: detect connected image areas that represent hard exudates

Sagar et al. [140] 0.99 - 0.94 - Tested on 25 images (15 with 289 hard exudates).
Sánchez et al. [141] 0.80 - - 3.2 Tested on 20 images.
Zhang and Chutatape
[197, 199]

0.88 0.84 - - Trained on 1494 objects with 457 hard exudates, tested on
692 objects with 213 hard exudates

Sánchez et al. [143] 0.90 - 0.83 - Tested on 20 images (10 with hard exudates).
Niemeijer et al. [116] 0.95 0.86 - - Trained on 130 images with 1113 hard exudates, tested on 300

images (42 with hard exudates).
Garćıa et al. [52] 0.84 - 0.63 - Trained on 2380 image regions (1190 with hard exudates),

tested on 50 images (25 with hard exudates).
Sánchez et al. [142] 0.90 - 0.97 0.63 Trained on 26 images, tested on 80 images (40 with hard ex-

udates).
Task: detect images with hard exudates

Wang et al. [182] 1.00 0.70 - - Tested on 154 images (54 with hard exudates).
Hsu et al. [77] 1.00 0.74 - - Tested on 543 images (31 with hard exudates).
Li and Chutatape
[99, 100]

1.00 0.71 - - Tested on 35 images (28 with exudates).

Osareh [119] 0.96 - 0.89 - Tested on 67 images (40 with hard exudates).
Sánchez et al. [143] 1.00 - 0.90 - Tested on 20 images (10 with hard exudates).
Hatanaka et al. [73] 0.77 0.83 - - Tested on 109 images.
Garćıa et al. [52] 1.00 0.84 - - Trained on 2380 image regions (1190 with hard exudates),

tested on 50 images (25 with hard exudates).
Fleming et al. [46] 0.95 0.85 - - Trained on 379 images (139 with hard exudates), tested on

13219 images (300 with hard exudates).
Sánchez et al. [142] 1.00 0.90 - - Trained on 26 images, tested on 80 images (40 with hard ex-

udates).
Ravishankar et al.
[133]

0.96 0.94 - - Tested against public STARE, DRIVE, DIARETDB0 and Red
Atlas image databases comprising total of 516 images (345
with hard exudates).

Osareh et al. [122] 0.96 0.95 - - Trained on 150 images (75 with hard exudates), tested on 150
images (75 with hard exudates).

Silberman et
al. [149]

0.87 0.87 - - Trained on 3390 image patches (1390 with hard exudates),
tested on 1000 images (87 with hard exudates.
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eye fundus images using the hard exudate count, Larsen et al. [96] and Hansen et al. [71]
used microaneurysm and haemorrhage counts, and Usher et al. [173] used microaneurysm,
haemorrhage and hard exudate counts. Reza and Eswaran [136] also attempted to de-
vise the severity of diabetic retinopathy using a lesion count-based approach, whereas
Estabridis and Figueiredo [34] used the spatial lesion locations.

Alternatively, machine learning is utilised in the literature. Goldbaum et al. [62] proposed
a method, where an image-description language was utilised to symbolise the properties
of lesions and normal structures in eye fundus images. By using a neural network and
a set of representative images of known diagnosis, the connection between the image-
description information and the known diagnosis was learned. Based on the training data,
the trained network was able to detect images with diabetic retinopathy using the image-
description information derived from the result of automatic eye fundus image analysis
system. Instead of using image descriptions, Yagmur et al. [194] used neural networks
with wavelet coefficients, Anitha et al. [15] trained the network using cluster centroids
obtained from channel-wise fuzzy c-means clustering, and the work in [26, 111, 196]
utilised shape related features extracted from the segmented vessel and lesion regions.

Another feature-based classification scheme based on machine learning was proposed by
Agurto et al. [12, 17], where the normal and pathological structures were characterised
according to their amplitude and frequency content, conceptually, describing the textural
properties. After decomposing the image using the amplitude modulation - frequency
modulation (AF-FM) decomposition and extracting the textural features for each image
from several image locations, k-means clustering was used to cluster the extracted fea-
tures into several groups. The number of textural features in each of the group defined
the final descriptor for each image. Using the described descriptors and a partial least
square classifier, the presences of diabetic retinopathy was detected in eye fundus images.

Goh et al. [59] combined several classifiers to detect diabetic retinopathy from eye fundus
images by following the main principal of classifier ensembles, i.e. while the single best
performance is achieved using the best classifier, the misclassified samples by the best
classifier are not necessarily misclassified by rest of the classifiers. A set of nine ensembles
containing several classifiers were constructed, where three classifier ensembles were used
for the background, four for the blood vessel and three for the bright lesion detection.
The classifiers within each ensemble were based on neural networks. By using decision
rules, the classifier outputs within each ensemble and the resulting ensemble outputs were
combined into single label representing background, blood vessel or bright lesion. Each
sub-image in the image was assigned with such label and based on the image patches
containing bright lesions the presence of diabetic retinopathy was finally detected.

Niemeijer et al. [112] also studied the use of multiple information sources and their fu-
sion to achieve more robust detection for screening diabetic retinopathy. The proposed
system analysed two images per eye and four images in total to produce a subject-wise
score value that indicated the likelihood that the test subject needs to be examined by
a human observer. Each of the four images were separately analysed with complex com-
puter aided detection or diagnosis (CAD) system to determine the image quality and the
diabetic lesion locations (red and bright lesions). The subject-wise score value was then
combined from the outputs of the CAD systems and based on the score value the diabetic
retinopathy was detected in eye fundus images. Fleming et al. [43] had a similar idea,
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where eye fundus images of both eyes were first analysed for microaneurysms, haemor-
rhages, hard exudates and image quality and by using the output several image-based
lesion measures were computed and combined into overall subject-wise score. Similarly
as previously, the score value was used to detect the patients with referable diabetic
retinopathy.

Reported performances of the previously described diabetic retinopathy detection algo-
rithms are shown in Table 2.7.

Table 2.7: Reported performances of diabetic retinopathy detection algorithms in chronological

order (within each sub-group).
SN SP Train and test sets
Task: detect images with diabetic retinopathy

Sinthanayothin et al. [152] 0.80 0.70 Tested on 771 images. (238 with DR)
Usher et al. [173] 0.87 0.67 Tested on 1406 images (427 with DR)
Kahai et al. [81] 1.00 0.67 Tested on 143 images.
Agurto et al. [12, 17] 0.92 0.52 Trained on 188 images (118 with DR), tested on 188 images (118

with DR). Public MESSIDOR image database were used.
Barriga et al. [17] 0.98 0.67 Tested against public MESSIDOR image database.
Goh et al. [59] 0.91 0.92 Tested on 1000 images (750 with DR). Public DIARETDB0 and

DIARETDB1 were used in the evaluation
Task: detect subjects with diabetic retinopathy

Larsen et al. [96] 0.90 0.80 Tested on 129 subjects (81 with DR).
Usher et al. [173] 0.95 0.53 Tested on 773 subjects (267 with DR)
Hansen et al. [71] 0.90 0.86 Tested on 83 subjects without pupil dilation (69 with DR)
Hansen et al. [71] 0.97 0.75 Tested on 83 subjects with pupil dilation (69 with DR)
Niemeijer et al. [112] 0.93 0.60 Tested on 15 000 subjects (394 with DR)
Fleming et al. [43] 0.97 0.50 Tested on 7586 subjects (1253 with DR)

2.6 Summary

In this chapter, diabetes-related eye diseases and their symptoms were discussed. For the
most common diabetic eye disease, diabetic retinopathy, the diagnostic procedures and
modalities were described. Since the eye fundus photography is non-invasive, efficient,
easy to use and enable the documentation of the diagnostic data, it was considered the
preferred tool for diagnosing diabetic retinopathy. The diagnosis of diabetic retinopathy
from an eye fundus image was based on identifying the described symptoms of nonpro-
liferative, proliferative retinopathy and maculopathy,

The chapter also addressed that future prospects of diabetic retinopathy are alerting and
preventive actions, such as a large scale screening of high-risk individuals, are required.
The number of diabetic patients at the current increase rate will eventually exceed the
current screening capabilities due to the time consuming and tedious grading process of
the eye fundus images. Fortunately, the development of digital imaging in the diagnosis
of diabetic retinopathy, i.e., digital eye fundus photography, has provided a possibility
to automate the grading process and thereby improve the efficiency of the screening.
The fields of image processing and computer vision has shown a great interest towards
automatic and semi-automatic detection of diabetic retinopathy, and number of publica-
tions are already presented in the literature as stated in the literature review. The need
for automatic image analysis system to detect the early signs of diabetic retinopathy
(haemorrhages, microaneurysms, hard and soft exudates) is the main motivation for this
thesis.



Chapter III

Benchmarking of eye fundus image analysis algorithms

Public benchmarking image databases are an essential resource in the development of eye
fundus image analysis algorithms that considerably help the medical imaging researchers
to evaluate and compare state-of-the-art methods. Eventually, it leads to the devel-
opment of better algorithms, and consequently, will support technology transfer from
research laboratories to clinical practise. In this chapter, a benchmarking framework is
described that provides guidelines on how to construct benchmarking image databases
for eye fundus image analysis algorithms. The benchmarking framework comprises three
mandatory requirements: 1) true patient images, 2) ground truth, and 3) an evaluation
protocol. The guidelines in the benchmarking framework are utilised to establish the
DIARETDB1 database to promote automated detection of diabetic retinopathy .

3.1 Introduction

Image databases and expert ground truths lie in the regular use of eye fundus image
processing. However, the public availability of image databases is limited by the privacy
protection of the patient information, and therefore reliable comparisons and state-of-the-
art surveys are difficult to perform. In contrast to, for example, biometrics including face,
iris, and fingerprint recognition, the research has been driven by public databases and
solid evaluation protocols. Due to the continuous pressure to develop better algorithms,
the databases have been extended and revised. The adoption of these research practises
would be a valuable asset in the eye fundus image processing and analysis as well.

For every application it should be an acknowledged scientific contribution to provide a set
of images, collect accurate and reliable ground truth, and devise a meaningful evaluation
protocol. Once this pioneering work has been done, it sets an evaluation standard for the
specified problem. The development of such benchmarking database from the scratch is
demanding, laborious and time consuming, but fortunately certain tasks occur repeatedly
and are reusable as such. In this chapter, the practical issues related to the construction
of benchmarking databases are discussed and repeatedly occurring sub-tasks are pointed
out. The given results and guidelines are applied to construct a revised version of the

47
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diabetic retinopathy database DIARETDB1. The content of this chapter is reported
in [85, 86].

Thacker et al. [163] have studied the performance characterisation of computer vision
methods. Their study is comprehensive and general, and they provide good examples
which are easily transferable to applications of medical image processing. The results
from [163] can be utilised in every step of the method development, but in this chapter
the analysis is restricted to the final diagnosis, i.e., the subject-wise decision making
directly serving the clinical work. In other words, the framework omits the development
and research phase evaluations, and construct the good practices to evaluate the per-
formance of eye fundus image analysis algorithms. For that purpose, the eight general
considerations adopted from [163] are addressed, and referred as the key questions:

C1: “How is testing currently performed?” If a commonly used database
and protocol are available, their validity for the development and evaluation
needs to be examined. In the worst case, a new database needs to be constructed
for which the proposed framework can be useful.

C2: “Is there a data set for which the correct answers are known?”

Such a data set can be used to report the results in accordance to other studies.
This enables method comparison.

C3: “Are there data sets in common use?” See C1 and C2. Common data
sets facilitate fair method comparison.

C4: “Are there experiments which show that algorithms are stable and

work as expected?” These experiments can be realised if representative data
and expert ground truth is available.

C5: “Are there any strawman algorithms?” If a strawman algorithm is in-
cluded in the database it defines the baseline performance for other methods.

C6: “What code and data are available?” By publishing the method’s code
or at least executable version of it, other research groups can avoid repeating
the same work.

C7: “Is there a quantitative methodology for the design of algo-

rithms?” This depends on the medical problem, but the methodology can
be typically devised by following corresponding clinical work and practises. Un-
derstanding of the medical practitioners’ task which should be assisted or au-
tomated provides a conceptual guideline. If the database is correctly build to
reflect the real world conditions, then the database implicitly reflects the appli-
cability of the algorithm’s design to the problem.
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C8: “What should we be measuring to quantify performance? Which

metrics are used?” At least in the image-wise (subject-wise) experiments,
the receiver operating characteristic (ROC) curve is in accordance with the med-
ical practise, where the sensitivity and specificity values are in common use. The
ROC curve, also known as ROC analysis, is a widely used tool in medical com-
munity for visualising and comparing methods based on their performance [201].
It is a graphical representation that describes the trade-off between the sensitiv-
ity and specificity (e.g., correctly classified normal images vs. correctly classified
abnormal images). In the curve, the x-axis is defined as 1-specificity, and the
y-axis is directly the sensitivity [39].

In general, C1 ∈ C2 ∈ C3, which means that if there is a commonly used data set
in the form of, e.g., a benchmark database, the answers to C1 and C2 are known.
Similarly, C4 ∈ C5 ∈ C6 which defines the maturity of the existing solutions. In the case
where the data and code are both available and have been shown to work by achieving
the required sensitivity and specificity rates, the solution is at a mature level and true
clinical experiments can be started. C7 is a general guideline for the design to find an
acceptable work flow for a specific problem and C8 sets the quantitative and meaningful
performance measures.

The chapter is organised as follows. Section 3.2 presents the benchmarking requirements
for eye fundus image analysis algorithms. Section 3.3 briefly surveys the public eye
fundus image databases with respect to the key questions. Section 3.4 describes on
how to collect patient images and ground truth. Section 3.5 discusses the use of ROC
analysis in performance evaluation of eye fundus image analysis algorithms. Section 3.7
describes the benchmarking databases collected during the course of the work, where the
given results and tools are used to establish the benchmarking database DIARETDB1.
A baseline algorithm for the DIARETDB1 database is specified in Section 3.6, and the
summary is given Section 3.8.

3.2 Requirements for benchmarking

Benchmarking image databases in eye fundus imaging require three mandatory com-
ponents: 1) true patient images, 2) ground truth from experts, and 3) an evaluation
protocol. Additional components, such as a baseline algorithm, provide notable addi-
tional value, but in the following, the three mandatory components are discussed.

3.2.1 True patient images

True patient images carry information which is meaningful for solving a given problem,
i.e., algorithms which work with these images are expected to perform well also in prac-
tise. The images can be recorded using alternative subjects, such as animals that are
genetically close to humans, and disease-related lesions can be produced artificially by
using various substances. These are standard practises in medical research, but before
drawing any general conclusions, their relevance and accuracy to the real world must be
carefully verified. With true patient images, the results are biased by the distribution of
database images with respect to the specific real population. The collection and selection
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of images is further discussed in Sec. 3.4. The true patient image requirement concerns
the key questions C2, C3, C4, and C6.

3.2.2 Ground truth given by experts

Ground truth must be accurate and reliable in the sense that it is statistically represen-
tative over experts. In the field of eye fundus image processing, it is advisable that the
tools for ground truth annotation are provided by computer vision scientists, but the
images are selected and annotated by medical experts specialised in the specific field.
It is recommended to state the level and field of specialisation, e.g., senior and junior
ophthalmologists. Information on the level can be useful later if the database is used
for educational purposes. For example, junior doctors or students manually inspect the
images and their annotations are compared to the expert-verified ground truth. It is also
clear that the ground truth must be independently collected from multiple experts. This
can be laborious and expensive, but it enables statistical studies of reliability. In the case
of multiple experts, disambiguation of the data is often necessary prior to the application
of machine learning methods. The requirement of collecting the ground truth from the
experts concerns the key questions C2, C3, C4, and C6.

3.2.3 Evaluation protocol

A valid evaluation protocol providing quantitative and comparable information is es-
sential for reliable performance evaluations. Most articles related to eye fundus image
analysis report the sensitivity and specificity separately, but they are meaningless met-
rics until a method can produce superior values for both. Following the mainstream in
the recent computer vision literature, the proposed evaluation protocol utilise the ROC
analysis. The approach is essentially the same as reporting the sensitivity and speci-
ficity, but provides the evaluation result over all possible combinations of these values.
It turns out that in benchmarking, the comparison of ROC curves is problematic, and
therefore, specific well-justified operation points or area under the curves can be used as
a single measure. This issue is further discussed in Sec. 3.5. In addition to the evaluation
protocol, a baseline method (C5) or at least the results with the baseline method are
helpful since they set the base level which any new methods should outperform. From
another viewpoint, the best reported results by using a commonly accepted database
set the standard norm. The evaluation protocol requirement concerns the key questions
C1, C4, C7, and C8.

3.3 Eye disease databases

This section describes the most important public benchmarking databases in eye fundus
image analysis. The database review provides a short description for each database,
where the key questions C1−C8 addressed in Section 3.1 are used to highlight the main
properties. Since each database is publicly available they are expected to be in common
use (C3).

STARE (Structured analysis of the retina) [9] is one of the most used reference im-
age database in literature (C3, C4) for comparing blood vessel detection and optic disc
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localisation algorithms. The STARE website [9] provides 20 images with pixel-wise hand-
labeled ground truth for blood vessel detection (C2), and 81 images for optic disc lo-
calisation without ground truth. The performance of blood vessel detection is measured
using the ROC curve analysis, where the sensitivity is the proportion of correctly classi-
fied blood vessel pixels and the specificity is the proportion of correctly classified normal
pixels (C8.1) [76]. In the evaluation of optic disc localisation, the proportion of cor-
rectly localised optic discs indicates the performance and the localisation is successful if
the centre of optic disc generated by the algorithm is within 60 pixels from the ground
truth (C8) [75]. The evaluation procedures for both data sets are published with vessel
detection algorithm and baseline results (C5) [75, 76].

DRIVE (Digital retinal images for vessel extraction) [5, 158] is another well-known ref-
erence database for blood vessel detection (C3), which contains 40 retinal images (C6.2)
with manually segmented pixel-wise ground truth (C2, C6.2). The manual segmentation
task was divided between three medical experts, and the database was published along
with vessel detection algorithm (C5) [158]. The detection performance is measured sim-
ilarly as in the STARE database, i.e., comparing the sensitivity to the specificity (C8.1)
from which the area under curve (AUC) is computed to produce the final measure for
the algorithm comparison (C8.2) [5, 158]. In addition, the authors implemented and
internally evaluated a number of blood vessel detection algorithms from various research
groups and the results were published in [114] and on the DRIVE database website
(C4) [5].

MESSIDOR (Methods to evaluate segmentation and indexing techniques in the field of
retinal ophthalmology) [7] is a reference image database collected to facilitate computer-
assisted image analysis of diabetic retinopathy. Its primary objectives are to enable eval-
uation and comparison of algorithms for analysing the severity of diabetic retinopathy,
prediction of the risk of macular oedema, and indexing and managing image databases,
i.e., support image retrieval. For the evaluation, the MESSIDOR database website [7]
provides 1200 images (C6.2) with image-wise severity gradings (C2, C6.2) from three
ophthalmologic departments including descriptions for the severity grading. It is note-
worthy to mention that the severity gradings are based on the existence and number of
diabetic lesions, and their distance from the macula.

CMIF (Collection of multispectral images of the fundus) [2, 160] is a public multispectral
retinal image database. The spectral images were obtained by implementing a “filter
wheel” into a fundus camera containing a set of narrow-band filters corresponding to the
set of desired wavelengths [160]. The database itself consists of normal and abnormal
images (C6.2) spanning a variety ethnic backgrounds covering 35 subjects in total [160].
As such, the database is not ready for benchmarking, but it provides a new insight into
retinal pathologies.

ROC (Retinopathy online challenge) [8, 115] follows the idea of asynchronous online al-
gorithm comparison proposed by Scharstein and Szeliski [147] for stereo correspondence
algorithms (Middlebury Stereo Vision Page), where a web evaluation interface with pub-
lic evaluation data sets ensures that the submitted results are comparable. The research
groups download the data set, submit their results in the required format, and the results
are evaluated by the web evaluation system. Since the evaluation is fully automatic,
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the research groups can submit and update their results continuously. In the current
state, the ROC database website [8] provides 100 retinal images (C6.2), a ground truth
(C2, C6.2) and an online evaluation system for microaneurysms, and the evaluation re-
sults for a number of detection algorithms (C4). The algorithm performance is measured
by comparing the sensitivity (the proportion of correctly classified lesions) against the
average number of false positives in the image, i.e., free-response receiver operating char-
acteristic curve (FROC) (C8.1) [115]. The sensitivities of predefined false positive points
are averaged to generate the final measure for algorithm comparison (C8.2) [115]. The
annotations were gathered from 4 medical experts by marking the location, approximate
size, and confidence of the annotation. Consensus of two medical experts was required
for a lesion to be selected the ground truth.

REVIEW (Retinal vessel image set for estimation of widths) [10, 13] is a new reference
image database to assess the performance of blood vessel width measurement algorithms.
To characterise the different vessel properties encountered in the retinal images, the
database consists of four image sets: 1) high resolution image set (4 images); 2) vascular
disease image set (8 images); 3) central light reflex image set (2 images), and 4) kick point
image set (2 images) (C6.2). The REVIEW database concentrates on high precision
annotations, and therefore, it provides only segments of blood vessels and not the whole
network. To achieve high precision, the human observers used a semi-automatic tool
to annotate a series of image locations from which the vessel widths were automatically
determined [13]. The annotations were gathered from three medical experts, and the
mean vessel width was defined as the ground truth (C2, C6.2). In the evaluation, the
performance is measured using an unbiased standard deviation of the width difference
between the algorithm-estimated vessel widths and the ground truth (C8) [13].

In general, most of the reference databases reach the minimal requirements for bench-
marking image analysis algorithms, i.e., they provide true patient images, ground truth
from experts, and an evaluation protocol (Table 3.1). In some cases, the usability is
already at a mature level, e.g., in the case of the web evaluation system in the ROC
database. The primary shortcomings appear to be related to the availability of software
(C6.1) and how the algorithm’s design for the medical problem is observed (C7). By
publishing the method’s code, other research groups could avoid repeating the same work
and if the database is correctly build to reflect real world conditions, then the database
implicitly reflects the applicability of the algorithm’s design to the problem. The database
properties in terms of the key questions are summarised in Table 3.1 and for comparison
the proposed DIARETDB1 database properties are summarised in Table 3.2.

3.4 Patient images and ground truth

3.4.1 Collecting patient images

The task of capturing and selecting patient images should be conducted by medical
doctors or others specifically trained for the task. For a selected image set, there are
two issues which should be justified: 1) distribution correspondence with the desired
population and 2) privacy protection of patient data.

In DIARETDB1, the ophthalmologists wanted to investigate the accuracy of automatic
methods analysing fundus images of patients who are in a serious risk of having diabetic
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Table 3.1: Summary of the current state of the reference image databases in terms of the key

questions addressed in Section 3.1.

Key questions
STARE
(vessel)

STARE
(disc)

DRIVE MESSIDOR CMIF ROC REVIEW

C2: “Is there a data
set for which the
correct answers are
known?”

x x x x x

C3: “Are there data
sets in common use?”

x x x x x x x

C4: “Are there
experiments which
show algorithms are
stable and work as
expected?”

x x x

C5: “Are there
any strawman algo-
rithms?”

x x x

C6.1: “What code is
available?”

x

C6.2: “What data is
available?”

x x x x x x x

C7: “Is there a quan-
titative methodology
for the design of al-
gorithms?”

C8.1: “What should
we be measuring
to quantify perfor-
mance?”

x x x x x

C8.2: “What metrics
are used?”

x x x x

X
x 6 5 7 3 2 7 5

retinopathy. Consequently, the images do not correspond to the actual severity or preva-
lence of diabetic retinopathy in the Finnish population, but to provide clear findings for
automated detection methods. The data is, however, clinically relevant since the studied
sub-population is routinely screened by Finnish primary healthcare. It is important to
include this information to the database description to prevent misunderstandings and
to justify the applicability of the results.

The privacy protection of patient data is a task related to the ethics of clinical practise,
medical research, and also to data security. A permission for collecting and publishing
the data must be acquired from a corresponding national organisation (e.g., national
ethics committee of medical research) and from the patients themselves. Moreover, all
data must be securely stored, i.e. all patient information, such as identifying metadata,
must be explicitly removed from images which are to be used in a public database. In
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Table 3.2: Summary of the DIARETDB1 V2.1 database in terms of the key questions addressed

in Section 3.1.

Key questions DIARETDB1 V2.1

C2: “Is there a data set for which the correct
answers are known?”

Yes.

C3: “Are there data sets in common use?” Yes (publicly available at [4]).

C4: “Are there experiments which show algo-
rithms are stable and work as expected?”

Experimental results are reported for
the baseline algorithm presented in Sec-
tion 3.6.

C5: “Are there any strawman algorithms?” No, but the baseline algorithm sets the
baseline results for the DIARETDB1
database.

C6.1: “What code is available?” Functionality for reading/writing images
and ground truth, baseline algorithm,
and annotation software (publicly available
at [4, 6]).

C6.2: “What data is available?” Images and ground truth (XML) (publicly
available at [4]).

C7: “Is there a quantitative methodology for
the design of algorithms?”

No, but medical practise is used as a guide-
line at each development step.

C8.1: “What should we be measuring to quan-
tify performance?”

Image- and pixel-based ROC analysis (de-
scription in Section 3.5).

C8.2: “What metrics are used?” Equal error rate (EER) defined in Sec-
tion 3.5.

DIARETDB1, the eye fundus images were acquired using a standard fundus camera
and its accompanying software. The acquired images were converted to raw bitmaps
and then saved to portable network graphics (PNG) format using lossless compression.
The raw bitmaps contained nothing but the pixel data which guaranteed the removal of
hidden metadata. The procedures were applied since it was unknown whether the images
contained hidden information or not. Otherwise if the images are secured and free of
patient information the accompanying information, such as metadata, can be used, for
example, to store camera parameters used in the imaging.

3.4.2 Image annotations as the ground truth

In general, the image annotations are essential for training supervised algorithms as well
as for their evaluation and comparison. Such information is typically collected by manu-
ally annotating a set of images. In face recognition, for example, a ground truth contains
identifiers of persons in the images, and often also the locations of facial landmarks, such
as eye centres, which can be very useful in training the methods. Commonly, simple
tailored tools are used to collect the data, but also generic applications are available for
problems which require an exhaustive amount of image data, e.g., LABELME [139] Web
tool for annotating visual object categories. Annotating medical images is not an excep-
tion, but the two essential considerations apply: 1) annotations must be performed by
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clinically qualified personae (specialised or specialising medical doctors, or other trained
professionals for specific tasks), denoted as “experts”, and 2) the ground truth should
include annotations from several experts.

A more technical problem is to develop a reusable tool for the annotation task. To avoid
biasing the results, the experts should be given minimal guidance for their annotation
work. Basic image manipulation, such as zoom and brightness control, for viewing the
images is needed, and a set of geometric primitives is provided for making the spatial
annotations. In LABELME [139], the only primitive is polygon region defined by an
ordered set of points. A polygon can represent an arbitrarily complex spatial structure,
but ophthalmologists found also the following primitives useful: small circle, which can be
quickly put on a small lesion, and circle area and ellipse area which are described by their
centroid, radius/radii, and orientation (ellipse). The system also requires at least one
representative point for each lesion. This point should represent the most salient cue, such
as colour or texture, that describes the specific lesion. Furthermore, a confidence from the
set of three discrete values, low, moderate or high, is required for every annotation. The
experts are allowed to freely define the types of annotations, i.e., the class labels for the
lesions, but typically it is preferable to agree the labels beforehand (e.g., in DIARETDB1:
Hard exudates, Soft exudates, Microaneurysms, Haemorrhages). An important design
choice is related to the usability of the tool with respect to its graphical user interface
(GUI). For example, the GUI should not use colours which distract the annotators from
image content.

Development of an annotation tool may take undesirable amount of research time and
resources. To help other researchers in this task the tool is made publicly available at [6]
as Matlab M-files and as a Windows executable. Matlab is not the optimal environment
for developing GUI based applications, but it is widely used in scientific computing, and
therefore, familiar to many researchers. Users have full access to the source code which
enables tailoring of the tool for their specific needs. The default GUI is shown in Fig. 3.1.

3.4.3 Data format for medical annotations

To store the annotations and to be able to restore their graphical layout, a definition for
the data format is required. The data is naturally structured, and therefore structural
data description languages are preferred. Several protocols for describing medical data
exist, such as HL7 based on the extensible markup language (XML) [1], but these are
complex protocols designed for patient information exchange between organisations and
information systems. Since the requirements for benchmarking databases in general are
considerably less comprehensive, a light-weight data format based on the XML data
description language is adopted. Instead of the XML Schema document description, a
more compact, and consequently more interpretable Document Type Definition (DTD)
description is applied. The used format is given in Listing 3.1.
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Figure 3.1: Graphical user interface of the image annotation tool.

3.5 Algorithm evaluation

3.5.1 Evaluation methodology

The standard receiver operating characteristics (ROC) analysis is a frequently used tool
to assess the performance of a two-class classification system. Originally, the ROC anal-
ysis was developed to evaluate the classification accuracy in differentiating signal from
noise in signal detection, but recently the methodology has been adopted to various re-
search areas. In computer vision, the ROC analysis has already a strong background,
e.g., in benchmarking face recognition [66]) and visual object categorisation methods [36],
but the ROC analysis has also an acknowledged methodology in medical research [97].
It turns out that the ROC analysis is well in accordance with medical decision making.

In clinical medicine, the diagnostic test is a measurement or examination used in clas-
sification of patients into a particular class or clinical state. If the outcome of such
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Listing 3.1: DTD definition
< !ELEMENT imgannotooldata ( header , mark ing l i s t )>
< !ELEMENT header ( c reator , so f tware ? ,

a f f i l i a t i o n ? , c opy r i gh tno t i c e )>
< !ELEMENT c r e a to r (#PCDATA)>
< !ELEMENT so f tware (#PCDATA)>
< !ATTLIST so f tware version CDATA #REQUIRED>
< !ELEMENT a f f i l i a t i o n (#PCDATA)>
< !ELEMENT c opy r i gh tno t i c e (#PCDATA)>
< !ELEMENT imagename (#PCDATA)>
< !ELEMENT images i z e ( width , he ight )>
< !ELEMENT width (#PCDATA)>
< !ELEMENT he ight (#PCDATA)>
< !ELEMENT mark ing l i s t ( marking ∗)>
< !ELEMENT marking ( ( po lygonreg ion |

c i r c l e r e g i o n | e l l i p s e r e g i o n ) ,
r e p r e s en t a t i v e po i n t +, c on f i d e n c e l e v e l , markingtype )>

< !ELEMENT c en t ro i d ( coords2d )>
< !ELEMENT polygonreg ion ( centro id , coords2d ,

coords2d , coords2d+)>
< !ELEMENT c i r c l e r e g i o n ( centro id , r ad iu s )>
< !ELEMENT e l l i p s e r e g i o n ( centro id , rad ius , rad ius , r o tang l e )>
< !ELEMENT r e p r e s en t a t i v e po in t ( coords2d )>
< !ELEMENT coords2d (#PCDATA)>
< !ELEMENT r ad iu s (#PCDATA)>
< !ATTLIST r ad iu s d i r e c t i o n CDATA #REQUIRED>
< !ELEMENT r o tang l e (#PCDATA)>
< !ELEMENT markingtype (#PCDATA)>
< !ELEMENT c on f i d e n c e l e v e l (#PCDATA)>]>

diagnostic test is binary (e.g., normal or abnormal) there are four possible results for the
test: true positive, true negative, false positive and false negative. For abnormal test
subject, the result is true positive if the diagnostic test outcome is abnormal and false
negative if the diagnostic test outcome is normal. For normal test subject, the result is
true negative if the diagnostic test outcome is normal and false positive if the diagnos-
tic test outcome is abnormal. An example result of the hypothetical diagnostic test is
illustrated in Table 3.3.

Table 3.3: Example diagnostic test result for n test subjects, where TP is the number true

positives, TN is the number of true negatives, FP is the number of false positives and FN is the

number of false negatives.
True clinical state

Abnormal Normal Total

Abnormal True positive (TP) False positive (FP)
Test abnormals

Diagnostic test = TP + FP
outcome

Normal False negative (FN) True negative (TN)
Test normals
= TN + FN

Total
Abnormal subjects Normal subjects TP + FN + FP + TN

= TP + FN = FP + TN = N

For a given set of subjects, the number of true positives (TP), true negatives (TN), false
positives (FP), and false negatives (FN) can be used to determine the accuracy of the
diagnostic test in form of sensitivity (SN) and specificity (SP) [39]:
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SN =
TP

TP + FN
, SP =

TN

TN + FP
, (3.1)

It follows that the sensitivity corresponds to the proportion of correctly diagnosed abnor-
mal test subjects among all abnormal test subjects, and the specificity corresponds to the
proportion of correctly diagnosed normal test subjects among all normal test subjects.
The sensitivity and specificity are defined in the range [0%, 100%] or [0, 1], and are the
fundamental measures of diagnostic accuracy. The sensitivity and specificity evaluate the
discrimination power of diagnostic test among abnormal and normal test subjects, but
to determine the probability that diagnosed test subject is truly abnormal (or normal)
the predictive values can be used:

PPV =
TP

TP + FP
, NPV =

TN

TN + FN
. (3.2)

where the positive predictive value (PPV) indicates the probability that a test subject
diagnosed as abnormal by the diagnostic test is really abnormal. Vice versa, the negative
predictive value (NPV) indicates the probability that a test subject diagnosed as normal
by the diagnostic test is really normal.

More typically the outcome of the diagnostic test is not binary, but a continuous measure
or score, such as blood pressure, that indicates the severity or risk of abnormal outcome.
In that case, an abnormal diagnostic test can be defined by classifying the test subjects
with the score value above the threshold as abnormal, and test subjects with the score
value less or equal to the threshold as normal. In other words, the outcome of the
diagnostic test is dichotomised using the threshold to produce a binary label (i.e normal
or abnormal). Now, the number of true positives, true negatives, false positives and false
negatives can be determined by comparing the binary labels with the true clinical state.
For the given threshold, the performance of the diagnostic test can be evaluated, as in
the binary classification case, using the sensitivity and specificity.

Let the continuous score values of the hypothetical diagnostic test for given n test subjects
be ζ = {ζ1, . . . , ζn} and the corresponding true clinical states be ω = {ω1, . . . , ωn}, where
the possible clinical state is either normal or abnormal. Then, the probability densities
of the diagnostic test produced score values for abnormal and normal test subjects can
be denoted as p(ζ, abnormal) and p(ζ, normal). If the score values ζ are dichotomised
by defining an arbitrary threshold, then it follows that the sensitivity is in fact the
proportion of p(ζ, abnormal) above the threshold, and the specificity is the proportion
of p(ζ, normal) below the threshold. By varying the threshold over the whole range
of score values, the sensitivity and specificity vary accordingly generating the receiver
operating characteristics curve. The x-axis of a ROC curve is 1-specificity, whereas
the y-axis represents directly the sensitivity. Therefore, the ROC curve depicts the
trade-off between the sensitivity and specificity and suits well for medical benchmarking.
The selection of an operating point from the curve, i.e., fixing either the specificity or
sensitivity, is a purely clinical choice. The ROC generation for the hypothetical diagnostic
test is illustrated in Fig. 3.2.
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Figure 3.2: Performance evaluation of the hypothetical diagnostic test: a) probability den-

sities of the diagnostic test returned image score values plotted for both populations: normal

and abnormal. The area under the normal distribution below the arbitrary threshold represents

the specificity, whereas the the area under the abnormal distribution above the same thresh-

old represents the sensitivity; b) by varying the threshold the sensitivity and specificity vary

accordingly generating the ROC curve.

3.5.2 ROC-based quality measures

The ROC curve is a solid evaluation method to compare two or more approaches. How-
ever, for a large number of curves and when no prior information of an operating point
exists, it is useful to form a ROC-based quality measure. A single measure is not as
reliable as the full ROC curve, but it enables rough performance comparison. The most
simple approach is to fix either sensitivity or specificity and let the other be the measure
of performance. For example, diagnosis test A and B result the following (sensitivity,
specificity)-pair for fixed sensitivity 0.70 and 0.75:

A : (0.70, 0.90) and B : (0.70, 0.85)
A : (0.75, 0.87) and B : (0.75, 0.20). (3.3)

This measure, however, requires the user to define the operational point which can have a
dramatic impact on the test results as show in Eq. 3.3. Another straightforward measure
would be the total area under the ROC curve (AUC) [70, 22, 69] that can be expressed
as an average sensitivity over specificity range or vice versa (Fig. 3.3(a)):

AUC =
∫ 1

0

SNdSP. (3.4)
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The AUC operates between 0.5 and 1 providing the value of 1 for a perfect diagnostic test
and 0.5 for the one that gives random diagnoses. In general, the AUC provides a single
summary value for method comparison which can be derived in objective manner without
the requirement of user defined parameters. For example, if a ROC curve of diagnostic
test A uniformly dominates the ROC curve of diagnostic test B (SNA ≥ SNB, ∀SP )
then the AUC correctly ranks the tests in terms of performance (AUCA ≥ AUCB). The
integration over the sensitivity values, however, can lead to misleading results when the
ROC curves cross. For example, the ROC curve of the diagnostic test A may have higher
AUC even though the diagnostic test B show better performance almost over the entire
range of the specificities (or alternative the score thresholds). Moreover, the crossing is
likely to happen near the points (0,0) and (1,1), where the ROC curves coincide. This
is not a desired property if the relevant information lies in the specific part of the ROC
curve, e.g. the diagnostic test B should be better due to superior performance in the
high specificity range. To overcome this property, an alternative version of AUC was
proposed, where the relevant information is solely regarded. The measure is known as
partial AUC (PAUC) [30] and can be defined as follows:

PAUC =
∫ b

a

SNdSP, (3.5)

where the interval [a, b] within [0, 1] defines the specificity range of particular impor-
tance. The direct implication of defining an interval for the integration is that the
non-parametric nature of the AUC is lost. Moreover, the PAUC does not actually re-
move the problem of crossing ROC curves, but restricts the range where the crossings
can affect the summary measure. The PAUC is illustrated in Fig. 3.3(b).

A point on ROC curve, where sensitivity is equal to specificity (SN = SP ), is another
indicator of performance used in method comparison [128]. In terms of correct diagnoses,
the indicator is known as symmetry point (SYM) while in terms of incorrect diagnoses it
is referred as the equal error rate (EER). These measures can be defined as follows when
(SN = SP):

SY M = SN = SP = 1− EER (3.6)

Since SYM and EER are the two sides of the same performance indicator, the following
discussion will concentrate on EER. The EER lies between 0 and 0.5 returning value 0 for
a perfect diagnostic test and 0.5 for the diagnostic test that returns random diagnoses.
Graphically, the EER is defined by the intersection of a ROC curve and the diagonal line
(equal error line) drawn from the upper left corner of the ROC plot to the bottom right
corner (Fig. 3.3(c)). The rationale behind the EER is that it assumes two balancing
misclassification errors in the ROC curve, i.e 1-SN and 1-SP, equally harmful. If the
misclassification costs are unknown then this is a reasonable assumption. Since the EER
can be observed in terms sensitivity and specificity unlike AUC and PAUC, and it does
not require any additional parameters from the user, the EER was considered suitable
for this study, although it may not be the best choice for the screening purposes. The
EER values were computed from the nearest actual points on the ROC curve without
interpolation to derive the true lower bound for the error. However, if prior information
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of risks or penalties exists, and the cost ratio can be fixed then the minimum weighted
error rate can be used, where the sensitivity (SN) and specificity (SP) are combined as

WER(R̂) =
FPR + R̂ · FNR

1 + R̂
=

(1 − SP ) + R̂ · (1 − SN)

1 + R̂
, (3.7)

where R̂ = CFNR/CFPR is the cost ratio between false negative rate (FNR) and false
positive rate (FPR). The WER was adopted from ROC related detection error trade-
off (DET) curve used in face verification [16]. A ROC curve with WER is shown in
Fig. 3.3(d).
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Figure 3.3: Graphical illustrations of ROC-based quality measures: a) area under the ROC

curve; b) partial area under the ROC curve within specificity interval [0.4 0.8] c); Equal error

rate; d) weighted error rate (R̂ = 1)).
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3.5.3 Image-based evaluation

The automatic image based evaluation follow the medical practise, where the decisions
are “subject-wise”. The image analysis system is treated as a black-box which takes an
image as the input. If the images are assumed to be either normal or abnormal, then the
system produces a score that corresponds to the probability of the image being abnormal,
and a high score corresponds with high probability. The objective of the image-based
evaluation protocol is to generate a ROC curve by manipulating the score values of the
test images. The practises were adopted from [36].

Let the image analysis algorithm produced score values for n test images be ζim =
{ζim

1 , . . . , ζim
n } and the corresponding image-wise ground truths be ωim = {ωim

1 , . . . , ωim
n },

where the ωim is either “normal” or “abnormal”. Then, by selecting a threshold for the
score values (ζim), the test images can be classified either normal or abnormal, and the
performance expressed in the form of sensitivity and specificity can be determined by
comparing the outcome with the corresponding image-wise ground truth (ωim). If the
same procedure is repeated using each test image score as a threshold, the ROC curve can
be automatically determined since each threshold generates a (sensitivity, specificity)-pair
that is a point on the ROC curve. Consequently, the procedure requires that the test
images include samples from both populations, normal and abnormal. The image score
based evaluation method is presented in Algorithm 1.

Algorithm 1 Image-wise evaluation based on image scores
1: for each test image do
2: TN ← 0, TP ← 0, FN ← 0, FP ← 0
3: curr score ← image score
4: for each test image do
5: if curr score ≥ image score then
6: if ground truth assignment = “normal” then
7: TN = TN + 1
8: else
9: FN = FN + 1

10: end if
11: else
12: if ground truth assignment = “abnormal” then
13: TP = TP + 1
14: else
15: FP = FP + 1
16: end if
17: end if
18: end for
19: SN =

TP

TP + FN
(Sensitivity)

20: SP =
TN

TN + FP
(Specificity)

21: Add new ROC point (x; y) = (1-SP, SN)
22: end for
23: Return the final ROC curve (all points)
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3.5.4 Pixel-based evaluation

To validate a design choice in method development, it may be useful to measure also the
spatial accuracy, i.e., whether the detected lesions are found in correct locations. There-
fore, a pixel-based evaluation protocol which is analogous to the image-based evaluation
is proposed. In this case, the image analysis system takes an image as the input and
outputs a likelihood score for each pixel. The objective of the pixel-based evaluation is
to generate a ROC curve which describes the pixel-level success.

Let the image analysis algorithm produced pixel score values for all n pixels in test set
be ζpix = {ζpix

1 , . . . , ζpix
n } and the corresponding pixel-wise ground truth be ωpix =

{ωpix
1 , . . . , ωpix

n }, where the ωpix is either “normal” or “abnormal”. Then, by selecting
a global pixel-wise threshold for the pixel score values (ζpix), the pixels in all images
can be classified to either normal or abnormal. Now, the sensitivity and specificity can
be computed by comparing the outcome to the pixel-wise ground truth (ωpix). If the
procedure is repeated using each unique pixel score as threshold, the ROC curve can be
automatically determined. The pixel-wise evaluation procedure is given in Algorithm 2.
Note that the abnormal test image pixels contribute to both sensitivity and specificity,
whereas the normal images only contribute to the specificity.

Algorithm 2 Pixel-wise evaluation based on pixel scores
1: Form a list of tested pixel scores
2: for each tested pixel score (curr pix score) do
3: TN ← 0, TP ← 0, FN ← 0, FP ← 0
4: for each test image do
5: for each test image pixel score do
6: if curr pix score ≥ pixel score then
7: if ground truth pixel assignment = “normal” then
8: TN = TN + 1
9: else

10: FN = FN + 1
11: end if
12: else
13: if ground truth pixel assignment = “abnormal” then
14: TP = TP + 1
15: else
16: FP = FP + 1
17: end if
18: end if
19: end for
20: end for
21: SN =

TP

TP + FN
(Sensitivity)

22: SP =
TN

TN + FP
(Specificity)

23: Add new ROC point (x; y) = (1-SP, SN)
24: end for
25: Return the final ROC curve (all points)
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The evaluation forms a list of global pixel-wise scores from the test image pixel scores
which determines the score thresholds. The use of all unique pixel scores in the test
images is time-consuming if the number of images in the test set is large or high resolution
images are used. The problem can be overcome by sampling the test image pixel scores.
To preserve the test set’s pixel score distribution, the global threshold scores can be
devised as follows: 1) sort all the unique pixel scores in ascending order to form an
ordered sequence L, and 2) compose the new reduced sequence of pixel scores Lsampled

by selecting every jth likelihood in L.

3.6 Baseline algorithm

Images, ground truth, and the evaluation protocol are sufficient to establish a public
benchmarking database. However, by defining the baseline results or even providing the
baseline algorithm, the users may find it easier to evaluate the maturity and applicability
of their methods by themselves. A strawman algorithm that has been commonly agreed
as benchmark for the method comparison within the research field would be the best
choice for the purpose [163]. The baseline method for DIARETDB1, however, is selected
purely based on practical reasons, and therefore it does not fulfil the characteristics of
the strawman algorithm. Regardless, it can be used to set the baseline results for the DI-
ARETDB1 database. The goal of introducing a new baseline algorithm for DIARETDB1
will be discussed after the method description.

The baseline algorithm tackles the detection problem as two-class classification problem,
where the possible classes are “lesion type present” and “lesion type absent”. Thus, the
images or pixels either contain a certain type of lesion or not. Instead of modelling both
classes, “lesion type present” and “lesion type absent”, the baseline algorithm distin-
guishes a lesion type from all other possible objects in eye fundus images by modelling
only that certain lesion type. This is known as the one-class classification scheme or
novelty detection. Because the DIARETDB1 contains four types of lesions, i.e haemor-
rhages (HA), microaneurysms (MA), hard and soft exudates (HE and SE), the baseline
algorithm tackles four two-class prediction problems in total. The set of DIARETDB1
lesion types is denoted with ξ = {HA, MA, HE, SE}
The lesions are modelled based on their colour information which is the information
driving the analysis of diabetic lesions in medical practice as well. In the modelling, the
class-conditional probability density function of certain lesion type with respect to colour
pixel value is estimated as a weighted sum of Gaussians. The Gaussian mixture model
probability density function can be defined as

p(x|ξi) = p(x; θξi) =
C∑

c=1

αcN (x; μc,Σc), (3.8)

where x is the colour pixel value (e.g. RGB), ξi is the ith lesion type in ξ and αc is the
weight of the cth component. The weight can be considered as a prior probability that
a value of the random variable is generated by the cth component, and thus 0 < αc < 1
and

∑C
c=1 αc = 1. The cth component is represented as multivariate normal distribution
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N(x; μc,Σc) defined by the mean μc and covariance Σc. It follows that the Gaussian
mixture model probability density function is defined by a parameter list

θξi = {α1, μ1,Σ1, . . . αC , μC ,ΣC}. (3.9)

To estimate the model parameters, a completely automatic Gaussian mixture model
(GMM) estimation is performed by using the Figueiredo-Jain (GMM-FJ) algorithm [41]
for which a public implementation is available [124]. The estimation is conducted sep-
arately for each lesion type in ξ. To determine if lesion type is present, the baseline
algorithm uses thresholding as follows:

p(x|ξi) > tpix
ξi

p(x1, x2, . . . , xn|ξi) > timξi
,

(3.10)

where the lesion type ξi is present in given image pixel if the pixel-likelihood p(x|ξi)
is greater than the decision threshold tpix

ξi
, and in given image if the image-likelihood

p(x1, x2, . . . , xn|ξi) is greater that than the decision threshold timξi
. The image-likelihood

p(x1, x2, . . . , xn|ξi) is derived from the pixel-likelihoods and will be further discussed in
Chapter 4.

In the training of the baseline algorithm, the colour pixel values for each lesion type are
extracted from the ground truth regions of the DIARETDB1 training images. Thus, the
training data comprise all the extracted colour pixel values and a label for each colour
pixel value denoting the lesion type. The GMM-FJ estimation is then applied to the
training data to estimate the model parameters of class-conditional probability density
functions. Since the GMM-FJ algorithm adjusts the number of components during the
estimation by annihilating the components that do not support the data, the estimation
is started with relatively large number of components. The initial guesses for component
means are distributed uniformly into the whole space occupied by training samples,
whereas the component covariances were identical and selected over the whole data. For
all the lesions, the initial number of component was fixed to ten components which is
considered feasible, since the estimated probability density functions had always less
components in the experiments. Once the training of baseline algorithm is conducted, a
Gaussian mixture model probability density function for each lesion type ξi is returned.

In the testing of the baseline algorithm, a likelihood map for each test image in the
DIARETDB1 database is computed according to the estimated class-conditional prob-
ability density functions. The DIARETDB1 database comprise four lesion types, and
thus four likelihood maps are computed. The pixel value in each likelihood map denotes
the likelihood that it contains the corresponding lesion type.

In the evaluation of the baseline algorithm, the detection performance is evaluated using
the methodology described in Section 3.5. The pixel and image scores required for the
evaluation are defined as follows:

ζpix
ξi

= p(x|ξi),

ζim
ξi

= p(x1, x2 . . . , xn|ξi),
(3.11)
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where ζpix
ξi

and ζimg
ξi

are the pixel and image score values. Thus, the evaluation in the
case of baseline algorithm finds for each lesion type the likelihood thresholds timξi

and
tpix
ξi

that best discriminates the lesioned images and pixels from non-lesioned ones with
respect to the sensitivity and specificity. It should be noted, however, that the evaluation
protocols were designed not take into consideration on how the score values are deter-
mined. Before the baseline algorithm can be actually applied there are two important
problems to be solved: 1) how to combine the medical annotations of the DIARETDB1
database collected from several medical experts into unambiguous ground truth to train
the baseline algorithm, and 2) how to form an image-wise score p(x1, x2 . . . , xn|ξi) from
the result of the baseline algorithm (likelihood maps) to perform the subject-wise (image-
based) evaluation. In Chapter 4, these two problems are investigated in detail and good
strategies are proposed for the baseline algorithm.

The baseline algorithm is not intended as the state-of-the-art algorithm, but as a statis-
tical tool to study the colour properties of eye fundus images with diabetic retinopathy,
where an important property is that it can be applied in detection of any lesion type.
The probability density estimation and the resulting likelihood maps provide the neces-
sary means for such statistical investigation, and therefore the baseline algorithm fulfils
the requirements it was designed for. Since the baseline algorithm was required for the
research in any case, it was only practical to set the baseline results for the DIARETDB1
database using the baseline algorithm. As a result, the functionality of the baseline al-
gorithm and the benchmarking framework were verified simultaneously. Otherwise, the
benchmarking framework would have required a baseline method from the existing work
for each lesion type separately, since the state-of-the-art lesion detection methods are
typically designed for certain lesion type.

Another important property of baseline algorithm is obtained from the one-class clas-
sification scheme. Since a lesion is modelled by estimating the density of the training
colour pixel values, no assumptions are made about other retinal structures including
other lesion types. Thus, high likelihoods are assigned to pixels that resemble the esti-
mated density functions including the incorrect non-lesion pixels. This is an important
property, since it reveals the colour dependencies in the eye fundus image exclusively
with respect to the modelled lesion type. It also indicates the goodness of colour in the
detection of diabetic lesions.

3.7 Case studies – DIARETDB databases

During the course of work two eye fundus image databases with ground truth were pub-
lished: DIARETDB0 and DIARETDB1. The work on the DIARETDB0 database pro-
vided the essential information on how to collect, store, annotate, and distribute the eye
fundus images, and therefore the DIARETDB1 database was a natural continuation to
establish a better database for algorithm evaluation. A full description of the databases
follows including a description of non-public eye fundus image database (BRISTOLDB)
involved in the experimental work of this thesis. Furthermore, the database review in
Section 3.3 comprised two diabetic retinopathy databases for benchmarking, i.e. ROC
and MESSIDOR, of which the ROC database is evaluated against the DIARETDB1
database in this section. The MESSIDOR database did not fulfil the minimal bench-
marking requirements, and therefore the main focus is put on the ROC database.
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3.7.1 DIARETDB0

The database consists of 130 color eye fundus images of which 22 are normal and 108
contain signs of the diabetic retinopathy (microaneurysms, haemorrhages, hard and soft
exudates, and neovascularisation). The images were taken by the Kuopio university hos-
pital with multiple 50 degree field-of-view digital eye fundus cameras. The images were
dedicatedly selected, but their distribution does not correspond to any typical popula-
tion, i.e., the data is biased – no prior information can be and should be devised from
it. The amount of imaging noise, projective camera geometry, and optical aberrations
(dispersion, transverse and lateral chromatic, spherical, field curvature, coma, astigma-
tism, distortion) are unknown due to unknown camera settings, and thus the variance
over the visual appearance of the diabetic lesion types can be considered as maximal.
The images are in PNG format from where metadata is explicitly removed by converting
the images into raw RGB data and then regenerating the PNG images. Each eye fundus
image in the database is accompanied by a text file that lists the diabetic lesion types in
the image as follows

redsmalldots hemorrhages hardexudates softexudates neovascularisation

The DIARETDB0 comprise nine pre-defined train and test sets which were selected
as follows. Firstly, the images were partitioned into five groups in such a way that
if the groups were split in two the diabetic lesion types and normal images would be
evenly distributed between the sets. Secondly, the train and test sets were prepared by
first selecting n random images from each group to the train set and then placing the
remaining images to the test set. The nine different train and test sets were generated
by varying the value of n: 2, 4, 6, 8, 10, 12, 14, 16 and 18. The characteristics of the
train and test sets are given in Table A.1 in Appendix A. The images, ground truth and
the predefined train and test sets, can be downloaded from [3].

It should be noted that the DIARETDB0 database was not used in the experimental
work of this thesis for the following reasons. The DIARETDB1 database was consid-
ered as a good starting point for experimental work, since the images were taken with
single eye fundus camera. Thus, the images contained the same optical aberrations and
the photometric content over the images was more consistent than if multiple cameras
were used as in the DIARETB0 database. A natural continuation for the experimen-
tal work would have been DIARETDB0 database, but unfortunately the lack of spatial
groundtruth restricted the use of baseline algorithm and the BRISTOLDB was used
instead.

3.7.2 DIARETDB1

The database consists of 89 colour fundus images, of which 84 contain at least mild
non-proliferative signs of diabetic retinopathy and 4 images do not contain any signs of
diabetic retinopathy according to all experts participated in the annotation. The images
were taken by the Kuopio University Hospital with single 50 degree field-of-view digital
eye fundus camera1. The images were dedicately selected by the medical experts, but

1ZEISS FF 450plus fundus camera with Nikon F5 digital camera
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their distribution does not correspond to any typical population, i.e., the data is biased –
no a priori information can or should be devised from it. The amount of imaging noise is
unknown, but the images share the same optical aberrations (dispersion, transverse and
lateral chromatic, spherical, field curvature, coma, astigmatism, distortion), and thus the
variance over the visual appearance of the diabetic lesion types can be considered smaller
than in the DIARETDB0 database. The diabetic abnormalities in the DIARETDB1
images are relatively small, but since they appear near the macula they are considered to
threaten the eyesight. The images are in PNG format from where metadata is removed
similarly as in DIARETDB0 by converting the images into raw RGB data and then
regenerating the PNG images. Each eye fundus image in the database is accompanied
by a XML-file that contains the medical expert provided annotations.

Pixel-wise annotations were collected independently from four medical experts by pro-
viding an image annotation software described in Section 3.4.2. The medical experts
were asked to annotate image regions related to microaneurysms, haemorrhages, hard
and soft exudates, report their confidence, and annotate the single most representative
point within each image region. The experts were further instructed to enclose the le-
sion within the annotation. The confidence denoted the expert’s subjective confidence
that the annotated region was the given lesion type, where the used confidence scale,
{< 50%, > 50%, 100%}, was collectively agreed by the medical experts. It should be
noted that the uninstructed annotation process caused notable differences between the
medical experts. The discussion on how to devise the ground truth for the DIARETDB1
database from the medical expert annotations is given in Section 4.3.

Train and test set for the DIARETDB1 database were selected as follows. Firstly, the
images were partitioned into five groups in such a way that if the groups were split in
two the diabetic lesion types and normal images would be evenly distributed between the
sets. Secondly, the images within each group were sorted into descending order according
to the number of pixels annotated in the image. Two similar image sets were formed
then by distributing every second sorted image in each group to the train set and placing
the remaining images to the test set. Lastly, the images without annotations were moved
from the train set to the test set by hand. The characteristics of the train and test set
are given in Tables A.2 and A.3 in Appendix A and the files for the corresponding image
sets are listed in Tables A.4 and A.5. The experimental work of this thesis is mainly
based on the DIARETDB1 database and for that reason the train and test files were also
listed in this thesis. The images, expert annotations and the pre-defined train and test
sets can be downloaded from [4]. The web site will also provide a development kit for
the DIARETDB1 database containing full Matlab functionality (M-files) for reading and
writing images and the expert annotations. The annotation tool will be available at [6].

DIARETDB1 versus ROC

In the ROC database, the image analysis algorithm outputs the microaneurysm loca-
tion, likelihood that it was a microaneurysms and the index of the image. This is then
compared to the ground truth of ROC database, where an image location and radius
represents a microaneurysm. If the location of the microaneurysm detected by the image
analysis algorithm falls within the radius of the closest ground truth microaneurysm, the
detection is considered correct and otherwise it is a false detection. The FROC curve



3.7 Case studies – DIARETDB databases 69

is generated by manipulating the likelihoods of the detected microaneurysms. In the
proposed DIARETDB1 database, the evaluation problem is tackled by evaluating the
detection success on both pixel- and image-level, where the ground truth is annotated
with pixel accuracy and the image-level ground truth is inferred from the pixel-level
ground truth. In total, the DIARETDB1 comprise ground truth for four lesion types,
i.e. haemorrhages, microaneurysms, hard and soft exudates. The image analysis algo-
rithm outputs a score value for each pixel and image, where the pixel-score denotes the
probability that a certain lesion type is present in the pixel and the image-score denotes
the probability that a certain lesion type is present in the image. If the high score values
are assigned to correct pixels and images that contain the lesion type in ground truth,
the evaluation protocol returns high performance. By manipulating the pixel and image
score values separately, a ROC curve for both image and pixel-level detection success is
generated.

The ground truth for the ROC database was collected from multiple medical experts by
annotating the location, radius for each microaneurysm. The microaneurysms for which
two experts assigned the label “microaneurysm” was selected to be the ground truth.
The ground truth microaneurysms were further processed by asking an expert to assign
his/hers subjective estimate for contrast and visibility, where the possible choices were
subtle, regular or obvious. In the DIARETDB1 database, the ground truth was also
collected from multiple medical experts by annotating the region enclosing the lesion,
confidence and the single most representative point within the region. The confidence
denoted the expert’s subjective confidence that the annotated region was the given lesion
type. The final ground truth image for each lesion type in DIARETDB1 database was
devised by thresholding the mean expert confidence computed for each pixel in the image.
The mean expert confidence was computed over the experts that had made annotations
in the image for that specific lesion type.

The above mentioned evaluation choices made for ROC database are well-reasoned for
microaneurysm detection, where the lesion is small and round shaped. In the case of
other diabetic lesion types, however, the choices may lead to unwanted results. A part of
the problem seems to arise from the difficulty to find a general parametric representation
of a lesion that could be applied in benchmarking of any type of lesion. A single image
point and radius do not represent well lesions which are not round shaped, but have
irregular outline and large scale variation, e.g., hard exudates. In addition, the lesion-
based performance evaluation does not actually reflect the detection success of diabetic
retinopathy, even though it is probably the most important objective in microaneurysm
detection. It would be also informative to know how well the image analysis algorithm
segments the lesions instead of just knowing the trade-off between the proportion of cor-
rectly detected lesions and the average number of false detections. These generalisation
problems to other lesion types may lead to the development of lesion type specific evalu-
ation protocols and further complicate the performance evaluation if the ROC database
is further extended.

In comparison to the ROC database, the evaluation in DIARETDB1 database is con-
ducted on pixel and image basis, which does not require parametric definition for lesions,
but a ground truth that denotes the lesioned pixels and images. Thus, the evaluation
protocol can be applied to any type of lesion using the same framework, where the pixel-
level evaluation allows to measure how well the segmentation is conducted. In addition,
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the two-level performance evaluation allows to connect the pixel-level detection prob-
lem to its objective, e.g. by assessing the lesion segmentation performance on pixel-level
and the performance of diabetic retinopathy detection on image-level. Unfortunately, the
DIARETDB1 database does not currently contain ground truth for the diabetic retinopa-
thy, and therefore both the pixel- and image-level evaluations concern lesion detection.
The pixel-level accuracy in evaluation also induce other problems, such as how the ex-
perts should be instructed to achieve optimal annotation accuracy without introducing
bias. In particular due to the annotation process, the current spatial ground truth of the
DIARETDB1 database is not optimal for the pixel-level performance evaluation.

The ground truth collection for both databases is surprisingly similar. Manual annota-
tions were collected from multiple experts from where the final ground truth was then
devised based on the expert agreement. In addition, each annotation was assigned with
a confidence that denoted expert’s subjective certainty. In the ROC database, however,
the confidence was collected from single expert and assigned after selecting the ground
truth, whereas in the DIARETDB1 database the confidence was gathered during the
annotations before devising the ground truth. Thus, all the experts affect with their
subjective confidence on how the ground truth is generated unlike in the ROC database.
Another issue concerns the annotation process, and thus both databases. The ground
truth was devised from manual annotations which is laborious and time-consuming to
collect, and thefore complicates the construction of large benchmarking databases. In
addition, it is difficult to measure the quality of the annotations.

The usability of the ROC database, however, is already at more mature level than DI-
ARETDB1 database. The fact that the ground truth for the test set is withheld unknown
and the evaluation is conducted online via web-based interface, the cheating is efficiently
prevented. Thus, the algorithm comparison can be regarded as fair. These shortcomings
in DIARETDB1, however, point out clear steps for the future work.

3.7.3 BRISTOLDB

BRISTOLDB is a non-public eye fundus image database that was collected by the Bris-
tol Eye Hospital for the development of automated (hard) exudate identification sys-
tem [119]. The database comprises a total of 142 eye fundus images of which 107 images
(17 normal and 90 abnormal images) were received from the author of the database and
used in the experiments. The images were captured by an ophthalmologist using a stan-
dard 45 degree field-of-view digital eye fundus camera (Canon CR6–45 Non-Mydriatic,
CR6–45NM) with a modified digital backunit (Sony PowerHAD 3CCD colour video cam-
era and Canon CR-TA). The hard exudate pixels, the BRISTOLDB ground truth, in the
images were manually annotated by a consultant ophthalmologist (Fig. 3.4). It is worth
noting that patients who had undergone the laser treatment were removed from the
database while collecting the images. The BRISTOLDB data is illustrated in Fig. 3.4.
The train and test set for BRISTOLDB was selected by choosing the first 30 images with
hard exudates to the train set and then placing the remaining 77 images to the test set.
The characteristics of the train and test sets are given in Table A.6 in Appendix A.
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(a) (b) (c)

Figure 3.4: Example image in the BRISTOLDB database and the corresponding expert anno-

tations [119]: (a) abnormal image showing hard exudates; (b) expert annotations; (c) close-up

of the expert annotations.

3.8 Summary

In this chapter, a set of guidelines were given for constructing benchmarking databases
from the scratch for eye fundus image analysis algorithms. The guidelines were based on
the demanding, laborious and time consuming experiences in collecting the benchmarking
databases DIARETDB0 and DIARETDB1 for diabetic retinopathy detection. As a re-
sult, three mandatory components were described that are required in the benchmarking:
1) true patient images, 2) ground truth, and 3) an evaluation protocol. In the collection
of the true patient images and ground truth one should most importantly remember
the distribution correspondence with the desired population, the privacy protection of
the patient data, and the use of several clinically qualified persons in the ground truth
collection. For the evaluation, an image and pixel-based evaluation approaches were
given that were based on the receiver operating characteristics analysis. In addition,
the DIARETDB0 and DIARETDB1 databases, the DIARETDB1 development kit and
the image annotation tool are publicly available to promote and help other researches
to collect and publish their data. It should be noted that the methodology presented in
this chapter is based on ROC-analysis which is widely used in eye fundus image analysis,
but it is not perhaps the only possibility for the detection of diabetic retinopathy. The
medical image analysis in general could offer alternative options.
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Chapter IV

Overall image score and multiple expert information

Two problems essential for supervised learning and classification in eye fundus image
processing is addressed in this chapter: 1) how to fuse medical annotations collected
from several medical experts into unambiguous ground truth and for training a classifier,
and 2) how to form an image-wise overall score for accurate and reliable automatic eye
fundus image analysis. The first problem arises from the typical need to collect a medical
ground truth from several experts. Currently, it is unclear how these expert opinions
(annotations) should be combined for the use of image analysis algorithms designed for
screening diabetic retinopathy. The second problem is due to the practice to diagnose the
diabetic retinopathy subject-wise. The eye fundus image analysis algorithms typically
produce spatially distinct results that should be combined into a single image-wise score
value for the subject-wise decision making. These two problems are investigated in detail,
good strategies are proposed and experimental results on the DIARETDB1 database are
reported. Both these problems are addressed by applying the baseline algorithm and the
benchmarking framework presented in Chapter 3.

4.1 Introduction

While constructing the benchmarking framework, it became evident that there are certain
crucial research problems that need to be studied further. The fusion of annotations from
several experts into single unambiguous ground truth, that can be applied in algorithm
comparison and training a classifier, was one of them. At least for eye fundus images, this
is of particular importance since the opinions of medical experts may deviate from each
other or the experts may graphically describe the same finding in very different ways.
This can be partly avoided by instructing the doctors while annotating, but as mentioned,
often this is not desired since the data can be biased and grounds for understanding the
phenomenon may weaken. Therefore, it is necessary to study appropriate fusion or voting
methods. It is worth noting that in computer vision, e.g. in visual object categorisation,
this problem has not been addressed at all (e.g., the recent LABELME database [139] or
the popular CALTECH101 [40]).

73



74 4. Overall image score and multiple expert information

Another problem arises from the difference on how the medical experts see the informa-
tion in eye fundus images in comparison to automatic image analysis algorithms. Instead
of searching for lesioned pixels or regions in the image, the medical experts attempt to
make diagnosis for the whole image using the whole depicting supporting information
in the image. Thus, the problem is how to combine a single overall image score from
the output of eye fundus image analysis algorithm that could be used as a diagnostic
test measure. Also this problem is less known in eye fundus image processing, but a
studied problem within the context of multiple classifiers or classifier ensembles (e.g.,
[92, 161, 51]). Both of the presented problems are studied using the benchmarking
framework and the baseline algorithm covered in Chapter 3 (Fig. 4.1).

GMM−FJ

Lesion detection

lesions

TESTING
BENCHMARKING FRAMEWORK PDF lesions

Train images

Test Image

Likelihood lesions

RGB lesions

Overall score

Multiple expert

BASELINE

TRAINING
BASELINE

Score

Pixel−based evaluation

Image−based evaluation

RGB image

RGB images
annotation
fusion

annotation
fusion

Annotations
Expert

Annotations
Expert Multiple expert

Figure 4.1: Overall score and multiple expert information fusion in the context of the baseline

algorithm and benchmarking framework.

The content of this chapter is reported in [89] and the chapter is organised as follows.
The presented problems are discussed in detail in Sections 4.2 and 4.3. The proposed
fusion and scoring methods are experimentally evaluated using the baseline algorithm
and the benchmarking framework presented in Section 4.5. Based on the discussions
and the presented empirical results, conclusions are drawn and the best practises for the
baseline algorithm are devised.

4.2 Overall image score selection

The medical diagnosis is typically based on prior information and laboratory tests under
strong Bayesian decision making [56]. This procedure can be interpreted as a classifier
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that takes the medical knowledge concerning the patient as its input and outputs the
decision weighted with the prior information (background knowledge). In eye fundus
image analysis, the medical knowledge is typically described using image features (colour,
texture, intensity, shape, etc.) which are directly extracted from the pixels and blocks of
an image. If the medical knowledge extracted from the eye fundus image is composed of n
features, f1, f2, . . . , fn, where each feature is a vector, then the output of an eye fundus
image analysis algorithm can be denoted as p(f1, f2, . . . , fn). The joint probability can
be approximated from the classification results (likelihoods) in terms of decision rules
using ideas from the combined classifier theory (classifier ensembles) [92]. The most
plausible combination rules applicable also here are the product, sum (mean), maximum
and median rules. The median rule was replaced with a more intuitive rank-order based
rule for the case: summax-rule, i.e., the sum of some proportion of the largest values
(summaxX%). Now, the decision rules to form an (overall) image score for the baseline
algorithm, where the extracted features are colour pixels values, x1, x2, . . . , xn, can be
written as follows:

ζim
ξi

= max
j∈n
{p(xj |ξi)}, (Max rule)

ζim
ξi

=
1
n

n∑
j=1

p(xj|ξi), (Mean rule)

ζim
ξi

=
n∏

j=1

p(xj |ξi), (Product rule)

ζim
ξi

=
∑
j∈N

p(xj |ξi), (Summax rule)

(4.1)

where ζim
ξi

is the baseline algorithm produced image score for the lesion type ξi and N
is the set of X% of the largest likelihoods p(xj |ξi). Thus, each colour pixel value xj

votes that the lesion type ξi is present in the image with the confidence p(xj |ξi). In the
formulation, the maximum and sum rules can be seen as two extrema whereas summax
operates between them so that X defines the operation point.

4.3 Ground truth estimation from multiple expert annotation

The performance of an eye fundus image analysis algorithm is typically evaluated by
comparing the algorithm result to some known reference which is commonly referred as
ground truth. In case of lesion detection, where the objective is to segment objects of
certain lesion type, the algorithm result and the ground truth are usually represented
as binary maps, where the pixel value denotes the binary decision for the object being
present in that pixel location. Hence, the ground truth is most commonly collected by
manually annotating the objects in the eye fundus image that should be detected. By
comparing the algorithm produced segmentation result and the annotated ground truth
using some predefined evaluation metric, the detection performance is then evaluated in



76 4. Overall image score and multiple expert information

terms of similarity or overlap as discussed previously in the benchmarking framework.
The manual annotations are unfortunately subjective and opinions of medical experts
may deviate, and therefore it is recommended in eye fundus image analysis to collect
annotations from multiple experts. Multiple annotations on the other hand generate
a new problem of how the annotations should be combined into a single unambiguous
ground truth. Currently, this problem has been recognised in the field of eye fundus
image analysis, but not comprehensively studied. Fortunately, there are works in the
field of medical image analysis that can be considered for the task, such as voting policy,
variation minimisation, simultaneous truth and performance level estimation (STAPLE),
and truth estimate from self distances (TESD).

Consider an eye fundus image for which n ophthalmologists annotated objects that should
be automatically detected. Furthermore, let the binary map Di represent the annotation
of ith expert, where the pixel value Di(x, y) = 1 indicates the object locations in the
eye fundus image. Now, the task is to find such binary map GT using the expert
annotations Di that would best describe the true object locations in the image. Four
different approaches from the literature for estimating such binary map is described next.

The most straightforward solution to estimate the ground truth is to use the voting
policy, where each expert votes with the pixel value Di(x, y) that the object is present
in that corresponding image location [101]. A voting threshold is then used to determine
if the location is truly part of the object as follows:

GT (x, y) =

⎧⎪⎨
⎪⎩

1, if
n∑

i=1

Di(x, y) > thrvote

0, otherwise
, (4.2)

where thrvote is the voting threshold and GT (x, y) is the binary pixel value of the ground
truth. The advantage of the voting policy is that it is simple and intuitively corresponds
to colleague consultation, where each expert is equally important.

The variation minimisation provides an alternative approach for the voting policy, where
the ground truth estimation is considered as an optimisation task. The unknown ground
truth is found by minimising the overall difference between the ground truth and expert
annotations which can be formulated as follows [101]:

E = arg min
GT

n∑
i=1

∑
∀x,y∈Di

|GT (x, y)−Di(x, y)|, (4.3)

where E is the energy that should be minimised. Thus, the final ground truth is the
binary map GT that produce the minimum energy.

A more elaborate ground truth estimation approach is proposed by Warfield et. al. [184]
which is known as simultaneous truth and performance level estimation (STAPLE). In
this method, the unknown ground truth is estimated by maximising the expert annotation
performances in comparison to the ground truth, where the annotation performance of
each expert is measured with (sensitivity, specificity)-pair. If the annotation performance
of ith expert is denoted with (SNi, SPi) then the objective is to estimate such vectors
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SN = [SN1, SN2, . . . , SNn] and SP = [SP1, SP2, . . . , SPn] chracterising the annotation
performances of n experts that maximise the following complete log-likelihood function:

( ˆSN , ŜP ) = arg max
SN ,SP

lnL(D1, D2, . . . , Dn, GT |SN , SP ), (4.4)

where ˆSN and ŜP are the optimised expert annotation performances. Thus, the final
ground truth is the binary map GT that produce the maximum agreement with the
expert annotations Di in terms of sensitivity and specificity. To solve the simultaneous
estimation of the ground truth and the expert annotation performances, the expectation
maximisation (EM) algorithm is used. The main advantage of STAPLE over other
methods is that it also estimates the ground truth quality.

In comparison to the previous methods, the truth estimation from self distances (TESD)
proposed by Biancardi and Reeves [21] provides a divergent approach. The algorithm
first computes an Euclidean distance transform for each connected region in the expert
annotations Di, where the pixels inside the region are assigned with positive distances
that increase when moving from the region border to the region centre while outside pixels
are assigned negative distances that decrease when moving away from the border. Based
on the computed distances, the pixels are weighted and labelled into four categories: inner
core, inside border, outside border and outer space. The weighted label maps of each
expert are then combined pixel-wise using the centre of gravity method and thresholded
to produce the final ground truth map GT . Note that the distance transform allows to
assign confidences also to pixels just outside the annotation border which is not possible
in the other described estimation methods.

Weighted expert area intersection

In the case of screening, it is important to detect the diseased test subjects while min-
imising the falsely detected normal test subjects. In order the image analysis algorithm
to detect such test subjects automatically, the ground truth should be representative. In
general, the mutual expert agreement is justified criteria to estimate ground truth from
multiple expert information, but perhaps not the best for screening purposes. For ex-
ample, the previously described methods would not include annotations to ground truth
if the image had only annotations from single expert out of n experts. If that single
expert is, however, truly confident that the annotations are indeed correct, it is possible
that other experts just missed those image areas. Therefore, the regions enclosed by the
annotations should be considered suspicious in the screening, and the image should be
detected and evaluated. Based on this reasoning an alternative ground truth estimation
method is presented.

In the DIARETDB1 database, the available expert information is the following (Fig. 4.2):
1) spatial coverage, 2) representative point(s), and 3) confidence level. The spatial cov-
erage consists of circles, ellipses, and polygons which loosely enclose a finding, and a
single finding may be represented by multiple primitives. The representative points are
distinctive “cue locations” that attracted the expert’s attention. The confidence level de-
scribes the expert’s subjective confidence that the annotation represents the given lesion
type, where the used confidence scale, {< 50%, > 50%, 100%}, was collectively agreed
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by the medical experts. Furthermore, the subjective expert confidences are converted to
numerical values as follows: {< 50%, > 50%, 100%} → {

1
3 , 2

3 , 1
}
. For the ground truth

estimation, the spatial coverage data and the subjective expert confidences were selected
from the available information. As an example, four independent expert annotations for
the same lesion type are illustrated in Fig. 4.3.

Representative point

Spatial coverage polygon

True finding area

Figure 4.2: The available expert information in the DIARETDB1 database. The expert’s

subjective confidence for the annotation is defined as follows: 100%, > 50% and < 50%.

Consider an eye fundus image for which n ophthalmologists annotated diabetic lesions
that should be automatically detected. Furthermore, let the confidence map Dj

ξi
repre-

sent the annotations of jth expert, where the pixel value Dj
ξi

(x, y) denotes the expert’s
subjective confidence that the lesion type ξi is present at pixel location (x, y). In compari-
son to previous, the task is now to find such binary map GT using the expert annotations
Dj

ξi
that would best describe the object locations that should be detected in the screen-

ing of diabetic retinopathy. Since the colleague consultation is the predominant working
practise among medical experts, the presented ground truth is also based on the mean
expert opinion. However, the averaging is restricted to medical experts that have made
annotations in the image, instead of computing the mean opinion over all the experts that
participated the annotation. Thus, the mean opinion image can be defined as follows:

MOPξi(x, y) =
1

n̂ξi

n̂ξi∑
j=1

Dj
ξi

(x, y), (4.5)

where MOPξi(x, y) is the mean opinion value that indicates the confidence for the lesion
type ξi to be present in the pixel location (x, y), and n̂ξi is the number of experts that
have made annotations in the image for lesion type ξi. The final ground truth GT is
produced by thresholding the mean opinion image. The expert annotations were collected
using an annotation tool that allows to make overlapping annotations and the overlap
is a problem for the presented ground truth estimation if the same expert annotates the



4.3 Ground truth estimation from multiple expert annotation 79

Figure 4.3: Four independent expert annotations (contours and representative points) for the

same lesion type (hard exudates). The representative point markers denote the confidence level

(square = 100%, triangle > 50% and circle < 50%).

same pixel twice or more by assigning each time the same lesion type label and different
confidence. For those pixels, the mean confidence is computed to produce the pixel value
Dj

ξi
(x, y). The ground truth estimation using the weighted expert area intersection is

illustrated in Fig. 4.4.

The pixel-wise ground truth for the DIARETDB1 database is derived using the fixed
mean opinion threshold value 0.75, and if pixels exist in the image after conducting ground
truth estimation for certain lesion type then that particular lesion type is considered to
be present in the image (image-level ground truth). The selected threshold denotes that
if the image comprise annotations only from single expert the subjective confidence for
the annotation has to be 100% for it to be in the ground truth. Otherwise, if the image
comprise annotations from multiple experts then their mean opinion is required to be at
least the given threshold.
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(a) (b)

Figure 4.4: Ground truth estimation using the weighted expert area intersection and the

annotations shown in Fig. 4.3: a) mean opinion image (darker value denotes higher confidence)

b) weighted expert area intersection (blue denotes the mean opinion image threshold 0.25, red

for 0.75, and green for 1.00).

4.4 Classifier training from multiple expert information

The multiple expert information also generates the question on how the annotations
should be combined for training a classifier. For the expert information available in
DIARETDB1 database there exists three intuitive solutions: i) fixed size neighbourhoods
of representative points for given confidence levels in Fig. 4.5(a), ii) mean opinion image
thresholded by a fixed mean opinion (weighted expert area intersection) in Fig. 4.4(b),
and iii) a combination - representative points masked with the result of weighted expert
area intersection in Fig. 4.5(b). As reported next, the training strategies combined with
all the possible overall scoring strategies are experimentally evaluated to find the best
solution for the baseline algorithm.

4.5 Experimental results and discussion

The experiments were conducted on publicly available DIARETDB1 database. As shown
in Fig. 4.1, the different classifier training and overall scoring strategies were evaluated
utilising the baseline algorithm and the benchmarking framework (Chapter 3). Firstly,
the baseline algorithm was trained using the colour information extracted from the image
locations produced by the selected classifier training strategy (Fig. 4.7). Secondly, the
colour pixels in the test images were classified based on the trained baseline algorithm
which resulted a full likelihood map for each tested lesion type (Fig. 4.9). Finally, the
overall image scores were computed from the likelihood maps using the proposed overall
scoring strategies.
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(a) (b)

(c) (d)

Figure 4.5: Classifier training strategies based on the representative point neighbourhoods

(derived for the annotations shown in Fig. 4.3): (a) representative point neighbourhoods (5×5);

(b) representative point neighbourhoods masked with the area corresponding 0.75 confidence;

(c) close-up of representative points; (d) close-up of masked representative points.

The performance of each setting was evaluated using the computed overall image scores
with the image-based evaluation protocol described in the benchmarking framework. The
results are qualitatively based on the ROC graphs and quantitatively on the ROC-based
quality measure EER (equal error rate) which both are introduced in the benchmarking
framework as well. For the image-based evaluation the ground truth was estimated as
described in the weighted expert area intersection.

The results in Table 4.1 indicate that better results were always achieved using the
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weighted expert area intersection training strategy than using the representative point
neighbourhood methods. Apparently, the weighted expert area intersection areas cov-
ered better the lesion colour variation required for the classification than representative
points which were concentrated only near the most salient lesion points. The results in
Table 4.1 also show that the summax rule always produced either the best results or re-
sults comparable to the best results. Since the best performance was achieved using the
weighted expert area intersection training strategy for which the pure sum (mean), max
and product rules were clearly inferior to the summax, the summax rule is preferred. Ex-
ample ROC curves for the weighted expert area intersection training strategy are shown
in Fig. 4.6. The performance of the baseline algorithm with different parameter values
of summax rule is shown in Fig. 4.8.

Table 4.1: Equal error rate (EER) for different classifier training and overall scoring strategies.

WEIGHTED EXPERT AREA INTERSECTION
0.75 1.00

max mean summax (X = 1%) prod max mean summax (X = 1%) prod
HA 0.25 0.30 0.30 0.35 0.53 0.38 0.40 0.48
MA 0.46 0.43 0.43 0.43 0.39 0.36 0.36 0.43
HE 0.32 0.27 0.27 0.25 0.22 0.25 0.25 0.25
SE 0.27 0.36 0.18 0.36 0.66 0.28 0.30 0.28

Avg. 0.33 0.34 0.29 0.35 0.45 0.32 0.33 0.36

REP. POINT NEIGHBOURHOOD
1x1 3x3

max mean summax (X = 1%) prod max mean summax (X = 1%) prod
HA 0.65 0.48 0.48 0.73 0.70 0.43 0.43 0.68
MA 0.71 0.46 0.46 0.46 0.64 0.46 0.46 0.46
HE 0.30 0.20 0.25 0.25 0.15 0.20 0.25 0.30
SE 0.36 0.36 0.36 0.36 0.46 0.36 0.36 0.36

Avg. 0.51 0.38 0.39 0.45 0.49 0.36 0.38 0.45
5x5 7x7

max mean summax (X = 1%) prod max mean summax (X = 1%) prod
HA 0.60 0.48 0.48 0.68 0.70 0.38 0.53 0.68
MA 0.68 0.43 0.43 0.46 0.46 0.43 0.46 0.43
HE 0.25 0.20 0.20 0.22 0.25 0.25 0.27 0.20
SE 0.38 0.36 0.36 0.55 0.46 0.36 0.28 0.36

Avg. 0.48 0.37 0.37 0.48 0.47 0.36 0.38 0.42

REP. POINT NEIGHBOURHOOD MASKED (AREA 0.75)
1x1 3x3

max mean summax (X = 1%) prod max mean summax (X = 1%) prod
HA 0.65 0.48 0.57 0.73 0.65 0.40 0.48 0.68
MA 0.64 0.46 0.50 0.43 0.61 0.50 0.46 0.43
HE 0.40 0.25 0.20 0.20 0.27 0.20 0.20 0.25
SE 0.54 0.28 0.30 0.36 0.22 0.28 0.28 0.36

Avg. 0.56 0.37 0.39 0.43 0.44 0.35 0.36 0.43
5x5 7x7

max mean summax (X = 1%) prod max mean summax (X = 1%) prod
HA 0.65 0.50 0.43 0.68 0.73 0.48 0.48 0.68
MA 0.52 0.43 0.43 0.43 0.55 0.43 0.50 0.43
HE 0.25 0.27 0.25 0.22 0.25 0.30 0.22 0.25
SE 0.22 0.30 0.28 0.28 0.46 0.28 0.30 0.27

Avg. 0.4100 0.37 0.35 0.40 0.49 0.37 0.37 0.41
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Figure 4.6: Baseline algorithm produced ROC curves for the different overall scoring rules

and the weighted expert area intersection training strategy (mean opinion threshold 0.75): (a)

haemorrhages; (b) microaneurysms; (c) hard exudates; (d) soft exudates.
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(a) (b)

(c) (d)

Figure 4.7: Training data produced by the weighted expert area intersection training strategy

for haemorrhages (HA) and hard exudates (HE) (points plotted using the true pixel colour):

(a-b) colour pixel values of HA and HE in the training set of DIARETDB1; (c-d) estimated

colour distributions of HA and HE using the GMM-FJ.
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Figure 4.8: Summax overall scoring rule with different parameter values and with the weighted

expert area intersection training strategy: (a) baseline algorithm produced equal error rates for

each lesion type; (b) baseline algorithm produced equal error rates averaged over the lesion

types.

Figure 4.9: Baseline algorithm produced likelihood map using the weighted expert area in-

tersection training strategy: (a) original image (haemorrhages are the red blood areas leaked

from the capillary); (b) baseline algorithm produced likelihoods for the haemorrhage areas in

the orginal image.
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4.6 Conclusion

In this chapter, two problems essential for supervised learning and classification in eye
fundus image processing were addressed: 1) how to combine medical annotations col-
lected from several medical experts into unambiguous ground truth and for training a
classifier, and 2) how to form an image-wise overall score for automatic image-based de-
cision making. Firstly, the different alternatives for estimating the ground truth, training
a classifier and forming an overall image score were discussed in the context of eye fundus
image analysis, and all the training and overall scoring strategies were then experimen-
tally verified against the DIARETDB1 database. The ground truth for the experiments
was determined using the proposed weighted expert area intersection. The experimental
results showed that the best training strategy for baseline algorithm is the weighted ex-
pert area intersection and the best overall scoring strategy is the summax rule (X = 1%).
As a conclusion, the full baseline algorithm is shown in Fig. 4.10.

GMM−FJ

Lesion detection

lesions

TESTING

TRAINING

BENCHMARKING FRAMEWORK PDF lesions

Train images

Test Image

Likelihood lesions

Weighted RGB lesions

Weighted

Summax (X=1%)

BASELINE

BASELINE

Score

Pixel−based evaluation

Image−based evaluation

RGB image

RGB images
expert area
intersection (0.75)

expert area
intersection (0.75)

Annotations
Expert

Annotations
Expert

Figure 4.10: Baseline algorithm in full for DIARETDB1 database.



Chapter V

Photometric cue in lesion detection

Eye fundus images are typically inspected by ophthalmologists and their main goal is
to detect lesions based on morbid changes in the colour, texture, or shape of tissue or
organs. From the available visual cues, the colour or photometric information is one of
the simplest features for lesion detection in eye fundus image analysis. The use of colour,
however, is often overlooked and the main efforts are put on other cues such as shape
and texture. In this chapter, the use of photometric information in detection of diabetic
retinopathy is investigated. The purpose is to study how well the lesions can be detected
by solely using photometric information, and how the photometric information should
be properly utilised in the detection. To investigate these questions, experiments are
conducted with the colour space selection, and both illuminance and colour correction.
In addition, the use of background class information to support the lesion detection
is discussed. The experimental results are based on applying the previously described
baseline algorithm and the benchmarking framework on the DIARETDB1 database.

5.1 Introduction

Photometric information, which is defined as the information resulting from the mea-
surement of light, is one of the simplest features for image processing. It affects as N-bit
brightness values in its simplest form, trichromatic colour vectors (e.g., RGB) in its most
typical form, or spectral reflectance curves in its most complete form (Fig. 5.1). The
term “colour” can be interchangeably used with photometric information despite it is
typically referring to the reflectance or chromaticity values and omitting the intensity.
The photometric information is a primitive feature that is typically considered to require
the support of higher level features, such as shape or texture. However, in visual eye
fundus image analysis, the colour has a predominant role that could not be replaced by
any other cue.

In eye fundus images, the photometric information is the photometric content of an image
or images set, where the photometric cue is the photometric evidence of particular interest

87
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Spatial Spatial
R/G/B

Spatial
Spectrum

Figure 5.1: Photometric information: (left) monochromatic image (e.g., fluorescein an-

giogram); (middle) trichromatic colour image (e.g., colour eye fundus image); (right) spectral

image.

e.g., colour of the lesions. To study how these photometric cues in the images should
be utilised to detect the diabetic lesions, the previously described baseline algorithm
(Section 3.6 and Chapter 4) and the benchmarking framework (Chapter 3) are used.
In an experimental setting, the photometric cue of the lesions is extracted from the
medical expert annotated image locations and using the baseline algorithm the lesions
are modelled based on their photometric cue. The trained baseline algorithm is used in
classification of the photometric information in the test images that results in for each
test image the likelihood maps of the tested lesion types. The pixel value in the likelihood
map denotes the probability that certain lesion type is present in that image location.
To evaluate the performance and justify the selections made, the image- and pixel-based
evaluation approaches of the benchmarking framework are applied to the likelihoods and
likelihood derived image scores. The experimental setting is further modified by adding
two steps prior to the baseline algorithm: 1) a pre-processing step to investigate the
colour space selection and both image illuminance and colour correction and 2) a step
to incorporate the background class information (background cue) to support the final
decision making. The experimental setting is illustrated in Fig. 5.2.

As the main restriction, the trichromatic values of photometric information are solely
considered. The main motivation for this arises from the fact that medical images are al-
most without exception either monochromatic (gray level) or trichromatic colour images,
although spectral information would be the ideal representation and most accurate basis
for the analysis. As the second restriction, the experimental part focuses on eye fundus
images and detecting lesions indicative of diabetic retinopathy. Moreover, the selections
in the experimental part are based on the quantitative image-based evaluation results
since the image-based evaluation approach, i.e lesion type is present or not present in
the image, is considered to correspond the “subject-wise” decision making in the clin-
ical practice. The pixel-based evaluation results are also reported as they are highly
informative for the method development and an important addition to the image-based
results. The experiments were conducted on two image databases: 1) the DIARETDB1
database to conduct the main analysis, and 2) the BRISTOLDB database to study the
applicability of the DIARETDB1 database results.

The image illuminance correction described in this chapter is reported in [90] and the
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Figure 5.2: Experimental setting to investigate the use of photometric cues in lesion detection.

chapter is organised as follows. Section 5.2 briefly reviews the studies that have investi-
gated the use of photometric information in detection of diabetic retinopathy. Section 5.3
discusses the trichromatic photometric information in eye fundus images. Section 5.4
covers the colour space selection. Section 5.5 studies the use of background class in-
formation. Section 5.6 discusses the non-uniform image illuminance and its correction.
Section 5.6 investigates the use of colour correction. Section 5.8 discusses the applica-
bility of the results. Section 5.9 studies the influence of under and overexposed pixels in
the experiments. Finally, the conclusions are drawn in Section 5.10.
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5.2 Related work

During the last decade, a considerable amount of effort has been spent on the automated
detection of diabetic retinopathy from digital eye fundus images. As a result, a number of
image processing and computer vision techniques have been published in the literature.
The relevant research was given in Section 2.5 which encapsulated the main algorithms
used in the field during the past 10-15 years. Despite the numerous elaborate algorithms;
the strength of colour cue is not very often studied, although it is regarded as a powerful
descriptor with substantial potential [188, 127]. One of the few studies that examine the
strength of colour cue for diagnosis of eye fundus images was conducted by Truitt et al.
in [168], where RGB colour information was studied by analysing the class distribution
properties (histograms) of anatomically normal and pathological areas in digitised retinal
images. It was concluded that despite an overlap exist in colour of retinal tissues, it may
be possible to separate diabetic lesions from the non-lesion areas solely based on colour
information.

5.3 Trichromatic photometric information

In colour eye fundus photography, the image of retina is created by emitting a flash lamp
produced light into patient’s eye through complex fundus camera optics and capturing
the reflected light to the camera sensor. If the emitted light is characterised with the
power spectrum L(λ), the reflective properties of the retina with the reflectance function
S(λ) then the reflected light C(λ) = L(λ) · S(λ) enters the camera, where it is sampled
by the camera sensor. In the RGB camera, the photometric information is reproduced
by combining three colour channels (trichromacy) in which the RGB values are given
by [103],

R =
∫

R(λ)L(λ)S(λ)dλ, (5.1)

G =
∫

G(λ)L(λ)S(λ)dλ, (5.2)

B =
∫

B(λ)L(λ)S(λ)dλ, (5.3)

where R(λ), G(λ) and B(λ) define the spectral sensitivity of the camera sensor and the
integral covers (λ) the visible spectrum ranging from 400 to 700 nanometres. The light
in the camera is divided into RGB colour components either using colour filter arrays
(e.g. Bayer filter) or beam splitters (e.g. three-charge-coupled devices, 3CCD). In the
first option, a filter mosaic is set over the photosensitive elements of the camera sensor
to capture the colour information. In the second option, the incoming light is divided
and directed into three separate camera sensors using a prism assembly.

In the RGB representation, RGB values are dependent on the illuminant, imaged target
and the camera sensor sensitivities. If the same retina was imaged with two different
uncalibrated fundus cameras, the RGB content of the lesions would be different in the
images due to changed illumination and camera sensitivity characteristics. In addition,
the RGB representation combines the colour (chrominance) and intensity (luminance)
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information for which the chromaticity coordinates (normalised RGB) can be derived as
follows [103]

r̂ =
R

(R + G + B)
, ĝ =

G

(R + G + B)
, b̂ =

B

(R + G + B)
, (5.4)

where the image intensity is R + G + B and r̂ + ĝ + b̂ = 1.

5.4 Colour space selection

The first concern with trichromatic photometric information is the colour space selection.
There are numerous colour spaces available, but the appropriate colour space is typically
selected for each application separately since none of the colour spaces is universally
better than the others. However, it is assumed that any particular space constructed
using a linear transformation from another should not affect the results. Any linear
colour space from the RGB values is given by

⎡
⎣ R

G
B

⎤
⎦ =

⎡
⎣ h11 h12 h13

h21 h22 h23

h31 h32 h33

⎤
⎦

⎡
⎣ R

G
B

⎤
⎦ , (5.5)

where the 3× 3 matrix defines a linear transformation to the colour space RGB.

The search for suitable colour space is further restricted to two issues that can affect the
analysis: expert annotations and lesion separability in the colour space. Since the expert
annotations have been performed manually by medical doctors using RGB displays, it is
motivating to study whether the colour representation has any effect on the analysis. If it
had, colour spaces designed to model the human colour vision (such as CIE L*a*b*) would
represent the ground truth better. Another important issue that directly contributes to
the ability of the baseline algorithm to discriminate the lesions is how photometric cues of
lesions are distributed in the colour space. To study the addressed issues, two delicately
selected colour spaces are used in the experiments: CIE L*a*b* and HSV. Instead of
experimenting with all the possible alternatives, the selected colour spaces are used to
indicate if further experiments are required.

5.4.1 CIE L*a*b*

CIE L*a*b* is a perceptually uniform colour space recommended by the Commission
International d’Eclairage (CIE) [27], where L* denotes the lightness axis and the colour
opponents a* and b* define the red-green and yellow-blue axes. In theory, a unit Euclidian
distance in CIE L*a*b* is the threshold for a human to distinguish colour difference. The
colour transformation from XYZ to CIE L*a*b* colour space is a non-linear mapping
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and defined as

L∗ = 116 f(
Y

YN
)− 16,

a∗ = 500
[
f(

X

XN
)− f(

Y

YN
)
]

,

b∗ = 200
[
f(

Y

YN
)− f(

Z

ZN
)
]

,

where

f(t) =
{

t
1
3 , if t > 0.008856

7.787t + 16
116 , otherwise

(5.6)

Here X , Y and Z are the red, green and blue for standard observer (CIE 1931 XYZ),
and XN , YN and ZN define the illuminant dependent reference white point in the XYZ
colour space. In general, the characteristics of the illuminant should be known when
transforming RGB to XYZ values, and further to the L*a*b* colour space. However, if
image capturing is conducted using the same camera under the same illuminant then the
white point in the transformation can be fixed, e.g. CIE standard illuminant D65.

5.4.2 HSV

HSV is an alternative colour representation for RGB that is based on the perceptual
variables: hue (H), saturation (S) and value (V) [154]. The hue and saturation are
presented in polar coordinates and the value defines the brightness axis. Although, the
colour axes are defined as perceptual variables the HSV colour space does not model
human colour vision. The transformation from RGB to HSV colour space is nonlinear
mapping and defined as

H =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if Δ = 0

(360 + 60 · G−B

Δ
) mod 360, if max(R, G, B) = R

120 + 60 · B −R

Δ
, if max(R, G, B) = G

240 + 60 · R−G

Δ
, if max(R, G, B) = B

S =

⎧⎪⎨
⎪⎩

0, if V = 0

Δ
V

, otherwise

V = max(R, G, B),

(5.7)

where Δ = V −min(R, G, B), H ∈ [0, 360[ and S ∈ [0, 1].
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5.4.3 Experimental results and discussion

The quantitative DIARETDB1 results for the RGB, CIE L*a*b* and HSV colour spaces
are shown in the Tables 5.1 and 5.2. The mean ROC curves are plotted in Figs. B.1
and C.1 in Appendices B and C. From the quantitative results in Tables 5.1 and illustra-
tions in Fig. B.1, it is evident that the selection of the colour space has only little or no
effect when comparing colour spaces on image-basis. However, in the pixel-based com-
parison both colour spaces produced better results than RGB colour space (Table 5.2).
Since it was specified that the selections in the experiments are based on the quantitative
image-based results (Sec. 5.1), it is motivated to continue using the RGB colour space.
Any bias related to the colour space does not affect the image-based decision making,
or it is compensated by the GMM estimation. This result is well in accordance with
the results from other fields (e.g., face detection by skin colour [105]), and supports the
finding that Gaussian mixture models are most accurate for data in unnormalised colour
spaces. The training error for the baseline algorithm using RGB colour space is shown
in Tables D.1 and D.2 in Appendix D, and in Figs. D.1 and D.2 .

Table 5.1: Mean EER results (image-based evaluation) for the baseline algorithm using different

colour spaces. Due to the stochastic nature of GMM-FJ initialisation, training, testing and

evaluation of each entry was conducted three times.

HA MA HE SE Avg.
Baseline (RGB) 0.29 0.48 0.24 0.25 0.31
CIE L*a*b* 0.30 0.46 0.25 0.28 0.32
HSV 0.35 0.43 0.25 0.28 0.33

Table 5.2: Mean EER results (pixel-based evaluation) for the baseline algorithm using different

colour spaces. Due to the stochastic nature of GMM-FJ initialisation, training, testing and

evaluation of each entry is conducted three times.

HA MA HE SE Avg.
Baseline (RGB) 0.37 0.36 0.39 0.41 0.38
CIE L*a*b* 0.37 0.36 0.34 0.39 0.36
HSV 0.34 0.35 0.30 0.37 0.34

5.5 Utilising background class information

In the previous experiments, the training was performed only using the colour information
of the lesion types. The decision whether a lesion type is present or not in the test image
or test image pixel was solely based on the colour information of that specific lesion
type while the information concerning other retinal structures and other lesion types
was neglected. Thus, no assumptions were made about other retinal structures or lesion
types. In this section, both “lesion type present” and “lesion type absent” classes are
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modelled instead of just modelling the “lesion type present” class. The objective is to
study if the use of background class can support the detection of diabetic retinopathy.

As previously, the detection problem is to determine to which category a given image
or pixel belongs, where the possible classes are “lesion type present” and “lesion type
absent” (background). In this case, however, both classes have a representative density
functions, and therefore the decision for given pixel value can be written as follows:

p(ξi)p(x|ξi) > p(ξ̄i)p(x|ξ̄i), (5.8)

where p(ξi), p(ξ̄i) are the prior probabilities for the lesion type ξi and the background
class ξ̄i, and p(x|ξi) and p(x|ξ̄i) are the corresponding probability density functions with
respect to the colour pixel value x. Equivalently, Eq. 5.8 can be written in form:

lξi(x) =
p(x|ξi)
p(x|ξ̄i)

>
p(ξ̄i)
p(ξi)

, (5.9)

where the term lξi(x) is known as the likelihood ratio. Now, the pixel and image scores
can be derived from the likelihood ratios as follows:

ζpix
ξi

= lξi(x),

ζim
ξi

=
∑
j∈N

lξi(xj), (Summax rule)
(5.10)

where N is the set of X% of the largest lξi(xj). To estimate the density function p(x|ξ̄i)
that represents the background class, the training data was extracted from randomly
selected image locations for which none of the experts labelled to belong to lesion type
ξi. The training data was sampled instead of using the whole set to conduct GMM-FJ
estimation in reasonable time. The used pixel counts per training image were: 100,
1000, 10000. It is also noteworthy to mention that the evaluation in this case searches
automatically for each lesion type the ratio of prior probabilities, P (ξ̄i) and P (ξi), that
best discriminates the lesioned pixels and images from non-lesioned ones with respect to
sensitivity and specificity.

5.5.1 Experimental results and discussion

The quantitative DIARETDB1 results for the use of background class information to
support lesion detection are shown in Tables 5.3 and 5.4. The mean ROC curves are
plotted in Figs. B.2 and C.2 in Appendices B and C. The quantitative results indicate
that the use of background class information indeed improves the pixel-level performance
especially for hard and soft exudates, and regardless of the used pixel count. On the other
hand, the division in the likelihood ratio easily produced outlier pixels when the likeli-
hoods were small, and since the likelihood behaviour in the image is relatively irregular
the outliers pixels were very likely. This clearly affects the image-level performance when
the summax rule with 1% of the highest likelihood ratios (X=1%) were used to indi-
cate the presence of certain lesion type in the image. Fortunately, the experiments also
showed that the outlier effect can be compensated by increasing the pixel count in density
estimation and the proportion of the largest likelihood ratios in the summax rule (e.g.
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X=80%). In conclusion, the use of background class information is recommended, since
it produced better performance on pixel-level and can achieve comparable performance
on image-level.

Table 5.3: Mean EER results (image-based evaluation) for the baseline algorithm using the

background class information. The number denote the pixel count (100,1000,10000) per image

used in the training of background classes. Due to the stochastic nature of GMM-FJ initialisa-

tion, training, testing and evaluation of each entry is conducted three times.

HA MA He SE Avg.
Baseline (RGB) 0.29 0.48 0.24 0.25 0.31

Summax (X = 1%)
Lr100 0.25 0.51 0.37 0.35 0.37
Lr1000 0.29 0.49 0.35 0.35 0.37
Lr10000 0.32 0.50 0.25 0.36 0.36

Summax (X = 80%)
Lr100 0.27 0.49 0.36 0.29 0.35
Lr1000 0.29 0.51 0.32 0.26 0.34
Lr10000 0.31 0.49 0.24 0.28 0.33

Table 5.4: Mean EER results (pixel-based evaluation) for the baseline algorithm using the back-

ground class information. The number denote the pixel count (100,1000,10000) per image used

in the training of background classes. Due to the stochastic nature of GMM-FJ initialisation,

training, testing and evaluation of each entry is conducted three times.

HA MA HE SE Avg.
Baseline (RGB) 0.37 0.36 0.39 0.41 0.38
Lr100 0.36 0.36 0.27 0.37 0.34
Lr1000 0.37 0.36 0.32 0.37 0.35
Lr10000 0.35 0.35 0.27 0.37 0.34

5.6 Image illuminance correction

The imaging process is itself an error source. Specifically, non-uniform image illuminance
due to non-uniform illumination on the imaged object and imaging optics is common in
eye fundus images. This deficiency is clearly visible in all eye fundus images, where light
enters through a relatively small aperture (pupil) to the centre of the eye fundus and part
of the intensity is lost towards the fundus borders (Fig. 5.3(a)). A few simple methods for
illuminance correction, such as using components a* and b* of the CIE L*a*b* colour
space (Eq. 5.6) or normalised RGB (Eq. 5.4), do exist. In general, however, proper
illuminance correction is always problem-specific and should be based on measurements
supporting the general knowledge of optics and physics. The bright centre and dim
borders in fundus images are due to the imaged object (the eye fundus with a 3-D concave
shape), wide-angle optics of the eye fundus cameras, and geometry of the sensor array.
To overcome the non-ideal nature of imaging systems without accurately modelling a
specific system, a set of existing correction methods is compared. Most of them are based
on known optical imaging system characteristics, such as the cos4 law and Kang-Weiss
illuminance model, or on indirectly derived information such as the radial, bivariate,
elliptic, and polynomial parametric models [90]. Before describing the parametric models,
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the relation between the imaging and the image illuminance, and how it is corrected is
described.

5.6.1 Imaging and illuminance

The imaging process is modelled as I(x, y) = fc(r(x, y)+ε1)+ε2, where I(x, y) is the pixel
value of the observed image, fc(.) is the radiometric response function of the imaging
system, r(x, y) is the light received by the pixel which is corrupted by ε1 (shot and thermal
noise) and ε2 (quantisation error, amplifier noise, D/A and A/D noise) [169]. To include
the non-uniform image illuminance in the imaging model, the term fc(r(x, y) + ε1) can
be written as fc(r(x, y) · ϕ(x, y) + ε1), where ϕ(x, y) is a distortion factor that represent
illuminance degradation and r(x, y) · ϕ(x, y) represents pixel-wise multiplication. By
assuming small noise level compared to the signal, the terms ε1 and ε2 can be ignored,
and the the imaging model simplifies to form

I(x, y) = fc(r(x, y)) · ϕ(x, y) = I0(x, y) · ϕ(x, y), (5.11)

where I0(x, y) is the distortion free image and ϕ(x, y) is the distortion factor estimated
using the model-based correction methods. Note that the imaging model is possible to
derive also as an additive model I0(x, y) + ϕ(x, y) [166]. Empirically, the additive model
seems to be less sensitive to estimation errors, whereas the multiplicative model preserves
the contrast. In this section, multiplicative model is used.

5.6.2 Illuminance estimation and its correction

The image illuminance is estimated by fitting a parametric model to the image points
that represent the image illuminance. The method proposed in [48] assumes that areas
which do not contain sudden changes reveal such behaviour. By following this method,
background image points that exclude disease, blood vessels and optic disc are extracted
from the intensity image by using the standard deviation and average pixel value in a
sliding window. If the distance between the centre pixel value and the average pixel value
of the sliding window is less than standard deviation, the centre pixel is considered as
background. The parameters are recovered by minimising the sum squared distance be-
tween the parametric model and the background points. Now, the illuminance corrected
image from for Eq. 5.11 can be recovered from the fitted result as follows:

I0(x, y) =
I(x, y)
ϕ(x, y)

≈ I(x, y)
φ(x, y)

, (5.12)

where φ(x, y) is the fitted parametric model value at image location (x, y). In the RGB
colour space, the natural choice for the background point extraction and the image
illuminance estimation is the intensity [(R + G + B)/3], but in the case of eye fundus
images the red channel can be used directly [138]. The distortion free RGB image can
be recovered simply by dividing pixel-wise each colour channel of the image separately
with the same correction factor as follows

R0(x, y) =
R(x, y)
φ(x, y)

, G0(x, y) =
G(x, y)
φ(x, y)

, B0(x, y) =
B(x, y)
φ(x, y)

, (5.13)
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where R0(x, y), G0(x, y) and B0(x, y) are the colour channels of the illuminance corrected
image, and R(x, y), G(x, y) and B(x, y) the corresponding channels of the illuminance
degraded image. The image illuminance correction is illustrated in Fig. 5.3.

(a) (b)

(c) (d)

Figure 5.3: Example illuminance correction of an eye fundus image: (a) original image with

degraded illuminance; (b) data representing the degraded illuminance (denoted blue in the

image) (c) estimating degraded illuminance with a parametric model (bivariate polynomial);

(d) illuminance corrected image.

5.6.3 Parametric illuminance models

For simple lenses, the natural vignetting is approximated using the cosine law of illumi-
nation [135]. For the pixel (x, y) with distance r from the image centre, the cosine law
can be formulated in a form as
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φc(x, y) = L0 cos4(tan−1(r/f)), (5.14)

where f is the effective focal length, L0 is the (maximum) irradiance at the image centre.
The default power for the cosine is four as in Eq. 5.14, but corrective measures applied
to the wide-angle optics reduce the power.

A more elaborate model based on physical consideration was proposed by Kang and
Weiss [84]. In addition to radial falloff Gk, the model includes the off-axis illumination
Ak and the observed object tilt Tk [84]. For the pixel (u, v) with the distance r from the
image centre (u, v) = (0, 0), the model is formulated as φk(u, v) = AkGkTk, where

Ak =
1

(1 + (r/f)2)2
,

Gk = (1− α0r) ,

Tk = cos τ

(
1 +

tan τ

f
(u sin χ− v cosχ)

)3

. (5.15)

f is the effective focal length, α0 represents the radial vignetting factor coefficient, τ
describes the rotation of the observed planar object around the axis parallel to the optical
axis, and χ describes the rotation of the observed planar object around the x-axis. To
compare the radial polynomial model and the Kang-Weiss model, the radial falloff term
Gk is replaced with φr(x, y) from Eq. 5.16.

The radial polynomial model is a common model for approximating symmetrical radial
falloff of intensity with increasing distance from the image centre (e.g., in image mosaic-
ing [91]). The radial falloff for the pixel (x, y) is defined as

φr(x, y) = α0 + α1r + α2r
2 + · · ·+ αnrn, (5.16)

where r is the distance from the image centre and α0, α1, . . . , αn are the estimated pa-
rameters.

A more general approach to estimate the intensity falloff, also applied for eye fundus
images in [109], is to use polynomial functions which are not necessarily concentric with
the image centre and do not require symmetry [138]. A polynomial up to the second
order for the pixel (x, y) is defined as

φp(x, y) = β0 + β1x + β2y + β3x
2 + β4y

2 + β5xy, (5.17)

where β0, β1, . . . , β5 are the estimated parameters.

The empirical model proposed for retinal illumination correction in [64] approximates
vignetting and uneven illumination with elliptic paraboloids which are allowed to shift,
scale and rotate. The elliptic paraboloid for the pixel (x, y) is defined as

⎡
⎣ x

y
φe(x, y)

⎤
⎦ = Ry(p9)Rx(p8)Rz(p7)

⎡
⎣ x− p1

y − p2

z

⎤
⎦ , (5.18)
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where

z = p6(
(x − p1)2

p4
+

(y − p2)2

p5
) + p3 . (5.19)

Ry, Rx, Rz correspond to the rotation matrices around the corresponding coordinate
axis and p1, p2 . . . p9 are the estimated parameters. In [64], both the intensity falloff and
luminosity glare in the periphery of the image were modelled. However, in this study only
the intensity falloff towards the image border is considered. The illuminance estimation
of image in Fig. 5.3 using the parametric models are illustrated in Fig. 5.4.

(a) (b) (c)

(d) (e) (f)

Figure 5.4: Examples of estimated image illuminances using the parametric models: (a) Im-

age used in the illuminance estimation (red channel) (b) cos4 law of illumination; (c) Kang-

Weiss model; (d) 3rd order radial polynomial; (e) 4th order bivariate polynomial; (f) elliptic

paraboloid.

5.6.4 Experimental results and discussion

The quantitative DIARETDB1 results for the illuminance correction are shown in the
Tables 5.5 and 5.6. The mean ROC curves are visualised in Figs. B.3 and C.3 in Ap-
pendices B and C. The quantitative results given in the Table 5.5 show that the simple
heuristic methods, ab (from Lab) and rg (from normalised RGB), decreased the per-
formance, and most other methods had a negligible effect (cos4, elliptic, Kang-Weiss,
radial,). Although, the results were not promising, the results in Fig. B.3 states that
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the best method (fourth order polynomial) improves the detection in the high specificity
range, which is important from the clinical point of view, and otherwise the performance
is comparable to the baseline algorithm or better. The results indicate that illuminance
correction could indeed be helpful if correctly applied, where the improvement would be
accomplished in the spatial domain rather than at image level (Fig. F.1 in Appendix F).
This can be explained by the fact that the correction reduces the colour variance, but
the relative difference between each lesion and background is not substantially affected.
The results also address that image illuminance correction is task specific and the general
approaches presented in this thesis are not efficient in the case of eye fundus images.

In general in the eye fundus imaging, the illuminance correction does not substantially
affect the detection accuracy in good imaging conditions since machine learning methods
such as the GMM-FJ estimation can compensate the elementary non-idealities. It is
clear that the fourth order polynomial slightly improves the results, but due to its general
nature it is not optimal for the task-dependent correction procedure. To keep the baseline
as general as possible it is preferred not to include the illumination correction; both the
standard heuristic methods and the optics-based methods (cos4, order 3 radial, elliptic
and Kang-Weiss) failed to improve the results.

Table 5.5: Mean EER results (image-based evaluation) for the baseline algorithm using illumi-

nance correction. Due to the stochastic nature of GMM-FJ initialisation, training, testing and

evaluation of each entry is conducted three times.

HA MA He SE Avg.
Baseline (RGB) 0.29 0.48 0.24 0.25 0.31
a*b* (CIE L*a*b*) 0.29 0.55 0.32 0.28 0.36
rg (R+G+B=1) 0.29 0.39 0.30 0.36 0.34
cos4 0.36 0.45 0.25 0.28 0.34
Radial poly (ord. 3) 0.33 0.46 0.22 0.28 0.32
Elliptic parab. 0.30 0.42 0.25 0.31 0.32
Kang-Weiss (ord. 3) 0.33 0.36 0.25 0.31 0.31
Polynomial (ord. 4) 0.33 0.35 0.25 0.28 0.30

Table 5.6: Mean EER results (pixel-based evaluation) for the baseline algorithm using illumi-

nance correction. Due to the stochastic nature of GMM-FJ initialisation, training, testing and

evaluation of each entry is conducted three times.

HA MA He SE Avg.
Baseline (RGB) 0.37 0.36 0.39 0.41 0.38
a*b* (CIE L*a*b*) 0.39 0.38 0.36 0.40 0.38
rg (R+G+B=1) 0.37 0.38 0.32 0.39 0.37
cos4 0.39 0.37 0.32 0.43 0.38
Radial poly. (ord. 3) 0.38 0.39 0.32 0.42 0.38
Elliptic parab. 0.36 0.36 0.31 0.37 0.35
Kang-Weiss (ord. 3) 0.36 0.36 0.31 0 .38 0.35
Polynomial (ord. 4) 0.35 0.36 0.33 0.40 0.36
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5.7 Colour correction

The photometric information should be consistent over all the images representing the
same finding or landmark, but there are several natural sources of photometric variation
in eye fundus images: changing of the imaging device or its parameters (e.g., eye fundus
camera), changing of the illumination source (spectral changes depending on the illumi-
nation source and time), and normal variation between the individuals (including iris,
lesions and tissues affecting the imaging). From the computational and clinical viewpoint,
the classifier should cope with the normal variation, but other inconsistencies should be
minimised. The best solution is to calibrate the imaging system. Unfortunately, eye
fundus images are typically captured using uncalibrated imaging systems with unknown
imaging parameters, and one cannot rely on the photometric consistency between the
images. Therefore, known techniques for normalising the colours are applied including
an additional novel approach.

The colour correction is focused on reference-based methods, where the images are
mapped to a common colour space that is expected to minimise the colour variance
within a lesion type. Therefore, the aim is not only to ensure that the colour remains
the same under varying illumination, but also to control the normal colour variations
such as pigmentation. A set of well-known colour normalisation techniques such as his-
togram matching, and comprehensive colour normalisation [42] were compared in [58] for
reducing the photometric variance between retinal colour images. Since the histogram
specification was considered the best method, it was implemented [67] and included in
the study along with a similar reference-based method known as colour transfer [134]. In
addition, a straightforward method is proposed that is based on retinal landmark match-
ing using a homography which estimates the linear transform between a template and an
input image with annotated landmarks. The typical landmarks for the purpose are optic
disc, fovea, blood vessels, fundus, and the black borders surrounding the image. Using
the transform, all the pixel values can be transformed into the template colour space.
As a comparison, the first two methods derive the reference colour space from colour
content of a single image, whereas the last-mentioned constructs a mean reference space
based on the colour information extracted from multiple images. Next, the methods are
described in detail.

5.7.1 Histogram matching

Histogram matching [67], where observed image distribution is mapped to the reference
image distribution through histogram equalisation, is conducted on each eye fundus image
to acquire similar colour appearance over the image set. If pr(ν) is the reference images’s
probability density function with respect to an intensity value ν then the mapping Tr(ν)
defines the histogram equalisation as follows:

Tr(ν) =
∫

ν

pr(ν)dν. (5.20)

If the mapping Ts(ν) for observed image is computed similarly then the intensity value
ν can be mapped to the reference image distribution by finding the inverse transform
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ν̂ = T−1
r (Ts(ν)) [67]. In the case of colour images the procedure is conducted on each

colour channel separately.

To compensate the unwanted artefacts caused by the histogram matching, the kernel
density estimation is used to smooth the image channel distributions [67, 148]. For ex-
ample, the probability density function pr(ν) can be approximated as a sum of Gaussians
centred on each pixel value νi in the image as follows:

pr(ν) =
1
n

n∑
i=1

N (ν|νi, σ
2), (5.21)

where n is the pixel count in the image and σ is the smoothing factor (bandwidth). By
approximating both distributions the smoothing factor becomes a trade-off factor be-
tween the distributions. A value of σ = 0.05 was empirically chosen. Example histogram
matching is shown in Fig. 5.5.
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Figure 5.5: Colour correction based on histogram matching: (a) reference image histogram; (b)

kernel density smoothed reference image histogram; (c) observed image histogram; (d) corrected

image histogram.
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5.7.2 Colour transfer

Colour transfer is a straightforward colour correction method to transfer colour char-
acteristics of an image to another based on simple image statistics [134]. First, source
and target images are transformed into colour space which minimises the colour channel
correlations, and then the mean and standard deviations of the two images are matched.

In the construction of decorrelated colour space, an ensemble of spectral images that rep-
resented naturally occurring images were converted into LMS colour space, where L,M,
and S corresponds to the spectral sensitivities of human cones [137]. The principal com-
ponent analysis was applied to LMS colour data to maximise the decorrelation between
axes. As a result, for given point in the LMS colour space the following transform were
suggested [134]:

⎡
⎣ l

α
β

⎤
⎦ =

⎡
⎢⎣

1√
3

0 0
0 1√

6
0

0 0 1√
2

⎤
⎥⎦

⎡
⎣ 1 1 1

1 1 −2
1 −1 0

⎤
⎦

⎡
⎣ log L

log M
log S

⎤
⎦ , (5.22)

where l represents an achromatic channel and α and β are the chromatic yellow – blue and
red – green opponent channels. The LMS values are converted from RGB values via XYZ
colour space using device independent conversion that maps the white in the chromaticity
diagram (CIE xy) to white in the RGB space. Since the white in the chromaticity diagram
is defined as x = X/(X + Y + Z) = 0.333 and x = Y/(X + Y + Z) = 0.333, the required
conversion maps X = Y = Z = 1 to R = G = B = 1. In consequence, the desired
RGB-to-LMS mapping becomes [134]

⎡
⎣ L

M
S

⎤
⎦ =

⎡
⎣ 0.3811 0.5783 0.0402

0.1967 0.7244 0.0782
0.0241 0.1288 0.8444

⎤
⎦

⎡
⎣ R

G
B

⎤
⎦ . (5.23)

When the source and target image are mapped to lαβ colour space, the colour transfer is
conducted by matching the means and standard deviations of each axis separately. For
each component in the lαβ colour space the corrected values can be computed as follows:

ĉ =
σt

σs
(cs − 〈cs〉) + 〈ct〉, (5.24)

where cs is the component pixel value in the source image, ĉ is the corrected pixel
value, 〈cs〉 is the mean, and σs is the standard deviation. The corresponding mean and
standard deviation for the target image are 〈ct〉 and σt. The correction is conducted
component-wise for for all the pixels in the source image. The corrected image in lαβ
colour space is converted back to RGB via LMS and XYZ colour spaces using the following
transformations:

⎡
⎣ log L

log M
log S

⎤
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⎤
⎦ , (5.25)



104 5. Photometric cue in lesion detection

⎡
⎣ R

G
B

⎤
⎦ =

⎡
⎣ 4.4679 −3.5873 0.1193
−1.2186 2.3809 −0.1624

0.0497 −0.2439 1.2045

⎤
⎦

⎡
⎣ L

M
S

⎤
⎦ . (5.26)

5.7.3 Geometric colour correction using image landmarks

Geometric colour correction using landmarks utilises the colour information of visible
image landmarks such as optic disc, fovea, blood vessels, fundus, and the black area
outside the fundus. The idea is that a landmark set defined by the mean colour of each
landmark characterises the image colour content (Fig. 5.6). To normalise the colour
appearance over the image set, a common reference landmark set is constructed, where
the images (landmark sets) are mapped using linear transformations. In the literature,
a similar method is used for object localisation [82].
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Figure 5.6: Example landmark set: (a) Manually annotated areas of retinal landmarks in an

eye fundus image (red=optic disc, green=eye fundus, magenta=blood vessels, blue=fovea and

cyan=border); (b) Landmarks set defined by the mean colour of the annotated landmark areas.

A landmark set of n landmarks with mean colours (ri, gi, bi) is represented as a vector
X = [r1, . . . , rn, g1, . . . gn, b1, . . . bn]T . For given K training landmark sets (Fig. 5.7),
the reference landmark set is constructed by aligning each training set so that the sum
distances of each training set to the reference is minimised:

ε =
K∑

i=1

|X̄ − Ti(Xi)|2 , (5.27)

where X̄ is the reference landmark set, Xi is the ith example landmark set and Ti is
the alignment operator (linear transformation) for ith example landmark set.
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Figure 5.7: Training landmark sets extracted from the manually annotated areas in the training

images and plotted to the RGB colour space (dashed line denotes the landmark variance and

the black “x” denotes the mean).

To solve the reference landmark set in Eq. 5.27, an iterative solution is proposed based on
the algorithm in [24]. A random training landmark set is selected as the initial reference
set. Each training set, at a time, is selected and transformed to the reference set by
estimating the corresponding homography. After each transformation, the reference set
is updated by computing the average landmark set from the transformed training sets.
These procedures are repeated until each training set is used. Several random seeds are
tried and the best is selected as the final reference landmark set. The reference landmark
set construction is presented in Algorithm 3.

Algorithm 3 Reference landmark set construction
1: for Number of random seeds do
2: Current reference set (curr ref set) ← Select a random training landmark set
3: for each training landmark set (curr train set) do
4: Estimate homography from the curr train set to the curr ref set
5: Transform the curr train set to the curr ref set
6: curr ref set ← mean of transformed training landmark sets
7: end for
8: Transform all the training landmark sets to the curr ref set
9: Compute the sum distances (ε) of each transformed training set to the curr ref set

10: if ε < εbest then
11: best ref set ← curr ref set
12: end if
13: end for
14: Return the best reference landmark set (best ref set)

The colour correction step for an image is straightforward: 1) extract and compute the
landmark set; 2) estimate linear transformation from the landmark set to the reference
set; 3) colour correct the image using the estimated linear transformation. The main mo-
tivation for using colour correction in this thesis is to study on how the colour correction
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affects the lesion detection, and therefore the images are corrected using landmark sets
derived from the manually annotated image areas. An example correction is illustrated
in Fig. 5.8.
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Figure 5.8: Training landmark sets illustrated in Fig. 5.7 are transformed to the reference

landmark set using the similarity transform (black “x” denotes the reference landmark locations

and the dashed line denotes the variance of transformed training landmarks).

5.7.4 Experimental results and discussion

The quantitative DIARETDB1 results for the colour correction are shown in Tables 5.7
and 5.8 (Entry 1). The mean ROC curves are visualised in Figs. B.4 and C.4 in Appen-
dices B and C. The quantitative DIARETDB1 results for the illuminance and colour
correction are given in the same tables (Entry 2) and the mean ROC curves are visualised
in Figs. B.5 and C.5 in Appendices B and C. In the tables, Geometric 1 corresponds
to a linear transformation under similarity using the following landmarks: blood vessels,
eye fundus and black background. Geometric 2 corresponds to the same transformation,
but the following landmarks are used: optic disc, fovea, blood vessels, fundus, and black
background.

Colour correction methods clearly transform the appearance of eye fundus images to a
more similar representation (Figs G.1 and H.1 in Appendices G and H). However, the
quantitative results show that histogram matching is the only method that essentially
improved the results. Since the histogram matching is a non-linear operation, the use of
linear transformations in the geometric colour correction is not well-grounded. In addi-
tion, colour correction on its own performed better than the combination of illuminance
and colour correction. This can be explained by the fact that illuminance correction is
partially included in the colour correction methods and the used feature (pixel colour)
did not exploit the spatial information (e.g. texture).

In general, the diabetic retinopathy seems to affect the colour of the retina as a whole
due to its metabolic nature. By normalising the images to incorporate the same colour
content, colour information between normal and abnormal images becomes mixed. The
confusion of the underlying colour distributions of normal and abnormal images is not
a desired property from the diagnostic point of view. Therefore, the methods presented
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are only recommended for visualisation purposes, although the quantitative results imply
the colour correction can be useful in the case of diabetic retinopathy.

Table 5.7: Mean EER results (image-based evaluation) for the baseline algorithm using colour

correction. Due to the stochastic nature of GMM-FJ initialisation, training, testing and evalu-

ation of each entry is conducted three times.
Ha MA HE SE Avg.

Baseline (RGB) 0.29 0.48 0.24 0.25 0.31

Entry 1

Colour transfer 0.66 0.54 0.53 0.58 0.58
Geometric 1 0.34 0.56 0.38 0.33 0.41
Geometric 2 0.43 0.53 0.37 0.46 0.45
Histogram match. 0.29 0.41 0.20 0.20 0.27

Entry 2

Poly. (ord. 4) + Col. Trans. 0.34 0.46 0.30 0.50 0.40
Poly. (ord. 4) + Geometric 1 0.49 0.48 0.43 0.39 0.45
Poly. (ord. 4) + Geometric 2 0.40 0.51 0.38 0.54 0.46
Poly. (ord. 4) + Hist. match. 0.33 0.41 0.20 0.28 0.31

Table 5.8: Mean EER (pixel-based evaluation) results for baseline algorithm using colour cor-

rection. Due to the stochastic nature of GMM-FJ initialisation, training, testing and evaluation

of each entry is conducted three times.
Ha MA HE SE Avg.

Baseline (RGB) 0.37 0.36 0.39 0.41 0.38

Entry 1

Colour transfer 0.49 0.37 0.39 0.40 0.41
Geometric 1 0.36 0.33 0.32 0.39 0.35
Geometric 2 0.37 0.36 0.36 0.44 0.38
Histogram match. 0.38 0.32 0.30 0.34 0.34

Entry 2

Poly. (ord. 4) + Col. Trans. 0.37 0.36 0.37 0.39 0.37
Poly. (ord. 4) + Geometric 1 0.40 0.35 0.37 0.45 0.39
Poly. (ord. 4) + Geometric 2 0.37 0.38 0.38 0.43 0.39
Poly. (ord. 4) + Hist. match. 0.35 0.36 0.31 0.39 0.35

5.8 Applicability of the image analysis results

Previously, the use of photometric information in the detection of diabetic retinopathy
was studied using images that were captured with single eye fundus camera. The photo-
metric cue of the lesions were given in the form of trichromatic RGB values. Since RGB
values are dependent on the imaging device, it was reasonable to question the applicabil-
ity of the results, that is, what if the steps were performed on images that were captured
with different eye fundus camera or with multiple eye fundus cameras. To answer these
questions, additional experiments were conducted using an independent non-public eye
fundus image database containing 107 fundus images with ground truth for exudates that
correspond to hard exudates in DIARETDB1. The database is referred as BRISTOLDB
and a detailed description was given in Section 3.7.3.

In the first set of experiments (Set 1), the baseline algorithm, illuminance correction
(polynomial), colour correction (histogram matching), and their combinations were tested
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on BRISTOLDB database similarly as for the DIARETDB1 database. The idea of the
first set was to study whether the DIARETDB1 results are specific for the database or
not. In the second set of experiments (Set 2), the baseline algorithm was run on the
BRISTOLDB test set and trained with the DIARETDB1 train set, where the aim was to
maximise the photometric variation between the train set and the test set, and to study
whether the colour correction can compensate that variation.

5.8.1 Results and discussion

The quantitative BRISTOLDB results are shown in the Table 5.9 and the mean ROC
curves for the Set 1 are visualised in Fig. 5.9. The quantitative results (Set 1) state that
BRISTOLDB are not fully in accordance with the DIARETDB1 results. In the case of
DIARETDB1, illuminance and colour correction improved the results, whereas the pixel-
and image-based results for the BRISTOLDB are contradictory. In addition, the image-
based results for DIARETDB1 are clearly better than the corresponding BRISTOLDB
results. The differences can be explained by the fact that the expert provided ground
truth of DIARETDB1 notably differs from BRISTOLDB. The expert annotations in
the BRISTOLDB are restricted to the clearly visible hard exudate areas, whereas the
DIARETDB1 annotations are less precise including the lesion affected surrounding areas.
As a result, the databases provide two different photometric representations for hard
exudates that affect the training and most importantly the evaluation. Thus, one should
not expect one-to-one results between the databases, and only general conclusions about
the applicability of the DIARETDB1 results can be drawn.

The contradiction between the pixel- and image-based results of BRISTOLDB (Set 1) was
caused by the false positive non-exudate pixels that resembled the hard exudate colour.
Since the non-exudate pixels were DR related and appeared in the same images as the
hard exudates, only the pixel-based results were affected. By using colour correction, the
non-exudate pixels were normalised to correspond to the normal background colour, but
as a trade-off the optic disc and hard exudate colour distributions became overlapped.
Since each image contained high likelihoods in the optic disc region, the image-based
results were degraded. This result, however, supports the discussion in Sec. 5.7. In
general, illuminance correction did not seem to be essential for neither of the databases,
whereas colour correction seems to produce undesired by-products.

The quantitative results (Set 2) address that two uncalibrated eye fundus cameras map
the lesion distributions in two different locations in the RGB colour space that cannot
be avoided by using the presented colour correction methods. In other words, the colour
distribution of hard exudates in the DIARETDB1 training images does not correspond to
hard exudates in the BRISTOLDB images even if colour correction is used. It follows that
high likelihoods are given for incorrect pixels, and unpredictable results are produced.
As a conclusion for the Set 2 of experiments, the photometric information of multiple
eye fundus cameras should not be mixed without colour calibrating the imaging systems
first.
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Table 5.9: Mean EER results for the baseline algorithm using illuminance and colour correction,

and their combination in hard exudate detection. The results are based on experiments with

DIARETDB1 (DDB1) and BRISTOLDB (BDB) databases.

Image-based Pixel-based

BDB DDB1 BDB DDB1

Set 1

Baseline (RGB) 0.35 0.24 0.34 0.39
Polynomial (ord. 4) 0.30 0.25 0.36 0.33
Histogram matching 0.42 0.20 0.34 0.30
Poly. (ord. 4) + Hist. match. 0.35 0.20 0.37 0.31

Set 2

Baseline (RGB) 0.46 0.24 0.63 0.39
Colour transfer 0.48 0.53 0.43 0.39
Geometric 1 0.46 0.38 0.55 0.39
Geometric 2 0.49 0.37 0.45 0.36
Histogram matching 0.49 0.20 0.49 0.30
Poly. (ord. 4) + Col. trans 0.53 0.30 0.48 0.37
Poly. (ord. 4) + Geometric 1 0.49 0.43 0.55 0.37
Poly. (ord. 4) + Geometric 2 0.49 0.38 0.49 0.38
Poly. (ord. 4) + Hist. match. 0.40 0.20 0.45 0.31
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Figure 5.9: Mean EER results for the baseline algorithm using illuminance and colour correc-

tion, and their combination in hard exudate detection. The results are based on experiments

with BRISTOLDB database: (a) Image-based evaluation; (b) Pixel-based evaluation.
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5.9 Under-and overexposed pixels in eye fundus images

There are also other issues related to all images, such as saturated pixels (due to over-
exposure) or low signal pixels (due to underexposure) which are sources of errors. The
pixel is overexposed if the incident light at a pixel causes one of the colour channels of
the camera sensor to respond at its maximum value. On the other hand, the pixel is
underexposed if the incident light at pixel is too weak and blends with the random signal
fluctuation of the camera sensor. Colour being the main focus, the amount of over and
underexposed pixels in the DIARETDB1 and BRISTOLDB database images and their
implications to the photometric cue are analysed. Note that these errors were ignored in
the lesion detection steps since the quality of an image remains poor for the automatic
analysis in any case.

The channel-wise noise for each image was estimated from the dark pixels outside the eye
fundus area using kernel density estimation with Gaussian kernel (Figs. 5.10 and 5.11(a)).
The image pixel values were compared to the noise distribution and a pixel was considered
to blend noise if the pixel value was less or equal than a threshold. Below the threshold lies
95% percent of the estimated noise distribution. The pixel was considered overexposed if
the channel-wise pixel value corresponded to the maximum value. The noise analysis was
not possible for BRISTOLDB since the pixels outside the eye fundus area were masked
and set to complete black pixels.

The experiments were divided into three categories: 1) how many over and underexposed
pixels there were in the images excluding the black border pixels (Fig. 5.11); 2) how many
over and underexposed pixels there were in the training data; and 3) how the over and
underexposed pixels were divided between the retinal landmarks such as optic disc, fovea,
eye fundus background and blood vessels. The experiments were conducted channel-wise
using manual annotations.

5.9.1 Results and discussion

The results for the overexposed pixels are given in Table 5.10 and for the underexposed
pixels in Table 5.11. Apparently, the guidelines in the image capturing have been different
while collecting the databases. The BRISTOLDB database images contained overexposed
pixels in the red channel which was clearly allowed in order to produce best possible signal
for the blue channel. In the DIARETDB1 database, however, the signal was preserved
within the dynamic range of the eye fundus camera that resulted the blue channel pixels to
become underexposed. The alarming fact is that every image of BRISTOLDB contained
overexposed pixels and every image of the DIARETDB1 contained underexposed pixels.
(Tables 5.10 and 5.11). This may address that there is a trade-off between strong red
signal and weak blue signal, and the dynamic range of a standard eye fundus camera
is not sufficient to record all the required information. As a result, information is lost
either due to overexposure or underexposure. Such deficiency would be particularly
problematic for the automatic image analysis algorithms which cope poorly with images
that contain high noise and saturation levels. Typical overexposed pixels in the eye
fundus area for BRISTOLDB image and typical underexposed for DIARETDB1 image
is shown in Fig. 5.11. As a conclusion, under- and overexposed pixels have evidently been
present while analysing the use of photometric cue in lesion detection, and therefore the
results do not represent the full potential but rather the current state.
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Table 5.10: Percentages of overexposed pixels in the DIARETDB1 and BRISTOLDB database

images. The number of images containing overexposed pixels is denoted bold in the parenthesis.

DIARETDB1 (21/89) BRISTOLDB (107/107)
Channel Red Green Blue Red Green Blue

I Entire fundus area 0.1 0.0 0.0 1.1 0.1 0.0

II

Haemorrhages 0.1 0.0 0.0 - - -
Microaneurysms 0.0 0.0 0.0 - - -
Hard exudates 0.0 0.0 0.0 7.0 0.9 0.0
Soft exudates 0.0 0.0 0.0 - - -

III
Optic disc 3.0 0.0 0 14.3 7.4 0.0
Fovea 0.0 0.0 0.0 0.0 0.0 0.0
Retinal background 0.3 0.0 0.0 0.8 0.0 0.0
Vessels 0.0 0.0 0.0 0.9 0.0 0.0

Table 5.11: Percentages of underexposed pixels in the DIARETDB1 database images. The

number of images containing underexposed pixels is denoted bold in the parenthesis.

DIARETDB1 (89/89)
Channel Red Green Blue

I Entire fundus area 0.0 0.1 57.7

II

Haemorrhages 0.0 0.0 72.0
Microaneurysms 0.0 0.0 72.0
Hard exudates 0.0 0.0 82.1
Soft exudates 0.0 0.0 37.4

III
Optic disc 0.0 0.0 8.3
Fovea 0.0 0.0 92.1
Retinal background 0.0 0.0 49.5
Vessels 0.0 0.4 71.6
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Figure 5.10: Example of channel-wise noise estimation using the kernel density estimation with

Gaussian kernel. The noise is estimated from the areas denoted in Fig. 5.11(a). The estimated

probability density function (PDF) of noise is denoted with dashed line and plotted over the

histogram of the noise pixel values: (a) red image channel; (b) green image channel; (c) blue

image channel.
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(a) (b)

(c) (d)

Figure 5.11: Examples of typical under- and overexposed pixels in the DIARETDB1 and BRIS-

TOLDB images (colour denotes the channel of the distorted pixel): (a) example DIARETDB1

image (circles denote the areas used in noise estimation); (b) underexposed pixels blended to

the noise in the DIARETDB1 image; (c) example BRISTOLDB image; (d) overexposed pixels

in the BRISTOLDB image.
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5.10 Conclusion

In this chapter, the use of photometric information in detection of diabetic retinopathy
was studied. The following topics were covered: colour space selection, and both illumi-
nance and colour correction. In addition, the background class information to support
the lesion detection was discussed. The results are summarised in Table. 5.12. The ap-
plicability of the image analysis results was further investigated using an external eye
fundus image database (BRISTOLDB) and analysing the amount of over and underex-
posed pixels involved in the experiments. Based on the analysis and experimental results,
it is possible to sketch a photometric cue baseline method for detecting diabetic lesions in
eye fundus images solely using photometric information. The photometric cue baseline
method is illustrated in Fig. 5.12.

As a conclusion, the background class information, scoring based on probability density
likelihoods, and image scoring based on the sum of maxima are essential for the appro-
priate use of photometric information in detection of diabetic retinopathy. Surprisingly,
the illuminance correction and colour correction steps did not seem to be important
for successful classification. However, these steps, preferably just one of them, can be
performed prior to classification.

Table 5.12: A summary table for the methods used in the experiments. The table comprises

mean EER results over the findings. Due to the stochastic nature of GMM-FJ initialisation,

training, testing and evaluation of each entry is conducted three times.

Entry Method Image-based Pixel-based
min max mean min max mean

I Baseline (RGB) 0.27 0.35 0.31 0.37 0.40 0.38

II
CIE L*a*b* 0.29 0.36 0.32 0.36 0.37 0.36
HSV 0.32 0.34 0.33 0.34 0.34 0.34

III

Lr100 0.36 0.38 0.37
0.33 0.34 0.34

Lr1000 (Summax, X = 1%) 0.36 0.38 0.37
Lr10000 0.35 0.37 0.36

0.34 0.37 0.35
Lr100 0.33 0.36 0.35
Lr1000 (Summax, X = 80%) 0.33 0.35 0.34

0.33 0.34 0.34
Lr10000 0.32 0.33 0.33

IV

a*b* (CIE L*a*b*) 0.35 0.37 0.36 0.38 0.38 0.38
rg (R+G+B=1) 0.34 0.34 0.34 0.36 0.37 0.37
cos4 0.33 0.34 0.34 0.38 0.38 0.38
Radial poly. (ord. 3) 0.32 0.32 0.32 0.38 0.38 0.38
Elliptic parab. 0.28 0.35 0.32 0.35 0.36 0.35
Kang-Weiss (ord. 3) 0.30 0.34 0.31 0.34 0.35 0.35
Polynomial (ord. 4) 0.30 0.31 0.30 0.35 0.37 0.36

V

Colour transfer 0.53 0.61 0.58 0.41 0.41 0.41
Geometric 1 0.36 0.43 0.41 0.34 0.36 0.35
Geometric 2 0.42 0.47 0.45 0.38 0.39 0.38
Histogram matching 0.27 0.28 0.27 0.33 0.34 0.34

VI

Poly. (ord. 4) + Col. Trans. 0.40 0.40 0.40 0.37 0.37 0.37
Poly. (ord. 4) + Geometric 1 0.41 0.50 0.45 0.38 0.40 0.39
Poly. (ord. 4) + Geometric 2 0.40 0.48 0.46 0.39 0.39 0.39
Poly. (ord. 4) + Hist. match. 0.30 0.31 0.31 0.35 0.35 0.35



5.10 Conclusion 115

Weighted
OR

(RGB)
information

OR

Test image

(RGB)
information

Image−based decision

BASELINE
TRAINING

GMM−FJ Lesion detection

BASELINE
TESTING

GMM−FJ

Likelihood
ratio image

PREPROCESSING

Train images

Summax

PDF lesions

PDF background

Lesion cue

intersection
expert area

Photometric

colour
correction

Illuminance or

Photometric

cue
Background

Score lesions

Annotations
Expert

Figure 5.12: Recommended use of the photometric cue for the lesion detection in eye fundus

images – the best practise according to this study (the photometric cue baseline method).
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Chapter VI

Optic Disc Localisation

Normal eye fundus structures, such as blood vessels, vascular arcade, optic disc, macula
and fovea, are an essential part in diagnosis of diabetic retinopathy, and fundamental
to the subsequent characterisation of the disease. In this chapter, a simple, fast and
robust optic disc localisation method using colour decorrelated templates is presented
that results in accurate location of the optic disc in colour eye fundus images.

6.1 Introduction

The visible part of the optic nerve in the eye, referred to as the optic disc, is essential when
evaluating the existence and severity of diabetic retinopathy. The disease predominantly
alters the appearance of the disc, e.g., by developing new fragile blood vessels inside
the optic disc region due to the lack of oxygen in the fundus. Observing the state of
the optic disc is not only useful in diagnosis of diabetic retinopathy, but also important
for diseases, such as glaucoma, diabetic optic neuropathy and other optic nerve related
pathologies.

In this chapter, a simple and robust optic disc localisation using colour decorrelated tem-
plates is presented. The proposed method captures the colour characteristics of the optic
disc at the training stage by using principal component analysis (PCA) to find the vector
basis for the colour data extracted from several optic disc regions. The colour decorrelated
templates are extracted from the training images projected to the space spanned by the
resulting eigenvectors (i.e., the colour decorrelated template space). In the localisation
stage, test images are projected to the colour decorrelated template space, where channel-
wise template matching using colour decorrelated templates and customised similarity
metric is conducted to locate the optic disc. Since optic disc extraction is usually part
of a more comprehensive diagnosis system, it is important that the method is efficient
and accurately estimates the location of the optic disc. The experiments are conducted
using the public fundus image database, DIARETDB1. The content of this chapter is
reported in [88].

117
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6.2 Related work

Various methods have been proposed for extracting the optic disc from digital eye fundus
images. The round shape and relatively bright appearance of the optic disc are the most
commonly exploited features reported in the literature [150, 95, 121, 126]. For example,
Sinthanayothin et al. assumed that rapid intensity variation inside the optic disc area
between the dark blood vessels and bright optic nerve fibres would reveal the optic disc
location [150]. Hence, an intensity variance map was computed in a sliding window over
an intensity image and the point with maximum variance was chosen as the optic disc
location. Park et al. determined bright candidate areas using repeated thresholding and
measuring the roundness of the thresholded areas [126]. The candidate area contours
were estimated with Hough transform, from where the best candidate was selected based
on the accumulator value and the average intensity of the circle area.

Alternatively, there are methods that exploit the contextual information, such as blood
vessel structure and characteristics [167, 47, 113, 75, 165]. For example, Foracchia et
al. defined a geometrical model to express the directional behaviour of common vascular
network in fundus images using two parabolas and optic disc location as model param-
eters [47]. The model parameters including the optic disc location were identified using
blood vessel centre points and corresponding vessel directions provided by an external
vascular network extraction algorithm. Hoover and Goldbaum introduced voting-based
localisation method for optic disc referred as fuzzy convergence, where blood vessel seg-
ments were modelled by line segments and convergence of the vessel network by line
intersections [75]. The optic disc location was defined as the focal point of the fuzzy
convergence.

The proposed method utilises template matching and PCA which have been used for
optic disc extraction. The related works of significance to our proposed method are the
following. Osareh et al. performed template matching using normalised cross-correlation
on gray level images with a manually generated mean optic disc as a template [121].
This gave an approximate centre for the location of the disc, after which they applied an
active contour to approximate the entire disc boundary. Lalonde et al. used Hausdorff-
based template matching on edge images guided by pyramid decomposition for large
scale object tracking [95]. Li and Chutatape [98] applied the PCA based face detection
method originally proposed by Turk and Pentland [170] for optic disc extraction. In this
chapter, Li and Chutatape’s method is used as a comparison method and a more detailed
description is given in Section 6.5.

6.3 Pre-processing

Prior to extracting the optic disc location, the colour and non-uniform illuminance of the
eye fundus image are corrected, respectively. The decreasing image illuminance towards
periphery is corrected using modified version of the method proposed by Grisan et.
al [64]. First, a parametric model (elliptic paraboloid in Chapter 5.6) is fitted to blood
vessel points extracted from an eye fundus image using the method proposed by Soares
et. al [155]. Then, an image I0(x, y) affected by the non-uniform illuminance is corrected
using an additive correction model as follows:
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I(x, y) = I0(x, y)− φ(x, y) + Na, (6.1)

where I(x, y) is the corrected image, φ(x, y) is the parametric model fitted to the blood
vessel points and Na defines the correction plane. The colour eye fundus images are
transformed from RGB into the HSV colour space, where the fitting and correction are
applied to the value and saturation channels. An example of illumination correction is
shown in Fig.6.1. For the colour correction, the previously described histogram matching
is used (Sec. 5.7.1).

(a) (b)

(c) (d)

Figure 6.1: Illumination correction example: an elliptic paraboloid fitted to vessel points in a)

value channel; b) saturation channel; c) observed image; d) illuminance corrected image.
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6.4 Optic disc extraction

The proposed method is described in detail in the following subsections and illustrated
in the flowchart in Fig. 6.2.
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Figure 6.2: Flowchart of the proposed optic disc localisation method.

6.4.1 Colour decorrelated template space

Initially, PCA is performed to determine the vectors that span the optic disc colour basis
(colour decorrelated template space) and decorrelate the colour channels. Hence, each
channel is independent and describes an optic disc colour characteristic. The method is
similar to [192], where colour channel decorrelation was used as part of a random texture
analysis application. The colour decorrelated template space is generated from colour
data of several optic disc images extracted from the training images.

Let O = {xi ∈ R3|i = 1 . . . n} be the 3 × n matrix containing all the colour pixels,
xi = [ri, gi, bi]T , of optic disc regions extracted from a set of training images, and Ō be
the mean vector (3×1). Then, Singular value decomposition (SVD) can be used to obtain
the eigenvectors E = [e1, e2, e3] of O which spans the colour decorrelated template space
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ΨO,E. The training images are projected to the colour decorrelated template space using
the following:

Y ′ = PCA(Y ,ΨO,E ) = ET (Y − ŌI), (6.2)

where I is 1×m unit vector, Y is 3×m matrix containing m colour pixels of the image.
The colour decorrelated templates are computed from optic disc regions extracted from
the resulting training images. Observed image projected to the colour decorrelated tem-
plate space and colour decorrelated templates is illustrated in Fig. 6.4. As a comparison,
the observed image and colour correlated templates are shown in Fig. 6.3.

(a) (b) (c)

(d) (e) (f)

Figure 6.3: Colour correlated templates and observed image: a-c) templates; d-f) image chan-

nels.

6.4.2 Template matching

The eigenvectors E are used to project test images to the colour decorrelated template
space before conducting template matching (Fig. 6.4). The similarity between a Nx×My

template t(i, j) and the same sized image patch g(i, j) at each image location (x, y) is
commonly measured with the squared Euclidean distance:
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(a) (b) (c)

(d) (e) (f)

Figure 6.4: Colour decorrelated templates and observed image in colour decorrelated template

space: a-c) templates; d-f) image channels.

d2(x, y) =
x+Nx−1∑

i=x

y+My−1∑
j=y

|g(i, j)− t(i− x, j − y)|2, (6.3)

where width × height is the image size and the similarity is computed at each image
location i.e. x = 0 . . . width−1 and y = 0 . . . height−1. Alternatively, a computationally
more efficient cross-correlation motivated by the squared Euclidian distance can be used:

CC(x, y) =
x+Nx−1∑

i=x

y+My−1∑
j=y

g(i, j)t(i− x, j − y). (6.4)

The cross-correlation over the image can be computed efficiently via the fast Fourier
transform, as used here. The cross correlation assumes small illumination variations
over the image which is not valid in eye fundus images. In such cases the normalised
cross-correlation (NCC) is typically applied [164]:
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NCC(x, y) =
CC(x, y)√√√√x+Nx−1∑

i=x

y+My−1∑
j=y

g(i, j)2

√√√√x+Nx−1∑
i=x

y+My−1∑
j=y

t(i− x, j − y)2

.

(6.5)

However, due to the bright appearance of the optic disc in the fundus images, the de-
nominator term

∑x+Nx−1
i=x

∑y+My−1
j=y g(i, j)2 in Eq. 6.5 appears to have high responses on

correct matching locations. Moreover, the feature is preserved in the transformation to
colour decorrelated template space (Fig. 6.5). Instead of using NCC, the presented optic
disc extraction method compensates the uneven image illuminance in the pre-processing
and favours bright areas in the template matching by defining a customised similarity
metric λ(x, y):

λ(x, y) =
CC(x, y)√√√√x+Nx−1∑

i=x

y+My−1∑
j=y

t(i− x, j − y)2

. (6.6)

This form of template matching is performed on each channel separately in the colour

decorrelated template space. The term
√∑x+Nx−1

i=x

∑y+My−1
j=y t(i− x, j − y)2 in Eq. 6.6

is independent of image location (m, n) and removes the emphasis of the template in
each channel. The final indicator of optic disc location in the fundus image is the sum
of the results from the individual channels, resulting in the similarity map s(x, y) =∑

e λ(x, y),where e is the channel. The maximum of the similarity map s(x, y) indicates
the optic disc location (x, y) (Fig. 6.6).

(a) (b) (c)

Figure 6.5: The denominator term value at each image location in colour decorrelated template

space: a) channel 1; b) channel 2; c) channel 3.
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(a) (b)

Figure 6.6: Example optic disc extraction result: a) similarity map s(x, y); b) example extrac-

tion (ground truth in yellow).

6.5 Experiments

Li and Chutatape also proposed a PCA-based optic disc extraction method that was
used as a reference method in the experiments [98]. Since the methodology used in the
Li and Chutatape’s method is well-known in computer vision and especially efficient in
face recognition [171], the method was considered suitable for comparative analysis. The
decision was reinforced by the fact that Li and Chutatape reported successfull results
with all of their test images (40 images).

In Li and Chutatape’s method, the PCA was applied to the optic disc regions extracted
from the training set of gray level images to determine the features that characterise
the variations of the optic disc appearance [98]. These linearly independent features
were referred to as eigendiscs. The method assumed that each input optic disc image
can be approximated as a linear combination of the eigendiscs and the mean training
set optic disc. If the squared Euclidean distance between a test input image and the
approximated test image was small the input image is considered as an optic disc. The
squared Euclidean distance was computed in a sliding window on every image point
and the point with the minimum distance was chosen to be the optic disc location. In
practice, Li and Chutatape computed the Euclidean distance only on bright candidate
areas determined in a pre-processing stage to reduce the computational load.

The manually annotated optic disc locations of the DIARETDB1 database were used
for the comparative analysis. The proposed method was trained using the training set
of 28 images defined in the DIARETDB1 database. Since the optic disc localisation
was considered as a preliminary step for a more comprehensive system, the accuracies
of the proposed method and Li and Chutatape’s method were evaluated using the entire
database. The mean optic disc diameter in the training set images was approximately
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200 pixels, therefore a 200× 200 template was used for the evaluation basis. A thresh-
old distance from the ground truth was varied and the accuracy was the percentage of
detected optic discs inside the threshold distance. The distance from ground truth was
normalised with the length of optic disc radius (100 pixels). Evaluation results of the
colour decorrelated templates are given in Fig. 6.7. The colour decorrelated templates
with pre-processing and Li and Chutatape’s method were compared and the results are
shown in Fig. 6.8. Example computation times for colour decorrelated templates and Li
and Chutatape’s method are given in Table 6.1.
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Figure 6.7: Evaluation results of the colour decorrelated templates: a) colour decorrelated

templates without pre-processing; b) colour decorrelated templates with pre-processing.
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Figure 6.8: Evaluation results of the comparative analysis: a) Li and Chutatape’s method; b)

distance from ground truth.



126 6. Optic Disc Localisation

Table 6.1: Computation time evaluation results for the ten first database images and distances

between detected optic discs and ground truths in pixels. Distances over optic radius (100 pixels)

marked with black.

Colour decorrelated templates Li and Chutatape’s method
Distance from
ground truth

(pixels)

Computation
time(s)

Distance from
ground truth

(pixels)

Computation
time(s)

image001 9.4868 9.3874 10.1980 21.6208
image002 6.7082 8.9209 10.4403 18.2414
image003 15.5242 8.6041 11.1803 19.0500
image004 15.5242 8.6787 654.7648 33.3511
image005 2.0000 8.4736 14.0357 18.7710
image006 14.0000 8.5706 10.7703 18.8342
image007 2.2361 8.4846 8.0623 26.9084
image008 2.8284 8.7475 9.0554 18.0940
image009 8.0623 8.6124 6.0000 18.4484
image010 2.2361 8.531 10.0000 18.8954
Average 7.8606 8.7011 74.4507 21.2215
Accuracy 100% 90%

6.6 Discussion

Li and Chutatape’s method determined candidate areas in the pre-processing using pixels
with the highest 1% gray levels in the intensity image and then removing areas with pixels
under a predefined threshold. This restricted the minimum squared Euclidean distance
search space and pruned some false optic disc locations. On the other hand, the pre-
processing steps caused their method to miss dark optic discs in the periphery of the eye
fundus area resulting high error distances in Fig. 6.8(b) and Table 6.1.

Computationally, the performance of the colour decorrelated templates was extremely
fast. The pre-processing time was not included as it is essential for any further analysis
of disease detection, such as exudates [121]. The computation of colour decorrelated
template space and template matching with colour decorrelated templates via FFT were
very fast to compute and easy to implement. Compared to Li and Chutatape’s method,
the computation of the colour decorrelated templates over image involved 3 correlations,
whereas their method involved K + 2 correlations using the formulation by Turk and
Pentland [170]. K is the number of eigendiscs (eigenvectors). In the experiments, 8
eigendiscs out of 28 were used for Li and Chutatape’s method based on the eigenvalues.
Computation times are given in Table 6.1 for the first ten database images.

6.7 Conclusion

In this chapter, a simple, robust and automated optic localisation method using colour
decorrelated templates was presented for digital colour fundus images. The experimental
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results using the public fundus image database DIARETDB1 showed that the proposed
method is robust and results in an accurate optic disc location.



Chapter VII

Discussion

There were three main issues that were addressed in this thesis: 1) how to utilise the
photometric cue in the detection of diabetic retinopathy, 2) how good is the photometric
cue in the detection of diabetic retinopathy, and 3) how the performance of the diabetic
retinopathy detection algorithms should be evaluated to produce reliable comparison. In
addition, a simple, robust and automated optic localisation method using colour decor-
related templates was presented as a supplementary item.

Public image databases are an essential resource in the development and comparison of
eye fundus image analysis algorithms, and therefore a framework for constructing bench-
marking databases was presented in Chapter 3. The framework provides guidelines on
how to construct an image database that comprise true patient images, ground truth and
an evaluation protocol. Since standard receiver operating characteristics (ROC) analysis
is a frequently used tool to assess algorithm performance and it is well in accordance
with the diagnostic procedures in medical practice, it was adopted in the framework to
provide means for statistical performance evaluation. Hence, the framework presented
pixel- and image-based evaluation protocols for assessing the detection performances of
eye fundus image analysis algorithms. The essential information on how the true patient
images should be collected, stored, annotated and distributed, was assembled while col-
lecting the eye fundus image databases, DIARETDB0 and DIARETDB1. To promote
automatic detection of diabetic retinopathy and help other researches to collect and pub-
lish their data, the collected databases were put publicly available including the expert
annotations. In addition, reusable tools will be available for image annotation, algorithm
evaluation, and ground truth estimation

Colour is an important cue to detect abnormalities in eye fundus images, and since the
eye fundus images are almost without exception either monochromatic (gray level) or
trichromatic colour images, it was important to study the goodness of the colour cue in
the detection of diabetic retinopathy. For the purpose, a supervised algorithm (baseline
algorithm) based on one-class classification and Gaussian mixture model estimation was
presented in Chapter 3. The presented algorithm distinguishes a diabetic lesion type
from all other possible objects in eye fundus images by modelling only the colour cue of
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that certain lesion type. In the training, the algorithm combines manual annotations of
several experts to generate the image locations for training the one-class classifier. The
training strategy was selected experimentally in Chapter 4, where the use of multiple
expert information in ground truth estimation and classifier training was discussed. Fi-
nally, the goodness of the photometric cue in the detection of diabetic retinopathy was
quantitatively evaluated in Chapter 5 by assessing the baseline algorithm’s performance
using the benchmarking framework while conducting experiments with the colour space
selection, both illuminance and colour correction, and background class information.
The applicability of the image analysis results were further studied by conducting the
same experiments using an external eye fundus image database (BRISTOLDB0) and by
analysing the amount of over and underexposed pixels involved in the experiments. The
best methods are summarised in Tables 7.1 and 7.2.

Table 7.1: Summary of the baseline algorithm results using the DIARETDB1 database. The

table describes the sensitivity and specificity for the ROC curve point, where the sensitivity is

equal to specificity, i.e. table value = sensitivity = specificity..

HA MA HE SE Avg
Task: detect image pixels with diabetic lesion type

Colour space selection (RGB) 0.63 0.64 0.61 0.59 0.62
Counter-example information (Lr10000, X = 80%) 0.65 0.65 0.73 0.63 0.66
Illuminance correction (Polynomial, ord. 4) 0.65 0.64 0.67 0.60 0.64
Colour correction (Histogram matching) 0.62 0.68 0.70 0.66 0.66
Col. and illum. correction (Poly. + Hist.match.) 0.65 0.64 0.69 0.61 0.65

Task: detect images with diabetic lesion type
Colour space selection (RGB) 0.71 0.52 0.76 0.75 0.69
Counter-example information (Lr10000, X = 80%) 0.69 0.51 0.76 0.72 0.67
Illuminance correction (Polynomial ord. 4) 0.67 0.65 0.75 0.72 0.70
Colour correction (Histogram matching) 0.71 0.59 0.80 0.80 0.73
Col. and illum. correction (Poly. + Hist. match.) 0.67 0.59 0.80 0.72 0.69

Table 7.2: Summary of the baseline algorithm results using the BRISTOLDB database. The

table describes the sensitivity and specificity using a ROC curve point, where the sensitivity is

equal to specificity, i.e. table value = sensitivity = specificity.

Hard exudates (HE)
Task: detect image pixels with diabetic lesion type

Colour space selection (RGB) 0.66
Illuminance correction (Polynomial, ord. 4) 0.64
Colour correction (Histogram matching) 0.66
Col. and illum. correction (Poly. + Hist. match.) 0.63

Task: detect images with diabetic lesion type
Colour space selection (RGB) 0.65
Illuminance correction (Polynomial, ord. 4) 0.70
Colour correction (Histogram matching) 0.58
Col. and illum. correction (Poly. + Hist. match.) 0.65
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Based on the DIARETDB1 and BRISTOLDB results, it seems that diabetic retinopathy
affects the colour of the retina as a whole, and forcing the same colour appearance using
colour correction can be harmful for the colour distributions of normal and diseased
images. Secondly, the colour space and non-uniform illuminance correction did not seem
to be essential for the successful classification. However, if the used colour feature had
exploited spatial dependencies, i.e. the information in the neighbouring pixels, the non-
uniform illuminance correction would most likely have proven to be useful. In general, the
illuminance correction is task specific and the general approaches presented in this thesis
are not the best possible in the case of eye fundus images. Otherwise, the background
class information, scoring based on probability density likelihoods, and image scoring
based on the sum of maxima are essential when using photometric cue in the lesion
detection.

To determine the goodness of the photometric cue in the detection of diabetic retinopa-
thy, the baseline algorithm results are compared to the detection performances reported
in the literature. This is important even though different data sets were used in the de-
velopment. From the literature review in Section 2.5, the approaches that produced the
best results in the detection of haemorrhages, microaneurysms, hard and soft exudates
were selected for the comparison. The methods that used colour eye fundus images or
the DIARETDB1 database in the experiments were prioritised over other approaches.
Moreover, the “red lesion” and “bright lesion” detection algorithms were excluded from
the selection. The reported performances of the selected state-of-the-art approaches are
shown in Table 7.3. Note that none of the reviewed methods reported pixel-level perfor-
mance for haermorrhage or soft exudate detection, and therefore the corresponding table
items are left blank. Based on the above-mentioned conclusions regarding the use of
photometric information, the performances of the state-of-the-art methods are compared
to the baseline algorithm results in Table 7.1 denoted with “counter-example information
(Lr10000, X = 80%)”.

Table 7.3: Reported performances of the state-of-the-art approaches that were selected for the

method comparison, where SN = sensitivity, SP = specificity and PPV = positive predictive

value.
SN SP PPV

Task: detect image pixels with diabetic lesion type
Haemorrhages - - -
Microaneurysms (Bhalerao et al. [20]) 0.83 0.80 -
Hard exudates (Ram and Sivaswamy [132]) 0.72 - 0.87
Soft exudates - - -

Task: detect images with diabetic lesion type
Haemorrhages (Hatanaka et al. [72]) 0.80 0.80 -
Microaneurysms (Fleming et al. [45]) 0.85 0.83 -
Hard exudates (Sánchez et al. [142]) 1.00 0.90 -
Soft exudates (Zhang and Chutatape [197, 199]) 0.88 0.84 -

On pixel level, the baseline algorithm at first glance seems to achieve moderate results
in hard exudate detection compared to the state-of-the-art method [132]. The positive
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predictive value (PPV), however, indicates that the specificity of the state-of-the-art
method would be much better than the baseline algorithm’s specificity if it were re-
ported. The baseline algorithm also shows worse performance than the state-of-the-art
microaneurysm detection method [20] which is emphasised by the fact that the reported
specificity is misleading. In the evaluation, the method used only fraction of the true
negative image pixels which produced worse specificity for the method than it actual
is. Hence, the performance of the baseline algorithm fall far behind in the pixel level
performance compared to the state-of-the-art methods. Since most of the pixels in eye
fundus images are not affected by diabetic retinopathy and to produce any meaningful
segmentation the pixel level specificity should be close to one, it can be concluded that
on pixel level the photometric cue is not good enough to detect diabetic retinopathy, and
requires support from other features.

Apart from microaneurysm detection, the baseline algorithm produced slightly higher
sensitivity and specificity values on image level than on pixel level. The interpretation
of sensitivity and specificity, however, depend on how the test populations are balanced,
and since the proportion of the lesioned images in the database is much better balanced
than the proportion of the lesioned pixels in the database images, the baseline algorithm
actually performed clearly better on image level. Against this background, the base-
line algorithm managed to detect the lesioned images relatively well without introducing
considerable number of false detections which is surprising considering the pixel perfor-
mances. This is an important piece of information from the screening point of view.
On the other hand, all the state-of-the-art methods [72, 45, 142, 197, 199] in Table 7.3
performed better than the baseline algorithm. Hence, the colour cue alone is not perhaps
good enough to detect diabetic retinopathy on image level, but it should be definitely
included as one of the features when designing automatic image analysis methods for
screening diabetic retinopathy.

In the optic disc localisation in Chapter 6, the colour characteristics of an optic disc
was captured using PCA to find the vector basis for the colour data extracted from
several optic disc regions. The colour decorrelated templates were extracted from images
projected to the space spanned by the resulting eigenvectors (i.e., the colour decorrelated
template space). In the localisation stage, the input image was projected to the colour
decorrelated template space, where the optic disc was located by using colour decorrelated
templates and customised similarity metric in channel-wise template matching. The optic
disc localisation also supported the discussion that illuminance correction is more useful
when exploiting spatial dependency.

One limitation of this study was photometric information in eye fundus images. The
dynamic range of the standard eye fundus cameras was not sufficient to record all the
required information which appeared as overexposed and underexposed pixels in the
images. Thus, the results do not represent the full potential of the photometric cue.
Moreover, the photometric differences between eye fundus cameras restrict the use of
photometric information in the lesion detection unless colour calibration is used. There-
fore, the aim of future work is to improve the current image capturing process and support
the development of new applied imaging technologies, such as spectral imaging of the eye
fundus [37]. The improvements for current image capturing comprises colour calibration,
dynamic range stretching (e.g. improving the imaging system or using high dynamic
range imaging (HDR)), and automation of image capturing steps (e.g. focusing [108]).
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APPENDIX A

Database characteristics

Table A.1: Train and test characteristics of the DIARETDB0 database, where HA = haemor-

rhages, MA = mircoaneurysms, HE = hard exudates, SE = soft exudates, NV = neovasculari-

sation and NR = normal images (without diabetic lesions).

Train sets Test sets
(no. lesioned/normal images) (no. lesioned/normal images)

Set
No. train
images

No. test
images

HA MA HE SE NV NR HA MA HE SE NV NR

1 10 120 6 7 4 3 2 3 74 99 67 38 18 19

2 20 110 12 15 11 8 4 5 68 91 60 33 16 17

3 30 100 19 23 15 10 6 7 61 83 56 31 14 15

4 40 90 26 32 17 14 8 8 54 74 54 27 12 14

5 50 80 32 39 25 16 10 10 48 67 46 25 10 12

6 60 70 36 48 30 20 12 12 44 58 41 21 8 10

7 70 60 39 53 34 25 14 16 41 53 37 16 6 6

8 80 50 47 61 39 27 17 17 33 45 32 14 3 5

9 90 40 51 69 45 28 19 19 29 37 26 13 1 3



A. Database characteristics

Table A.2: Train set characteristics of the DIARETDB1 database comprising expert anno-

tations and the DIARETDB1 ground truth (result of expert annotation fusion), where HA =

haemorrhages, where MA = mircoaneurysms, HE = hard exudates, SE = soft exudates, IRMA

= intra retinal microvascular abnormalities, NV = neovascularisation and OD = optic disc.

Train set (28 images)
No. HA MA HE SE IRMA NV OD

Expert 1
(1 image without annotated lesions∗)

Annotated images 24 24 15 8 8 1 -
Annotated lesions 282 219 64 16 17 4 -
Annotated pixels 1657523 95127 1956913 150333 327715 124138 -

Expert 2
(3 images without annotated lesions∗)

Annotated images 22 20 18 13 3 4 26
Annotated lesions 233 263 84 37 5 16 26
Annotated pixels 1933697 2679277 2489881 290706 147791 962963 1075100

Expert 3
(3 images without annotated lesions∗)

Annotated images 23 19 20 12 5 3 28
Annotated lesions 330 117 126 32 13 10 31
Annotated pixels 1485222 42621 1250969 174901 182030 294764 916951

Expert 4
(1 images without annotated lesions∗)

Annotated images 23 23 19 16 1 5 28
Annotated lesions 295 370 108 43 5 14 28
Annotated pixels 2430756 37963 1696670 168865 59249 639378 1028284

Expert fusion
(2 images without HA,MA,HE or SE)

Lesioned images 22 23 18 10 - - -
Lesions 217 90 67 17 - - -
Lesioned pixels 1094318 6507 1375181 85748 - - -
∗Annotated lesions comprise HA,MA,HE,SE,IRMA and NV.



Table A.3: Test set characteristics of the DIARETDB1 database comprising expert annota-

tions and the DIARETDB1 ground truth (result of expert annotation fusion), where HA =

haemorrhages, where MA = mircoaneurysms, HE = hard exudates, SE = soft exudates, IRMA

= intra retinal microvascular abnormalities, NV = neovascularisation and OD = optic disc.

Test set (61 images)
No. HA MA HE SE IRMA NV OD

Expert 1
(7 images without annotated lesions∗)

Annotated images 21 52 17 10 8 1 3
Annotated lesions 280 285 77 22 20 1 3
Annotated pixels 1364825 81515 1476752 139698 148048 12197 64639

Expert 2
(23 images without annotated lesions∗)

Annotated images 23 30 23 16 3 1 58
Annotated lesions 184 286 95 42 5 1 58
Annotated pixels 2368297 2148457 2751463 318013 66525 21789 2305892

Expert 3
(23 images without annotated lesions∗)

Annotated images 24 27 26 14 2 1 60
Annotated lesions 301 142 134 39 5 1 62
Annotated pixels 1022537 35630 977363 150017 21670 6873 1947036

Expert 4
(19 images without annotated lesions∗)

Annotated images 26 35 26 16 - 1 59
Annotated lesions 368 500 104 66 - 1 59
Annotated pixels 1555852 44158 1928453 213691 - 13401 2265915

Expert fusion
(20 images without HA,MA,HE and SE)

Lesioned images 21 33 20 11 - - -
Lesions 187 116 75 18 - - -
Lesioned pixels 877586 8352 1237196 63902 - - -
∗Annotated lesions comprise HA,MA,HE,SE,IRMA and NV.



A. Database characteristics

Table A.4: List of DIARETDB1 train set images.

diaretdb1_image001, diaretdb1_image003, diaretdb1_image004, diaretdb1_image009,
diaretdb1_image010, diaretdb1_image011, diaretdb1_image013, diaretdb1_image014,
diaretdb1_image020, diaretdb1_image022, diaretdb1_image024, diaretdb1_image025,
diaretdb1_image026, diaretdb1_image027, diaretdb1_image028, diaretdb1_image029,
diaretdb1_image035, diaretdb1_image036, diaretdb1_image038, diaretdb1_image042
diaretdb1_image053, diaretdb1_image055, diaretdb1_image057, diaretdb1_image064
diaretdb1_image070, diaretdb1_image079, diaretdb1_image084, diaretdb1_image086.

Table A.5: List of DIARETDB1 test set images.

diaretdb1_image002, diaretdb1_image005, diaretdb1_image006, diaretdb1_image007,
diaretdb1_image008, diaretdb1_image012, diaretdb1_image015, diaretdb1_image016,
diaretdb1_image017, diaretdb1_image018, diaretdb1_image019, diaretdb1_image021,
diaretdb1_image023, diaretdb1_image030, diaretdb1_image031, diaretdb1_image032,
diaretdb1_image033, diaretdb1_image034, diaretdb1_image037, diaretdb1_image039,
diaretdb1_image040, diaretdb1_image041, diaretdb1_image044, diaretdb1_image043,
diaretdb1_image045, diaretdb1_image046, diaretdb1_image047, diaretdb1_image048,
diaretdb1_image049, diaretdb1_image050, diaretdb1_image051, diaretdb1_image052,
diaretdb1_image054, diaretdb1_image056, diaretdb1_image058, diaretdb1_image059,
diaretdb1_image060, diaretdb1_image061, diaretdb1_image062, diaretdb1_image063,
diaretdb1_image065, diaretdb1_image066, diaretdb1_image067, diaretdb1_image068,
diaretdb1_image069, diaretdb1_image071, diaretdb1_image072, diaretdb1_image073,
diaretdb1_image074, diaretdb1_image075, diaretdb1_image076, diaretdb1_image077,
diaretdb1_image078, diaretdb1_image080, diaretdb1_image081, diaretdb1_image082,
diaretdb1_image083, diaretdb1_image085, diaretdb1_image087, diaretdb1_image088,
diaretdb1_image089.

Table A.6: Train and test characteristics of the BRISTOLDB database.
Train set (30 images) Test set (77 images)

Hard exudate images 30 60
Hard exudates 1393 2060
Hard exudate pixels 45231 55178



APPENDIX B

Image-based evaluation results (ROC curves)
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Figure B.1: Mean ROC curves (image-based evaluation) for the the baseline algorithm using

different colour spaces: (a) haemorrhages; (b) microaneurysms; (c) hard exudates; (d) soft

exudates.
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Figure B.2: Mean ROC curves (image-based evaluation with summax rule parameterers:

X=1% and X=80%) for the baseline algorithm using the background class information: (a)

haemorrhages; (b) microaneurysms; (c) hard exudates; (d) soft exudates.
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Figure B.3: Mean ROC curves (image-based evaluation) for the baseline algorithm using

illuminance correction: (a) haemorrhages; (b) microaneurysms; (c) hard exudates; (d) soft

exudates.
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Figure B.4: Mean ROC curves (image-based evaluation) for the baseline algorithm using colour

correction: (a) haemorrhages; (b) microaneurysms; (c) hard exudates; (d) soft exudates.
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Figure B.5: Mean ROC curves (image-based evaluation) for the baseline algorithm using

illuminance and colour correction: (a) haemorrhages; (b) microaneurysms; (c) hard exudates;

(d) soft exudates.



APPENDIX C

Pixel-based evaluation results (ROC curves)
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Figure C.1: Mean ROC curves (pixel-based evaluation) for the baseline algorithm using differ-

ent colour spaces: (a) haemorrhages; (b) microaneurysms; (c) hard exudates; (d) soft exudates.



0 0.5 1
0

0.2

0.4

0.6

0.8

1

1−Specificity

S
en

si
tiv

ity

 

 

Baseline (RGB)
Lr100
Lr1000
Lr10000

(a)

0 0.5 1
0

0.2

0.4

0.6

0.8

1

1−Specificity

S
en

si
tiv

ity

 

 

Baseline (RGB)
Lr100
Lr1000
Lr10000

(b)

0 0.5 1
0

0.2

0.4

0.6

0.8

1

1−Specificity

S
en

si
tiv

ity

 

 

Baseline (RGB)
Lr100
Lr1000
Lr10000

(c)

0 0.5 1
0

0.2

0.4

0.6

0.8

1

1−Specificity

S
en

si
tiv

ity

 

 

Baseline (RGB)
Lr100
Lr1000
Lr10000

(d)

Figure C.2: Mean ROC curves (pixel-based evaluation) for the baseline algorithm using the

background class information: (a) haemorrhages; (b) microaneurysms; (c) hard exudates; (d)

soft exudates.
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Figure C.3: Mean ROC curves (pixel-based evaluation) for the baseline algorithm using illumi-

nance correction: (a) haemorrhages; (b) microaneurysms; (c) hard exudates; (d) soft exudates.



0 0.5 1
0

0.2

0.4

0.6

0.8

1

1−Specificity

S
en

si
tiv

ity

 

 

Baseline (RGB)
Colour transfer
Geometric 1
Geometric 2
Histogram matching

(a)

0 0.5 1
0

0.2

0.4

0.6

0.8

1

1−Specificity

S
en

si
tiv

ity

 

 

Baseline (RGB)
Colour transfer
Geometric 1
Geometric 2
Histogram matching

(b)

0 0.5 1
0

0.2

0.4

0.6

0.8

1

1−Specificity

S
en

si
tiv

ity

 

 

Baseline (RGB)
Colour transfer
Geometric 1
Geometric 2
Histogram matching

(c)

0 0.5 1
0

0.2

0.4

0.6

0.8

1

1−Specificity

S
en

si
tiv

ity

 

 

Baseline (RGB)
Colour transfer
Geometric 1
Geometric 2
Histogram matching

(d)

Figure C.4: Mean ROC curves (pixel-based evaluation) for the baseline algorithm using colour

correction: (a) haemorrhages; (b) microaneurysms; (c) hard exudates; (d) soft exudates.
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Figure C.5: Mean ROC curves (pixel-based evaluation) for the baseline algorithm using illu-

minance and colour correction: (a) haemorrhages; (b) microaneurysms; (c) hard exudates; (d)

soft exudates.



APPENDIX D

Training error of baseline algorithm

Table D.1: Mean EER results (image-based evaluation) for the baseline algorithm using RGB

colour space. Due to the stochastic nature of GMM-FJ initialisation, training is conducted

three times for the train set. Testing and evaluation for both sets are conducted using the

same trained classifiers. The image-based results for train set show clearly worse results for soft

exudates which may imply that the detection problem is more difficult when diabetic retinopathy

is strongly present. On the other, the number of lesioned images (Table A.2) depending on the

lesion type is either too high or too low and few unlucky missclassifications may affect the

performance dramatically.

HA MA HE SE Avg.
Test set (RGB) 0.29 0.48 0.24 0.25 0.31
Train set 0.25 0.40 0.30 0.38 0.33

Table D.2: Mean EER results (pixel-based evaluation) for the baseline algorithm using RGB

colour space. Due to the stochastic nature of GMM-FJ initialisation, training is conducted three

times for the train set. Testing and evaluation for both sets are then conducted using the same

trained classifiers.
HA MA HE SE Avg.

Test set (RGB) 0.37 0.36 0.39 0.41 0.38
Train set (RGB) 0.38 0.33 0.34 0.27 0.33



D. Training error of baseline algorithm
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Figure D.1: Mean ROC curves (image-based evaluation) showing the training error for the

baseline algorithm using RGB colour information. The image-based results for train set show

clearly worse results for soft exudates which may imply that the detection problem is more

difficult when diabetic retinopathy is strongly present. On the other, the number of lesioned

images depending on the lesion type is either too high or too low and few unlucky missclassi-

fications may affect the performance dramatically. (a) haemorrhages; (b) microaneurysms; (c)

hard exudates; (d) soft exudates.
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Figure D.2: Mean ROC curves (pixel-based evaluation) showing the training error for the

baseline algorithm using RGB colour information.: (a) haemorrhages; (b) microaneurysms; (c)

hard exudates; (d) soft exudates.



APPENDIX E

Example images of DIARETDB1

Figure E.1: Example images of public diabetic retinopathy database (DIARETDB1).



APPENDIX F

Illuminance corrected example images

Figure F.1: Illuminance corrected images of public diabetic retinopathy database (DI-

ARETDB1). The images are corrected using 4th order bivariate polynomial. Compare to

the original images in Fig. E.1.



APPENDIX G

Colour corrected example images

Figure G.1: Colour corrected images of public diabetic retinopathy database (DIARETDB1).

The images are corrected using histogram matching. Compare to the original images in Fig. E.1.



APPENDIX H

Illuminance and colour corrected example images

Figure H.1: Illuminance and colour corrected images of public diabetic retinopathy database

(DIARETDB1). The images are corrected using 4th order bivariate polynomial and histogram

matching. Compare to the original images in Fig. E.1
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