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Software quality has become an important research subject, not only in the Information and Communication Technology spheres, but also in other industries at large where software is applied. Software quality is not a happenstance; it is defined, planned and created into the software product throughout the Software Development Life Cycle.

The research objective of this study is to investigate the roles of human and organizational factors that influence software quality construction. The study employs the Straussian grounded theory. The empirical data has been collected from 13 software companies, and the data includes 40 interviews.

The results of the study suggest that tools, infrastructure and other resources have a positive impact on software quality, but human factors involved in the software development processes will determine the quality of the products developed. On the other hand, methods of development were found to bring little effect on software quality. The research suggests that software quality is an information-intensive process whereby organizational structures, mode of operation, and information flow within the company variably affect software quality. The results also suggest that software development managers influence the productivity of developers and the quality of the software products. Several challenges of software testing that affect software quality are also brought to light. The findings of this research are expected to benefit the academic community and software practitioners by providing an insight into the issues pertaining to software quality construction undertakings.
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“Having come into contact with a civilization which has over-emphasized the freedom of the individual, we are in fact faced with one of the big problems of Africa in the modern world. Our problem is just this: how to get the benefits of European society -- benefits that have been brought about by an organization based upon the individual -- and yet retain African's own structure of society in which the individual is a member of a kind of fellowship.” - Julius Kambarage Nyerere as quoted in the New York Times Magazine on 27 March 1960.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BYOD</td>
<td>Bring Your Own Device</td>
</tr>
<tr>
<td>CMU/SEI</td>
<td>Carnegie Mellon University (CUM) and Software Engineering Institute (SEI)</td>
</tr>
<tr>
<td>CMM</td>
<td>Capability Maturity Model</td>
</tr>
<tr>
<td>CMMI</td>
<td>Capability Maturity Model Integration</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and Communication Technology</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organization for Standardization</td>
</tr>
<tr>
<td>ISO/IEC</td>
<td>International Organization for Standardization (ISO) and the International Electrotechnical Commission (IEC)</td>
</tr>
<tr>
<td>MTBF</td>
<td>Mean Time Between Failures</td>
</tr>
<tr>
<td>MTTR</td>
<td>Mean Time To Repair</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>Research and Development</td>
</tr>
<tr>
<td>SDLC</td>
<td>Software Development Life Cycle</td>
</tr>
<tr>
<td>SME</td>
<td>Small and Medium-sized Enterprises</td>
</tr>
<tr>
<td>SPPA</td>
<td>Software Project Planning Associate</td>
</tr>
<tr>
<td>SEI</td>
<td>Software Engineering Institute</td>
</tr>
<tr>
<td>SUT</td>
<td>System under test</td>
</tr>
</tbody>
</table>
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1 Introduction

In this era of science and technology, software has become a key player that has increasingly added the value of hardware and services. There has been an increase in software dependence. Software has become a part of the daily life of people in many aspects and is widely applied in areas such as home, offices, transportation, military, agriculture, outer space technology, etc. For example, the demand of software stretches from simple home-based applications, such as toys, games, television sets, etc., to critical systems such as life supporting systems in hospitals, air traffic control systems, etc. Software failures, lack of safety and poor design, have negative consequences to users, infrastructures, businesses, and software developers. Poor quality software may cause loss of life, economical losses and legal implications. Thus, the quality of software is necessary regardless of the criticality of the systems or area of application.

In this thesis, the main goal is to increase empirical knowledge of the role of humans and software companies in software quality construction. The scope of the study is limited to activities that are carried out within software developing companies. The focus on ‘human’ and ‘organization’ has been motivated by the study of Petre (2010), who claims that despite of development in technology, the result of any activity depends on how well a human can reason and perform the task. Furthermore, Cockburn and Highsmith (2001) argue that if the people (the human factors) in a software development project are good enough, they can use almost any process to accomplish their assignment successfully. These two studies suggest that despite of technology, such as tools, infrastructure, and processes, the human is the key success factor in developing products; and software quality is not an exception (Chotisarn and Prompoon, 2013). For example, Chotisarn and Prompoon (ibid.) argue that the human
is the most important resource in a software development project, and has become the key success factor of software projects in terms of quality. I address the goal of this thesis by providing empirical results that help to explain and understand human and organizational factors pertinent to software quality construction.

The research question of this study is “How is software quality constructed in software developing companies?” A series of empirical studies have been conducted by using qualitative research methods, and following the grounded theory (Strauss and Corbin, 1990). The grounded theory was used in data collection and analysis. The obtained results are presented in Publications I-V (Appendix 1).

The contribution of this thesis can be set into two major categories: first, human factors (developers and customers), and second, organizational factors (management, tools, organizational structures, and processes). In human factors, I provide insights into the role of requirements, stakeholders and resources in software development and testing. I further explore the role of the software product customer in the Bring Your Own Device (BYOD) trend, and the impact on software quality. In the organizational factors, I provide insights into the role of management and organizational structures in software development activities, and present issues that influence software product quality.

The thesis consists of two parts, an introduction and five scientific publications as appendix 1 and the data collection tools as appendix 2. The introduction presents the background of the research, research goals, research question, research methods, overview of the publications, and a summary of the contribution of the study. The appendix contains the publications, which present the research results in detail. All the publications are peer-reviewed, and have been published in journals or conference proceedings.

The introduction contains six chapters. Chapter 2 presents the background of the research area and the context of the thesis. Chapter 3 describes the research problem and its shaping, research methods, and research process. Chapter 4 is an overview of the publications. Chapter 5 discusses the contribution, theoretical and practical implications of the research, and the validity and limitations of the study. Finally, Chapter 6 contains a summary and discussion of the contribution of the thesis, including future research topics.
2 Software quality construction

This chapter presents the themes, concepts and definitions forming the background of the research work described in this thesis. The aim of this chapter is to describe the context, and to set the scope of the thesis. The definitions and concepts have been obtained from related research and literature. The chapter presents the background of software quality, definition of software quality, definition of software quality construction, and the roles of humans and software developing companies in the software quality construction process.

2.1 Background of software quality

The history of software quality can be traced back to the 1940’s, at the start of programming languages. Since the beginning, writing software has evolved into professional concern with how to improve the quality of software. There were no standards or frameworks guiding programmers to evaluate the quality of their software. The major concern was “correct input for correct output”; anything within a program that produced unexpected results was termed as a bug (i.e. faulty code) (Gokhale et al., 2006; Mudunuri, 2010). According to Mudunuri, in the 1940’s till mid 1950’s, testing aimed at fixing bugs, and so it was called debugging. Yet, debugging is a common practice even to date (Gokhale et al., 2006). In the 1940’s, Grace Murray Hopper, an American computer scientist, popularized the term “debug” (Wexelblat, 1981), referring to fixing problems in computer programs.

As the use of computers and software grew, more software quality concerns were paid attention to. Issues such as maintainability, stability, speed, usability, testability,
security and customer satisfaction, among many other attributes, were thought to be important when creating software. In the 1970s, McCall et al. (1977) described quality characteristics and their attributes. Boehm et al. (1978) published the first hierarchical quality model. Since then, several variations of quality models have been proposed. The models include hierarchical models, meta-model-based models, and implicit quality models (Kitchenham and Pickard, 1987; Kläas et al., 2009). The models have been used to evaluate the quality of software, focusing on particular attributes of software characteristics.

In 1991, the International Organization for Standardization (ISO) developed the software quality standard ISO/IEC 9126-1 (2001), which also introduced the first quality model standard. The ISO/IEC 9126-1:2001 quality model agreed with previous software quality models (McCall et al., 1977; Boehm et al., 1978), with a few variations. The ISO/IEC 9126-1:2001 model was later updated and replaced by the model introduced in the standard ISO/IEC 25010 (2011). The ISO/IEC 25010 (2010) defines software attribute as an “inherent property or characteristic of an entity that can be distinguished quantitatively or qualitatively by human or automated means”. According to ISO/IEC 25010 (2010), “software characteristics and subcharacteristics provide consistent terminology for specifying, measuring and evaluating system and software product quality. They also provide a set of quality characteristics against which stated quality requirements can be compared for completeness.”

The understanding and definition of quality evolved as more researchers conducted research on the subject. The definitions of software quality have been derived from other fields of study, such as production industry and business (Crosby, 1979; Garvin, 1984). For example, in the 1970’s, the definition included “absence of defects or bugs” as an indicator of a good software quality. For example, Crosby (1979) defined quality as zero defects. This definition is based on testing process that aims at detecting and fixing bugs, and the software to produce desired outputs. In the 1980’s, software quality definitions addressed “satisfaction of intended and implied customer requirements”. For example, ISO/IEC 9126-1 (2001) defines software quality as the totality of features and characteristics of a product or service that bears on its ability to satisfy specific and implied needs. This new understanding of quality considers software quality beyond fixing bugs, and delivering desired outputs; the quality is evaluated by focusing on how well customers’ specific and implied needs are met. The ISO/IEC 25010 (2010) uses the term “requirements” instead of “needs”. Literally, requirements are derived from identified needs. Furthermore, the ISO/IEC (25010) and ISO/IEC 25020 (2007) extended the scope of quality model to include the context of user of software products and systems, and suggested the definition for quality in use which states “quality in use is the degree to which a product or system can be used by specific users to meet their needs to achieve specific goals with effectiveness, efficiency, freedom from risk and satisfaction in specific contexts of use” (ISO/IEC
2.2 Definition of software quality and software quality construction

Quality is an abstract term that is difficult to define. Many researchers have tried to define quality and have suggested many definitions. For example, Kitchenham and Plefeeger (1996) use various definitions of quality suggested by Garvin (1984), to bring an insight into software quality. According to Garvin (ibid.), quality is defined according to stakeholders’ perspectives, and he suggests five definitions based on those perspectives: transcendent, product-based, user-based, manufacturing-based and value-based perspectives.

The transcendent perspective views quality as something towards which strives as an ideal, but may never be implemented completely (Garvin, 1984). In the product-based perspective, quality is viewed as quantifiable and possesses measurable characteristics or attributes. For example, durability or reliability can be measured by Mean Time Between Failures (MTBF) or Mean Time To Repair (MTTR); performance and robustness can be measured through stress testing (i.e. testing that tries to break the system under test (SUT) by overwhelming its resources or by taking resources away from it); recoverability can be measured through load testing (i.e. constantly increasing the load on the system via automated tools) (Gheorghiu, 2005). The user-based perspective views quality as an individual matter, and quality is regarded as the satisfaction of user preferences (i.e. perceived quality) (ISO/IEC 25020, 2007; Kitchenham and Plefeeger, 1996). The manufacture-based perspective views quality as conformance to requirements or specifications, and any deviation from requirements or specification is regarded as reduction of quality. The value-base perspective views quality in terms of costs and prices, as well as a number of other attributes. Kitchenham and Plefeeger (1996) suggest that a customer may decide to buy a quality product, but at an acceptable price.

Although Garvin’s (1984) definitions of quality were meant for production industry, the definitions can be applied to software quality as well. Kusters et al. (1997) argue that different views of quality rightfully exist and should not be ignored. Generally, ISO/IEC 25020 (2007) defines quality as “the ability of a software to satisfy stated and implied needs when the software product is used under specified conditions”. In this definition, the customer need is the basis of the quality. Although software or systems are developed for customers, there are organizational goals. Software projects have objectives beyond customer satisfaction. With this respect, quality should be defined
at a broader perspective to address organizational goals such as increasing market share, building brands, avoiding legal actions and losses, increasing economic gains, etc. For example, National Aeronautics and Space Administration (NASA) defines software quality as “(1) the degree to which a system, component, or process meets specified requirements, and (2) the degree to which a system, component, or process meets customer or user needs or expectations [IEEE 610.12 IEEE Standard Glossary of Software Engineering Terminology]” (NASA, 2009, p. 1). According to NASA's definition of quality, two objectives should be the focus of a software development project: first, conformance to 'specified' requirements, which may be broader than customer requirements; and second, the artifacts and process should satisfy the customer or user needs.

ISO/IEC 25020 (2007) defines software quality as internal quality and external quality. Internal software quality is the capability of a set of static attributes of a software product to satisfy stated and implied needs when the software product is used under specified conditions; and external software quality is the capability of software products to enable the behavior of a system to satisfy stated and implied needs when the system is used under specified conditions.

In the internal software quality, the static attributes refer to the attributes that are related to the software architecture, structure and its components, which can be verified by review, inspection and/or automated tools (ISO/IEC 25020, 2007). In the external quality, the number of failures found during testing indicates external software quality measure related to the number of faults present in the program. The attributes of the behavior can be verified and/or validated by executing the software product during testing and operation (ISO/IEC 25020, 2007).

Many scholars have suggested definitions for software quality. Generally, the definitions refer to software quality as “the extent of a software product to meet its customer requirements” (i.e. Issac et al., 2006; Kitchenham and Pfleeger, 1996; Xenos and Christodoulakis, 1997). This thesis adopts the ISO/IEC 25020 (2007) definition.

Software quality construction is a complex socio-technical process (Hovenden et al., 1996), through which software quality is implemented into the software product throughout the software development life cycle (SDLC) (Busch et al., 2014). According to Hovenden et al. (1996), software quality is a result of many factors, including people, tools, methods, processes, management, techniques and quality assurance, working together to attain quality goals. According to Kitchenham and Pfleeger (1996), meeting quality goals refers to meeting customer requirements. In this regard software quality construction is a joint strategy that involves both technical and nontechnical stakeholders towards achieving predetermined quality goals.
In a study of software architecture descriptions, Smolander (2002) argues that system development projects are probably doomed to fail technically and organizationally if there is no proper communication and understanding among the stakeholders. The challenge in communication emanates from varying understanding and experience among the stakeholders. The same applies to software quality construction - it is difficult to define the required quality because it is sought by a diverse set of stakeholders with varying skills and experience, including technical stakeholders such as software engineers, systems analysts, and stakeholders at the customer side such as sales persons, end-users, and the public at large (Smolander, 2002). For a particular software product, the stakeholders must come into mutual understanding of the requirements and build the software to meet such requirements.

Park et al. (2012) relate organizational structures, communication and productivity in companies. According to Park et al. (ibid.), organizational structures contribute to operational efficiency within the functional teams. On the other hand, organizational structures can also lead to a lack of communication between the functional teams, making the company slow and inflexible. According to Hovenden et al. (1996), software quality construction can be regarded as an information-intensive process that requires involvement of the customer, management and other stakeholders in the development process for the purpose of enquiring, understanding, and building software artifacts that will address the specific needs of the customer or the company. The extent and type of stakeholder involvement depends on the type of the stakeholder, the type of the project and discretion of the developers (Lagrosen, 2005).

In the light of the literature above, I define the software quality construction process as deliberate actions taken by various stakeholders to define the objectives of software development, identify the necessary quality characteristics, and set strategies to create such quality into the software through processes such as requirement elicitation, design, implementation and testing.

2.3 Quality construction in software development

This section contains a brief description of software quality construction in the Software Development Life Cycle (SDLC), and the role of humans and software companies in the software quality construction process.

2.3.1 Software Development Life Cycle

The Software Development Life Cycle (SDLC) is a series of distinctive activities which may take place sequentially or iteratively, depending on the methods adopted in the software development process (Busch et al., 2014, Taynton, 2003; Trivedi, 2013). SDLC
consists of six basic steps: planning, requirement elicitation, design, implementation, testing, and deployment. Different sources use different terms for the steps.

Planning refers to preliminary activities undertaken before the actual software development process begins. In this stage various activities such as budgeting, scope of the project, objectives of the project and contract management are discussed. There is no generally accepted specific way of doing planning activities; project managers implement the planning as they wish. Wu and Simmons (2000) describe three general project-planning approaches: past experience, standard guidelines, and support tools. For example, Wu and Simmons (ibid.) argue that the use of a specialized tool, such as Software Project Planning Associate (SPPA), may be of good help especially for managing large software development projects, because it is hard to visualize software, and many unforeseen factors can affect the progress of the software project. Furthermore, the project managers choose whom to involve in the project planning. In some companies, managers involve technical teams (i.e. developers, testers, analysts, etc.) from the planning stage onwards while others involve technical teams at the later stages (Publication II). Basically, planning is one of the important duties of the project managers that may determine the success or failure of the project.

Requirements elicitation is a technical and specialized activity that aims at identifying, collecting, analyzing and prioritizing software requirements. Requirements elicitation is a critical process in quality construction and software development process in general (Dieste et al., 2008; Jung et al., 2014). Unless the actual requirements are elicited, it is difficult to develop a software product that will meet specific customer needs (Dieste et al. 2008). In this regard, requirements elicitors need to have a broad picture and experience of the domain where the software is needed. For example, Jung et al. (2014) argue that the requirements elicitation process is influenced by the culture and technical skills of the persons involved. Requirements elicitors may include development teams (designers, testers, programmers, etc.), marketing teams, R&D teams, or a special trained team.

It is difficult to discover all requirements at the beginning of software development projects (Dieste et al., 2008). However, Terzakis (2013) discusses the importance of requirements management from the beginning of the project. He emphasizes that there is a difference between randomly elicited requirements and those elicited systematically. Well-organized and documented requirements result in higher product quality, regardless of the method of development and increase of the complexity of the product (Terzakis, 2013). The discovery of requirements is a continuous process throughout the SDLC and beyond after the software has been delivered to the customer (Dieste et al., 2008). It is not necessary to have new requirements identified, as the old requirements may be redefined and refined. The process of redefining and refining requirements can be regarded as requirements optimization. Generally, it is not
possible to build all requirements elicited into the software product because of cost and time (Boehm, 1984). The requirements should be selected and prioritized. The process of requirements prioritization reduces the number of elicited requirements, but also increases the quality of the software product by identifying high value requirements. Figure 1 depicts the requirements prioritization and optimization process. Even though the requirements are meant to satisfy a specific customer, the goal should incorporate both business goals and software company goals (Savolainen et al., 2007). For example, the base of the triangle in Figure 1 represents the idea that a huge amount of requirements is elicited during requirements elicitation, but not all customer requirements will fit into business requirements, so some requirements may be dropped as a tradeoff between specific segments of customers or users. The double-headed arrows in the triangle show the agreement of customer and business requirements.

The second level in the triangle (Figure 1) entails the integration of customer and business requirements into general software requirements. After that, the software specifications are derived from the software requirements. In the final stage, the software product is developed based on the specifications obtained. The vertical double-headed arrow outside the triangle (Figure 1) indicates that quality construction is not a one-direction process through the SDLC. The discovery of requirements, improvement of design, coding, and testing process is continuous and iterative, throughout the development process and even after delivering the product to the customer.
The design, implementation, and testing processes of the SDLC do not depend on the method of software development e.g. agile or plan-driven (Salo and Abrahamsson, 2008; Terzakis, 2013). The methods affect, for example, the duration and frequency of the processes. Many software-developing companies have moved from traditional waterfall methods to agile methods (Salo and Abrahamsson, 2008), though the transition from the traditional waterfall to agile methods has not been smooth (Lester, 2013; Madabhavi, 2014; Salo and Abrahamsson, 2008). Lester (2013) discusses several challenges of adopting agile methods including the “fear of the unknown” and agile process management. However, the study by Salo and Abrahamsson, (2008) investigating the adoption of XP and scrum agile methods indicates that the methods are useful. In agile methods, the design, implementation, and testing processes take place iteratively (Tselentis, 2014). One of the advantages of agile methods is that the design can be refined along the implementation and testing processes. However, companies still choose to adopt waterfall methods in some of their projects, and carry out agile methods in others.

Figure 1. Optimization of requirements for a software product (Publication I)
2.3.2  The role of humans and software companies in software quality construction

Software quality construction process is not the same as software development process (i.e. the activities of the SDLC). The software quality construction process involves more activities than the SDLC activities. One of those activities is to understand the humans so as to address their ‘actual’ needs (Christoffer and Furuknap, 2009). For example, Christoffer and Furuknap (ibid.) describe software development as an art through which a developer figures out what is in the mind of the customer and produces code, style, fashion, feature, pattern, design, etc., to meet the needs of that customer in the course of software development. Software is developed for users or customers, who are mostly not technical, so some of their requirements are represented in a fuzzy manner. However, there should be a common understanding and cooperation between the developers and customers throughout the development process for the purpose of understanding the requirements, and developing right software to address the specific customer needs (Dieste et al., 2008). Thus, software quality construction involves activities within and outside companies, including skills beyond the computer science discipline working together towards achieving the predefined quality goals.

Software quality construction process can be influenced by several factors (Hovenden et al., 1996). The scope of this thesis is confined to the factors surrounding humans (i.e. developers and customers) and software companies. Therefore, this study is focused on the activities conducted within software companies. The information regarding customers has been studied through the interaction of customers and software companies in the course of software development process. In the scope of this thesis, the factors that influence software quality include customers (i.e. individuals and businesses), developers (i.e. testers, programmers, designers, architects, etc.), organizational structures of software companies, tools, and processes. According to Carnegie Mellon University, Software Engineering Institute, CMU/SEI-2010-TR-033 (2010), there are three critical dimensions that companies focus on during quality construction: people, procedures and methods, and tools and equipment. However, the customer is a fundamental entity in software quality construction because quality is judged and defined from the customer’s perspective (ISO/IEC 25020, 2007). Software that does not address the particular needs of the customer is not quality software, even though it may be well built from the point of view of the developers. In this thesis, the term customer refers to individuals or businesses that use software products for various purposes.

Software companies vary in size, resources and specialization. However, all companies have common features, such as the presence of management and organizational structures, which allow easy comparison between the companies. The
The aim of this study is not to compare companies but to investigate software development activities within the companies to understand how software quality is constructed. For example, each software project has developers and project managers. The managers in software companies manage resources (humans, tools, fiscal, etc.) and processes (CMU/SEI-2010-TR-033, 2010). Managers decide on the mode of operation and the organizational structures of their company, which implies that management can influence the development process and the quality of products. According to Park et al. (2012), organizational structures have an impact on the productivity of the functional teams within the company, and hence affect the quality of the products. Although the findings presented by Park et al. (2012) are not specific for software companies, the study presented in this thesis indicates that software companies are also vulnerable depending on the type of organizational structures (Publications III and IV).

The Capability Maturity Model (CMM) (CMMI, 2012; Paulk, 1995; Paulk et al., 1993) suggests that the quality of a product is directly related to the quality of the engineering process that the company has reached. However, Kitchenham and Plefeeger (1996) argue that there is little evidence that conformance to process standards guarantee good quality. According to Suominen and Mäkinen (2013), software is intended to solve problems in a complex socio-technical setting. So, the success of the project depends on the management of the processes and software design that is domain-specific at the business level, than relying on processes and methods alone. Thus, managers in software companies should have skills and experience of their customers’ business environment and the domain to be able to make sound decisions on resources and processes, so as to achieve the desired quality goals (Boehm and Ross, 1989; Colomo-Palacios et al., 2013).

2.4 Human factors in software quality construction

The literature suggests that software quality can be improved through improving the capability of organizational processes (CMU/SEI-2010-TR-033, 2010) and improving the capability in the individual development processes (ISO/IEC 15504-5, 2012). Furthermore, the Software Engineering Institute (SEI) suggests that companies should focus on people, methods and tools as critical factors in improving business. According to Petre (2010), the success of projects depends on how well the humans can reason and perform tasks despite of the growth of technology (tools, methods, etc.). In this regard, humans play a primary and fundamental role in quality construction.

The works of Boden (2004) and Shneiderman (2007) suggest that software development is a mental activity that starts with an idea (creativity) from the
developers or customers. In the real business environment, it is a challenge to meet both customer requirements at a competitive price yet meet the time and desired quality; innovation is one of the success factors providing competitive edge (D’Aniello et al. 2006, Streeker 2009, Edison et al. 2013). According to Miatidis et al. (2008) and Shneiderman (2007), the experience of developers in a particular domain and the time spent in solving various problems associated with customers, methods, requirements, etc. in that domain, has a positive impact on quality construction. Technical skills, such as programming, software testing, etc., are mandatory but the experience in the domain enables the developers to improvise suitable solutions because of their domain knowledge.

Customer satisfaction has never been an easy issue. It is not enough to develop a working product but a product that is also attractive to the customer. This means presenting a product in a manner that the customer will appreciate it. Christoffer and Furuknap (2009) and Patre (2010) discuss the importance of art. The art of design, artifact creation, etc. have a positive influence on product quality.

This study finds creativity, innovation, experience and art as important human factors that influence software quality construction. Therefore, this section presents an insight into creativity, innovation, experience and art in software quality construction.

2.4.1 Creativity

Creativity is “the ability to come up with ideas or artifacts that are new, surprising and valuable” (Boden, 2004, p.1). Piffer (2012) argues that a product that is novel, but not usable cannot be considered creative. This view expands the definition of creativity to include the item “usefulness” of the new idea. On the other hand, Arden et al. (2010) and Zeng et al. (2011) expand the definition of creativity further to include the concept of “beauty” (arts) and “appropriateness”. For example, Zeng et al. (2011, p.25) define creativity as “the goal-oriented individual/team cognitive process that results in a product/service that, being judged as novel and appropriate, evokes people’s intention to purchase, adopt, use, and appreciate it”. Thus, on the basis of the literature, I define creativity as the use of original ideas to create a useful, appropriate and attractive (artistic) product that will evoke people’s intention to purchase, adopt, use, and appreciate it. However, Piffer (2012) argues that it is not only difficult to have one definition of creativity but it is also difficult to measure it by one scale. He further declares that creativity is the sum of accomplishments of some tasks or products or services, which can distinguish one product from others. According to several definitions of creativity (Arden et al., 2010; Boden, 2004; Piffer, 2012; Zeng et al., 2011), software quality can result from developers’ creativity and satisfy the customer even though he was not involved in the requirements elicitation.
2.4.2 Innovation

According to Strecker (2009), innovation is the implementation of new factor combinations (e.g. new goods, new production methods) that lead to significant improvements of existing methods.

The goal of software quality construction is to develop a software product, or improve an existing product for the purpose of satisfying customers (Strecker, 2009). According to Edison et al. (2013), innovation can be categorized into four areas: product innovation, process innovation, market innovation and organization innovation. In order to develop a quality product or improve an existing product, innovation is important. For example, Edison et al. (2013) define product innovation as the creation and introduction of new (technologically new or significantly improved) products that are different from existing products as regards architecture, structure, technology, features or performance.

The improvement of products may start by improving the process used in the development process. Edison et al. (2013) define process innovation as the implementation of a new design, analysis or development method that changes the way in which products are created. Recognizing the importance of other roles in addition to technical teams, Edison et al. suggest that there should be innovations on marketing strategies. Edison et al. describe market innovation as the implementation of new or significantly modified marketing methods, strategies and concepts in the product design or packaging, placement, promotion, or pricing. It includes opening up new market opportunities, position innovations (including changes in the context in which the products are introduced) and the implementation of new or significantly modified marketing strategies. Finally, Edison et al. (ibid.) suggest organization innovation, which refers to the implementation of new organizational methods in the firm’s business practices, workplace organization or external relations. It includes changes in the architecture of production and accounts for innovations in management structure, corporate governance, financial systems or employee remuneration systems.

Innovation refers to methods (Strecker, 2009) that lead to better or improved products. The customers’ demand may be beyond the requirement elicited, because customers may represent their needs in arbitrary expressions or in a vague language that is difficult to interpret precisely. Some customers do not know what they need until they see it. Thus, the software quality construction process may tap into the advantages of innovation along with the involvement of customers for the purpose of meeting their needs.
2.4.3 Experience

Miatidis et al. (2008) describe experience as the knowledge background that concentrates mental stimuli from previous experience, education, know-how and guidelines stemming from the company, or even pure instinct, and enables a person to come up with optimal solutions in problem solving.

The Oxford dictionary (2005) defines experience as the knowledge or skill acquired over a period of time, especially that gained in a particular profession by someone at work.

Fagerholm and Münch (2012) suggest several approaches to addressing ‘experience’. They consider ‘experience’ to refer to both immediately perceived events as well as the memories of events and the knowledge gained by interpreting and reflecting on remembered events.

The three views of experience in Fagerholm and Münch (2012), Miatidis et al. (2008) and Oxford dictionary (2005) suggest that experience adds value to a product. For example, developing software in the domain where developers have experience enables the developers to optimize solutions, and satisfy the customers better, because they have experience with their customers in that domain. Thus, it is important for the developers to have domain knowledge in addition to software development skills.

2.4.4 Art

Christoffer and Furuknap (2009) describe art as the personal ability of a developer to figure out what is in the mind of a customer and produce code, style, fashion, feature, pattern, design, etc. to meet the needs of that customer in the course of software development.

The Oxford dictionary (2005) defines art as the expression or application of human creative skill and imagination, typically in a visual form such as painting or sculpture, producing works to be appreciated primarily for their beauty or emotional power.

Schaefer (2009) considers design as art. He argues that art exists in the context of design and that it is manifested in the translation of ideas into tangible or visible phenomena of the artifacts. Art can be applied to create a new product or to make an existing product to look new, i.e., “to make the familiar strange and the strange familiar” (ibid., p. 26). Emphasizing art in relation to design, Schaefer elaborates that design includes the arts of graphic design, architecture, and product design. The art in the design is what creates the differences between designers and products, which hence dictate the quality of such products.
According to Christoffer and Furuknap (2009), art is a way of representation or expression of customers’ specification in software in more meaningful and appealing manner (Oxford, 2005; Schaefer, 2009). Thus, art is an important aspect of software quality construction.

2.5 Software quality construction in the Buy Your Own Device (BYOD) trend

The Bring Your Own Device (BYOD), which is also termed as consumerization of IT, (Sangroha and Gupta, 2014; Scarfo, 2012), is a phenomenon where end-users bring their personal devices to their working places.

According to Scarfo (2012), the BYOD trend has gained increasing popularity in the past decade. This trend has also shaped the software and hardware industry whereby software and hardware companies try to reorient product and service designs around the individual end-users. Software development focuses on the individual consumer as the primary driver of product and service design.

The BYOD trend has led to the “ubiquitous computing” trend, which is characterized by the increased use of mobile devices such as smart phones, tablets, and other handheld devices, including wearable devices in working environments, learning environments and other places (Mahalingam and Rajan, 2013). In the BYOD environment some companies and businesses are forced to deliver services into mobile device platforms, which increasingly add to the challenge in software quality construction in terms of security issues and meeting quality requirements in general.

The BYOD trend has imposed new challenges to software industry. Software developers should think about both the hardware i.e. the devices and the business environment where the end-user of the device is working. For example, one of the challenges is to develop quality software at reasonable cost and time (Osterweil, 1997), yet to meet quality requirements, such as security for achieving organizational goals in the company where the end-user works (Scarfo, 2012). This means that although the software aims to meet end-user requirements, it should also meet some business requirements, which in this respect vary between the users, depending on the type of business they are engaged in. It is challenging to have a common goal between software developing companies, individual end-users of software products, device manufacturing companies and the companies where the end-users work. However, Barney and Wohlin (2009) argue that software quality construction should focus on achieving some common goals. Perner (2008) suggests that software-developing companies should optimize quality on the basis of their customers and add value that will also benefit the companies where the software or devices will be used in other
environments beyond personal use. On the other hand, Savolainen et al. (2007) discuss the importance of varying requirements. Savolainen et al. argue that the requirements should be adaptable in various situations for the purpose of providing key competitive advantage that allows economic success for the product line.

2.6 Summary

It is difficult to define quality, and there is no one ultimate definition of quality agreed upon by all stakeholders (Garvin, 1984; Seth et al., 2012; Kitchenham and Pfleeger, 1996), and nor is there any specific approach to achieving software quality (Kitchenham and Pfleeger, 1996), or a universal measurement or scale for quality (Jørgensen, 1999). For example, Kitchenham and Pfleeger (1996) describe quality construction as aiming at an illusive target. Although tools and processes are crucial, humans, companies’ management teams, and organizational systems (i.e. organizational structures, management of resources, relationships among the functional teams, etc.) have a positive impact on the quality of the products. The quality of a software product cannot be implemented in the development (coding) process only; it is the result of the joint efforts of all functional teams within the software companies, and careful involvement of customers in the necessary stages of development throughout the SDLC. In certain situations software developers adapt to the market trends and not standards because the pace of technology is faster than the change of standards (Kalyani, 2013). Customer requirements are often more flexible and varying than standards; therefore innovation is required to meet such requirements (Ashford, 1985). In the BYOD trend, the development of software products and services is reoriented to individual customers, which imposes the challenge of meeting requirements for both the software customer and the place where the customer works. Thus, software companies need to use varying requirements that are adaptable into various situations (Savolainen et al., 2007).
3 Research problem and methodology

The author had a privilege to work in the research project called 'Software Testing for Intended Quality (STX)'. This was a three-year project started in August 2011. The research goal for STX was to explain how software development, testing and quality depend on one another. From this objective and studying the literature, the research problem of this thesis was identified and pursued. During the study, which was conducted in software companies on the software development and testing process, ‘software quality construction’ was suggested as the research topic among several other topics that were studied in parallel.

In this chapter, the research problem and its shaping, the research methods, and the research process are described. The chapter also describes the motivation and the rationale of employing the selected research approaches of the study.

3.1 The research problem

Software engineering has evolved and faced many developments since the 1940’s. Numerous researches and studies have been conducted in the area of software engineering, delivering many useful suggestions for improving the quality of software products and services. Despite the many initiatives and developments such as quality standards, quality models, best practices, methods, and advancement of technology in the software industry, software quality is still a challenge in the 21st century. The advancement of methods and tools for developing and testing software has not been able to eradicate software quality issues. Software testing is yet reported to cost up to 50% of the project cost (Kit 1995).
Companies are investing billions of dollars each year in research and development (R&D) in order to improve products. For example, Hartung (2012) presents a list of top 20 spenders on R&D in the year 2011. The mentioned companies include IT companies such as Microsoft (9.0$ US billion), Samsung (9.0$ US billion), Nokia (7.8$ US billion), Intel (8.4$ US billion), Panasonic (6.6$ US billion), IBM (6.3$ US billion), and Cisco (5.8$ US billion). However, Hartung (2012) argues that despite the heavy investment in R&D, companies face challenges continuously.

Criticizing the expenditure of huge sums of money on historical programs, following historical patterns and trying to defend and extend the historical business, Hartung (2012) argues that innovation is the right path. Instead of looking deeper in the products, companies need to look wider. They need to investigate alternative solutions, rather than more of the same. This view suggests that customer requirements are changing, and the products should change likewise (Hartung, 2012). Cockburn and Highsmith (2001) argue for the human factor in the software development process. They emphasize individual competence in the development teams as a critical factor in software product development and software product success. For example, different designers with different ‘art of design’ will produce different software products in terms of quality, despite of using the same equipment and resources in the same environment. Investment in innovation and in development teams will mark the difference in the quality of products (Cockburn and Highsmith 2001).

The goal of the present research is to investigate the role of humans and software developing companies in the software quality construction process. The study seeks to understand (1) the human factors inside and outside software companies that influence software quality; and (2) organizational factors that influence software quality. In particular, the research focuses on activities in software developing companies. Stakeholders outside software companies such as customers are studied through their interactions with the companies.
The research problem has been decomposed into sub-problems, which are addressed in more detail in *Publications* I-V. Table 1 shows the mapping between the research problem, the objective of the study and the publications.

**Table 1. Decomposition of the research problem**

<table>
<thead>
<tr>
<th>Sub-problem</th>
<th>Objective of the study</th>
<th>Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. What is the role of requirements, stakeholders, and resources in software quality construction?</td>
<td>Understanding the role of requirements, stakeholders and resources in software quality construction.</td>
<td><em>Publication I</em></td>
</tr>
<tr>
<td>2. What is the role of human factors in software quality construction?</td>
<td>Studying the role of human factors inside and outside software companies in software quality construction.</td>
<td><em>Publication II</em></td>
</tr>
<tr>
<td>3. (i). What are the organizational challenges that affect software testing?</td>
<td>Understanding the organizational and customer-related challenges that affect the software testing process in software developing companies and how these challenges affect software quality construction.</td>
<td><em>Publication III</em></td>
</tr>
<tr>
<td>3. (ii). What are the challenges related to customers that affect software testing?</td>
<td>Understanding the organizational and customer-related challenges that affect the software testing process in software developing companies and how these challenges affect software quality construction.</td>
<td><em>Publication III</em></td>
</tr>
<tr>
<td>4. What are the management issues that influence efforts towards software quality construction?</td>
<td>Understanding the management issues that influence the efforts towards software quality construction.</td>
<td><em>Publication IV</em></td>
</tr>
<tr>
<td>5. How do software product customers influence software quality construction in a BYOD environment?</td>
<td>Analyzing the challenges of meeting the quality requirements of software products in the BYOD environment.</td>
<td><em>Publication V</em></td>
</tr>
</tbody>
</table>

**3.2 Research methodology**

Software engineering is a discipline that cuts across many other disciplines, including science, art, psychology, and engineering (Ambler, 2009; Cross, 2001; Marcos and Zagalo, 2011; Schaefer, 2009). Software stakeholders come from different backgrounds,
experience and knowledge (Hirschheim, 1985; Hovenden et al., 1996; Smolander, 2002). Studying their needs and developing software to meet their needs requires skills and knowledge that are beyond the computer science body of knowledge (Boehm and Ross, 1989; Colomo-Palacios et al., 2013). For example, knowledge of the business process or environment and the domain in which the software is applied has a positive impact on quality construction. In this regard, a variety of research methods can be employed to research problems in the field of software engineering (Shaw, 2002). However, the researcher should choose an appropriate method to acquire better results from the study (Easterbrook et al., 2008).

Several research methods exist, which can be classified into two major categories: quantitative and qualitative methods. The quantitative methods are based on the quantities or the frequencies of occurrences of an event, to signify the relevance of an observation or a finding (Wohlin, 2006). The advantage is that quantitative data promotes comparisons and statistical analysis (Wohlin, 2006). On the other hand, qualitative methods determine the relevance of an event or a finding by its gravity, and the quality of the finding grounded on the data (Van Manen, 1990; Klein and Myers, 1999).

Järvinen (2004) classifies research methods into ten approaches, and names the classification the taxonomy of the research approach (Figure 2). In the taxonomy, the top-down principle is applied, which means that each research approach is first divided into two classes, and one or both are then divided again into two sub-classes, etc.

![Figure 2. Järvinen's (2004) taxonomy of research methods](image-url)
At the beginning of the classification, the mathematical approach is differentiated from studies of reality, because mathematics uses symbols and formal language, algebraic representations, etc. without having direct reference to objects in reality. The rest of the approaches are concerned with studying reality. The approach for reality is divided into researches stressing what is reality (i.e. conceptual analytical approaches or approaches for empirical studies) and those which try to find out the utility of artifacts (i.e. artifact-building approaches or artifact-evaluating approaches). The approaches for empirical studies are further divided into theory testing and theory creating approaches. In the software engineering field, there are very few established and comprehensive theories that can be tested with empirical observations (Jørgensen, 1999). Therefore, this thesis adopts qualitative empirical research methods with the aim of theory creation.

3.2.1 Theory creation

According to Easterbrook et al. (2008), the confusion around the selection of empirical methods and appropriate evaluation of empirical research occurs because the underlying philosophies are never mentioned. It is difficult to conduct research and judge its results without some criteria for judging the validity of the method and the results thereafter. So, understanding the philosophical viewpoints of the selected research methodology is mandatory. There are four popular philosophical viewpoints in knowledge and theory creation: positivism, constructivism, critical theory and pragmatism (Easterbrook et al., ibid.).

- **Positivism**: Positivists believe that knowledge is acquired through the process of verifying theories by testing hypotheses derived from them, and that is why studies are designed to test theories through hypotheses. For example, the survey and some case study research methods are based on the positivist philosophical viewpoint. (Easterbrook et al., 2008)

- **Constructivism**: Constructivists believe that knowledge is socially created and it emerges from the data, and only the data explains the validity of the emerged theory (Berger and Luckmann, 1967; Easterbrook et al., 2008). Constructivism is also known as interpretivism (Klein and Myers 1999). Easterbrook et al. (2008) argue that constructivists concentrate on understanding how different people make sense of the real world, and how they assign meaning to actions, and therefore theories may emerge from this process. However, the theories emerged cannot be separated from the context being studied. Methods closely associated with constructivism are e.g. ethnographies, exploratory case studies and survey research (Easterbrook et al., ibid.).

- **Critical theory**: According to Easterbrook et al. (2008, p. 6), critical theorists believe that “theories are assertions of knowledge (and therefore power), to be critiqued in terms of how they shape that power”. Critical theorists take the role of
emancipation and advocacy by challenging the existing perceptions about common practices to draw attention to things that need changing (Easterbrook et al., ibid.). Critical theory is built on three elements (Myers and Klein, 2011): **insight**, **critique** and **transformation**. The first element, insight, aims at providing an insight into the background, and provides understanding of the phenomenon under investigation. The second element, critique, provides a critical viewpoint to the phenomenon in its present context; and the third element, transformation, is improvement of earlier known constructs, ideas and existing social theories (Myers and Klein, ibid.). Methods closely related to critical theories are case studies and action research (Easterbrook et al. 2008).

**Pragmatism:** Pragmatists believe that “theories are the products of a consensual process among a community of researchers, to be judged for their practical utility” (Easterbrook et al., 2008, p. 6); and therefore knowledge is judged by how useful it is for solving real-world problems (Easterbrook et al., 2008). Pragmatism advocates relativism in the sense that truth is relative, so consensus is the key in avoiding obvious criticisms. In the pursuit of knowledge, pragmatism values practical knowledge over abstract knowledge, and uses whatever methods are appropriate to obtain it. Thus, pragmatists strongly prefer mixed methods research, where several methods are applied to investigate the phenomenon under study (Easterbrook et al., ibid.).

This study follows the constructivist stance. The grounded theory (Strauss and Corbin 1990) employed allows systematic data collection and analysis. During data analysis, similar concepts are grouped in the coding process, and the phenomena are studied based on their relationships established in the categorized data. Hence, the researcher studies the relationships to uncover the underlying meaning and draws inference from the established relationships, which is stated as a hypothesis or a theory that may be applicable in the studied context (Easterbrook et al., 2008).

### 3.2.2 Research subject

The ISO/IEC 25010 (2010) (System and software quality models) and ISO/IEC 25020 (2007) (Measurement reference model and guide) standards were used initially to understand and approach the research subject of this thesis. ISO/IEC 25020 (2007) provides software quality definitions, software quality characteristics, and a guide to software product quality requirements and evaluation. ISO/IEC 25010 (2010) describes software quality from different stakeholder perspectives, and also provides quality models such as quality model framework, quality model, quality-in-use model, product quality model, and explains the relationship between the models.

ISO/IEC 25010 (2010) defines software stakeholders, and categorizes them into three major groups: the **primary user**, the person who interacts with the system to achieve
the primary goals, secondary users who provide support; and the indirect user, the person who receives output, but does not interact with the system.

The five stages of the Software Development Life Cycle (SDLC) (Busch et al., 2014, Tayntor, 2003), i.e. planning, requirements elicitation, design, implementation and testing, were used to study the activities involved in the software development process.

3.2.3 Selection of the research method

Quantitative vs qualitative methods: Empirical studies can be divided into two major categories: quantitative and qualitative studies. Quantitative research methods collect numerical data and analyze it using statistical methods. Qualitative methods collect qualitative data such as text, images, video, and sound through observation, for example interviews, and analyze it using qualitative data analysis methods (Moody, 2002). According to Moody, quantitative methods are more appropriate when theory is well developed, and for the purposes of theory testing and refinement; when the subject area is not well understood, qualitative methods are more appropriate. As this study explores the quality construction process, where no clear theories and hypotheses exist (Jørgensen, 1999), qualitative research methods are more suitable to conduct this study.

Case studies and the grounded theory: According to Järvinen taxonomy (2004), this thesis is part of studying reality. The goal is to conduct an empirical study in software developing companies to investigate software development activities in their natural contexts (Eisenhardt, 1989). To achieve this goal, the case study and grounded theory empirical methods were chosen because both methods can be used for theory creation (Yin, 2002; Glaser and Strauss, 1967).

Why is the grounded theory an appropriate method for this research?

i. Grounded theory aims at creating a theory from the data without using a priori concepts (Glaser and Strauss, 1967; Mayer, 2001; Strauss and Corbin, 1990), and so it is suitable for uncovering the unknown reality.

ii. Grounded theory provides a systematic approach for theory creation (Strauss and Corbin, 1990).

iii. As software quality construction is a social-technical process (Hovenden et al., 1996), the grounded theory provides a comprehensive description of the social process being studied (Jones et al., 2005).

iv. Grounded theory has the capacity to interpret complex phenomena (Charmaz, 2010).

v. Several studies suggest the grounded theory as an appropriate method for conducting qualitative studies (Arshad et al., 2013; Jones and Alony, 2011;
The grounded theory has been used successfully in diverse areas, including information systems (Bryant, 2002), software engineering (Smolander, 2002), healthcare (Akbar, 2003), film industry (Jones, 2005), and modeling (Dal Forno and Merlone, 2012).

3.3 The grounded theory

Initially, Glaser and Strauss (1967) established the grounded theory research method in 1967. The grounded theory is an inductive, theory-building methodology that allows a researcher to develop a theoretical generalization on the observed phenomenon by grounding the emerging theory on the empirical data (Martin and Turner, 1986). The grounded theory provides a systematic method of analysis, which allows the researcher to visualize the emerging concepts, and their relationships, through which the researcher explores the research area, and allows issues to emerge. Consequently, the grounded theory is useful for providing insight into areas that are relatively unknown by the researcher (Strauss and Corbin, 1990; Jones and Alony, 2011). The background of the grounded theory is in social sciences, and the approach allows researchers to interact with the subject under study by combining various data sources without restricting data formats (Joan and Pastor, 2007). The grounded theory is suitable for the investigation of phenomena in their natural context and allows the researcher to build a theory from data analysis.

After publishing the grounded theory in 1967, Glaser and Strauss differed in their opinions on the role of emergence in theory creation. This conflict gave birth to fundamental schools of grounded theory, “Glaserian” grounded theory (Glaser, 1992) and “Straussian” grounded theory (Strauss and Corbin, 1990). There are many, although minor, differences between the two schools of grounded theory. For example, Glaser emphasizes the emergence of theory, when the researcher has an empty mind; Strauss permits a general idea of the area of the study, and a systematic approach in theory creation. In this view, Glaser criticizes Strauss for forcing the theory instead of letting the theory to emerge (Jones and Alony, 2011). However, Strauss and Corbin (1998), and Corbin and Strauss (2008) agree on the broad purpose of the grounded theory. They acknowledge that all studies will not produce a theory and admit that the grounded theory may also be used in some studies to produce useful descriptions. Thus, Strauss and Corbin acknowledge that grounded theory techniques have uses beyond theory building.

This thesis follows the “Straussian” grounded theory (Strauss and Corbin, 1990), because it provides a structured approach to the analysis process and is therefore

Mayer, 2001; Moody, 2002; Smolander, 2002; Taipale and Smolander, 2006.)
suitable for team research efforts. Another reason is that it allows the researcher’s personal and professional experience together with the read literature to affect his theoretical sensitivity. Theoretical sensitivity grows during the study and helps in the formation of a hypothesis or a theory (Joan and Pastor, 2007).

The approach in theory creation is built on two main concepts: constant *comparison of concepts* and *theoretical sampling* (Eisenhardt, 1989). Every piece of new information and concept is constantly compared to the collected data to uncover similarities and differences. The process of data collection and analysis take place concurrently with every identified new lead in the data. The new leads are included in the next data collection round, until a saturation point is reached. Theoretical saturation is the state whereby the additional data collected does not provide any new knowledge about the studied phenomena (Glaser and Strauss, 1967; Strauss and Corbin, 1990). The disadvantage of theories built through the grounded theory is that they are dynamic and not static. With the increase of data, the theory may change (Strauss and Corbin, 1990).

In the grounded theory, coding is the fundamental process for data analysis and building a theory. The Straussian grounded theory emphasizes systematic codification and categorization of concepts in the data. The process of data analysis involves three stages of coding: *open*, *axial* and *selective* coding. Open coding is an analytical and interpretative process, where data is broken down into distinctive concepts and labeled (Strauss and Corbin, 1990). The aim of open coding is to identify the concepts in the data and group them according to their similarities and differences. The process of grouping data is called categorizing.

In axial coding, the relationships between the categories are identified and studied. The aim of axial coding is to understand the underlying meaning of the categories so that dependencies and relationships can be set between the categories (Strauss and Corbin, 1990). Open and axial coding can be done parallel because the developed relationships between the concepts are likely to lead to new concepts and relationships (Strauss and Corbin, ibid.). Each phenomenon represented by a category is given a conceptual name. The open and axial coding processes continue until no new concept or category emerges from the data with added new information. This state is referred to as theoretical saturation.

Selective coding is the process of integrating the categories to obtain the core category. The core category could be one of the identified categories, if it is board enough to describe all other categories. If there is no such broad category, then a conceptual category is created and given a name that will describe the rest of the categories. The purpose of establishing a core category is to narrow down the concepts into a hypothesis or a theory (Strauss and Corbin, 1990).
To summarize, this thesis includes three phases of the research project, all of which employ the grounded theory intensively. The first phase can be considered as a case study because of a few a prior concepts, such as the ISO/IEC view of software quality, which gave us the initial direction to engage in the study; then we collected the data from practitioners, and used the grounded theory analysis methods that led us to discover new concepts and hypotheses. The second and the third phases followed the grounded theory principles. In the beginning it seemed difficult for me to use the grounded theory. I was comfortable to proceed with the methodology because I was working with a research team whose members are highly experienced with the grounded theory.

3.4 Research process

In this section, the three phases of the research process are presented in detail. The data collection and analysis processes, together with finishing and reporting of the study are also explained.

3.4.1 Research phases

The beginning of the research included studying important constructs, such as software quality definitions and quality characteristics (ISO/IEC 25020, 2007), understanding earlier research on the subject, selection of cases, crafting of instruments and setting strategies for data collection (Eisenhardt, 1989; Strauss and Corbin, 1990). Although the theory creation through the original grounded theory (Glaser and Strauss, 1967) requires no a prior concepts or hypotheses, Eisenhardt (1989) and Strauss and Corbin (1990) recognize the importance and contribution of a prior constructs in sharpening the emerging theory.

The research process was divided into three phases (Figure 3). In Phase 1, we conducted one study that produced Publication I. The study explored how practitioners perceive, plan and implement quality in software products. The study identified the role of requirements, stakeholders and potential (i.e. human factors) of the developers in the software quality process. The results obtained in this study provided an insight into the factors, other than tools and methods, which need attention in the software quality construction process.
In Phase 2, we considered the leads in the data which were obtained during Phase 1 and modified the research questions so as to gather more relevant data to pursue the research objectives (Strauss and Corbin, 1990). We conducted a study focusing on human factors; the results produced Publication II. Furthermore, we conducted an investigation on software development activities, focusing on software testing, and studied the management issues that have direct or indirect effect on software quality. This study generated Publication III, which extends the results obtained during phase 1.

During Phase 3, we pursued further the new data leads identified during Phase 2. Few phenomena indicated that organizational management, such as project managers, etc., and the organizational structures have an influence on software quality. So, the study in Phase 3 produced Publication IV, which addresses organizational factors, including management issues that influence the software quality construction process. Furthermore, observations in the data indicated that the BYOD trend brings challenges to software quality construction, so the study also produced Publication V.

Figure 3. The three phases of the research process
3.4.2 Data collection

During the research project, most of the data was collected with semi-structured interviews. The interview questions are available at http://www2.it.lut.fi/project/STX/material.html. In some companies, there was additional information collected during interviews, for example presentations and written materials such as pamphlets and brochures. In some instances, a lengthy discussion started after the interview sessions, adding valuable information on the research subject. A total of 40 interviews were conducted in 13 software companies. Phase 1 involved 18 interviews, Phase 2 involved 15 interviews and Phase 3 involved 7 interviews. The length of an interview varied from 55 to 65 minutes. All the interviews were tape-recorded and transcribed. In total the transcription consisted of 480 A4 pages, in Times New Roman font 12.

The software companies involved in the interviews included 6 small companies, 1 medium-sized company and 6 large companies. The company size classification is based on the SME European Union definition (EU, 2003), in which a small company is characterized as having fewer than 50 employees, a medium-sized company has fewer than 250 employees, and a large company has more than 250 employees. Both nationally and internationally operating companies were included.

Theoretical sampling was applied in identifying the case organizations (Pare and Elam, 1997). The goal of theoretical sampling is not to get a representative sample of all possible variations, but to gain deeper understanding of the analyzed cases and to identify concepts and their relationships (Eisenhardt, 1989; Taipale, 2007). We selected 13 cases out of the 26 contacted companies, following a polar-type strategy (Eisenhardt, 1989) to cover different domains, methods of development, type of software, and size of company. The polar-type strategy was selected because it can help researchers to explore, understand, and explain the variety of characteristics of the phenomenon.

The data analysis was conducted parallel to the data collection process. Every time a new lead was identified, the interview themes and questions changed slightly along the research process to follow the leads. The accommodation of new leads into the research process is allowed and it enhances the emerging theory (Eisenhardt, 1989); the grounded theory describes it as theoretical sensitivity (Strauss and Corbin, 1990). Table 2 presents the research phases and themes.

The interviewees were practitioners in software developing companies. However, a few interviewees were consultants who worked with multiple companies, and whose experience in diverse companies and of various domains increased the value of the information given. Phase 1 of the study included more companies than Phase 2, and Phase 3 included the least because we did not identify new concepts in some
companies. Companies with no new leads to follow were excluded from the next data collection round. This is also the reason why some companies had 4 interviews while some had only 1 interview. Table 3 presents the case companies, business domains, phases of the study (i.e. interview rounds), company sizes, and the roles of the interviewees.

Table 2. Phases and themes of the study

<table>
<thead>
<tr>
<th>Phase</th>
<th>Themes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Software development, testing, quality and change management.</td>
</tr>
<tr>
<td>2</td>
<td>Software development, testing and quality management.</td>
</tr>
<tr>
<td>3</td>
<td>Human factors, organization and software project management.</td>
</tr>
</tbody>
</table>
The data used in *Publication III* included all the data collected during Phases 1 and 2, and the data used in *Publications IV* and *V* included the data collected during the Phases 1-3. The amount of data grew along the study, which was important for understanding the phenomena observed earlier in the data analysis process, and sharpening the emerging hypotheses or theory.

Table 3. Business domains, interview rounds, company sizes and roles of interviewees

<table>
<thead>
<tr>
<th>CASE</th>
<th>Business domain</th>
<th>1st Round interviews</th>
<th>2nd Round interviews</th>
<th>3rd Round interviews</th>
<th>Company size</th>
<th>Roles of the interviewees</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Inventory management systems.</td>
<td>1</td>
<td></td>
<td></td>
<td>Small</td>
<td>R&amp;D and quality assurance manager (1).</td>
</tr>
<tr>
<td>B</td>
<td>Banking and insurance.</td>
<td>4</td>
<td>5</td>
<td></td>
<td>Large</td>
<td>Test analysts (1), test designer (2), Designer and developer (2).</td>
</tr>
<tr>
<td>C</td>
<td>Space satellite.</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Small</td>
<td>Designer and developer (2) and Project manager (1).</td>
</tr>
<tr>
<td>D</td>
<td>Web applications.</td>
<td>1</td>
<td></td>
<td></td>
<td>Small</td>
<td>Tester and developer (1).</td>
</tr>
<tr>
<td>E</td>
<td>Embedded software.</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>Large</td>
<td>Tester (1), developer (2) and requirement management (1).</td>
</tr>
<tr>
<td>F</td>
<td>Quality and testing consultancy</td>
<td>1</td>
<td></td>
<td>2</td>
<td>Medium</td>
<td>Quality manager (1), developer (1) and consulting tester (1).</td>
</tr>
<tr>
<td>G</td>
<td>Various software developers.</td>
<td>1</td>
<td>1</td>
<td></td>
<td>Large</td>
<td>Quality manager (1) and tester (1).</td>
</tr>
<tr>
<td>H</td>
<td>Cloud computing Web applications.</td>
<td>1</td>
<td></td>
<td></td>
<td>Small</td>
<td>CEO, developer, tester and designer (1).</td>
</tr>
<tr>
<td>I</td>
<td>Fleet management systems.</td>
<td>2</td>
<td>1</td>
<td></td>
<td>Large</td>
<td>Test consultant (1) and test manager (1).</td>
</tr>
<tr>
<td>J</td>
<td>Cloud computing services and consultancy.</td>
<td>1</td>
<td></td>
<td></td>
<td>Small</td>
<td>CEO (1).</td>
</tr>
<tr>
<td>K</td>
<td>Banking, energy, health, etc.</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Large</td>
<td>Quality assurance and tester (1).</td>
</tr>
<tr>
<td>L</td>
<td>Development and testing consultants.</td>
<td>2</td>
<td></td>
<td></td>
<td>Small</td>
<td>Consultant tester (1) and developer (1).</td>
</tr>
<tr>
<td>M</td>
<td>Various software developers.</td>
<td>1</td>
<td></td>
<td></td>
<td>Large</td>
<td>Project manager (1).</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>18</td>
<td>15</td>
<td>7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NB: Case identifiers A-M in Table 3 are the same cases in the original publications.
3.4.3 Data analysis

All the data collected in the interviews and presentations was transcribed. The data analysis process begun with uploading the transcribed data, the text files, into a specialized analysis tool, the Atlas.ti (ATLAS.ti, 2015). The tool is used for the purpose of saving, organizing, sorting and accessing data. Managing a huge amount of data is challenging, especially when the grounded theory is applied. The tool is very useful in the data analysis process because identifying the concepts and labeling and building the relationships between the concepts is laborious and may be confusing.

During the data analysis process, I approached the data from the point of the constructivism theory (Easterbrook et al., 2008). Constructivism is a philosophical stance in which a researcher believes that knowledge is socially created and theory emerges from the data (Berger and Luckmann, 1967; Easterbrook et al., 2008). In this study the subject is software quality construction. The constructivism theory enables the researcher to interpret the phenomena (Klein and Myers, 1999), to discover the underlying meaning from the observations and suggest a theory whose validity relies upon the studied data (Myers and Klein, 2011; Strauss and Corbin, 1990). For example, in Phase 1 of the study, the theme was “Software development, testing, quality and change management”. The objective of the study was “to observe how software quality is constructed in the studied companies”. In the process of coding and categorizing the data (Strauss and Corbin, 1990), six categories were obtained: requirements elicitation, development approach, objective of testing, standards used, and quality characteristics emphasis. In selective coding, we studied the six categories and none of them was broad enough to describe all the categories, so we created a conceptual core category that was used to create the emerging theory. In this analysis, the core category was quality construction of software products.

The grounded theory suggests that the core category may be extended to a series of hypotheses and thereafter developed to a model, or a grounded theory that can explain the phenomena studied. The observations in Phase 1 suggested four hypotheses (Table 4). Our analysis in Phase 1 did not fully reach the final level of the grounded theory. The core category, ‘quality construction of software products’ was not fully saturated, requiring more observations and analysis. Therefore, we continued to collect data in Phase 2, following the leads identified and at the same time trying to develop the hypotheses to a grounded theory. The leads identified in Phase 1 data analysis included: the role of management, the impact of organizational structures and communication systems, human factors in quality construction, and testing process in quality construction. The analysis of Phase 1 is presented in detail in Publication I.
The theme of the Phase 2 study was “Software development, testing and quality management”. The coding and categorizing process produced eight categories: changing requirements, customer influence on quality, cooperation among the teams, developers’ potentials (creativity, innovation, experience and art), outsourcing, method of software development, business orientation, and support systems. As in Phase 1, in the Phase 2 analysis none of the categories was broad enough to describe the rest of the categories, so a conceptual category was created. Thus, the core category was “human, the factor of software quality”. The categories resulted from the accumulated data and observations, which started in Phase 1 data collection and analysis. The leads identified in Phase 1 were used to modify the themes and interview questions so as to gain a better insight into the phenomena observed in the following data collection round. In the analysis process, the phenomena observed in Phase 1 were useful in interpreting the phenomena observed in Phase 2. This way, the emerging theory became more meaningful. The analysis of the Phase 2 data is presented in Publications II and III.

The Phase 3 data analysis included the whole volume of data accumulated from Phase 1. Generally, the analysis throughout the three phases was iterative and constant comparing of concepts throughout the process of analysis (Glaser and Strauss, 1967), where the findings were verified across the cases from the beginning to the end of the study. Two phenomena were interesting: the roles of the human factors and organizational factors in software quality construction. Pieces of the data and interpretations throughout the analysis process during Phases 1, 2 and 3 resulted in the identification of human and organizational factors that impact the software quality construction process and the quality of software products. The results of the analysis of Phase 3 are presented in detail in Publications IV and V.

### Table 4. Hypotheses developed in Phase 1 of the study (Publication I)

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. It is difficult to discover an extensive set of software requirements</td>
<td>1. It is difficult to discover an extensive set of software</td>
</tr>
<tr>
<td>at the beginning of the software development process.</td>
<td>requirements at the beginning of the software development</td>
</tr>
<tr>
<td>2. Some of the quality characteristics of software products are not</td>
<td>2. Some of the quality characteristics of software products are</td>
</tr>
<tr>
<td>important to some types of software products.</td>
<td>not important to some types of software products.</td>
</tr>
<tr>
<td>3. Business requirements dictate the type of user requirements to be</td>
<td>3. Business requirements dictate the type of user requirements</td>
</tr>
<tr>
<td>prioritized in the software product.</td>
<td>to be prioritized in the software product.</td>
</tr>
<tr>
<td>4. The quality construction of software products is constrained by budget</td>
<td>4. The quality construction of software products is constrained</td>
</tr>
<tr>
<td>and time (resources).</td>
<td>by budget and time (resources).</td>
</tr>
</tbody>
</table>

The theme of the Phase 2 study was “Software development, testing and quality management”. The coding and categorizing process produced eight categories: changing requirements, customer influence on quality, cooperation among the teams, developers’ potentials (creativity, innovation, experience and art), outsourcing, method of software development, business orientation, and support systems. As in Phase 1, in the Phase 2 analysis none of the categories was broad enough to describe the rest of the categories, so a conceptual category was created. Thus, the core category was “human, the factor of software quality”. The categories resulted from the accumulated data and observations, which started in Phase 1 data collection and analysis. The leads identified in Phase 1 were used to modify the themes and interview questions so as to gain a better insight into the phenomena observed in the following data collection round. In the analysis process, the phenomena observed in Phase 1 were useful in interpreting the phenomena observed in Phase 2. This way, the emerging theory became more meaningful. The analysis of the Phase 2 data is presented in Publications II and III.

The Phase 3 data analysis included the whole volume of data accumulated from Phase 1. Generally, the analysis throughout the three phases was iterative and constant comparing of concepts throughout the process of analysis (Glaser and Strauss, 1967), where the findings were verified across the cases from the beginning to the end of the study. Two phenomena were interesting: the roles of the human factors and organizational factors in software quality construction. Pieces of the data and interpretations throughout the analysis process during Phases 1, 2 and 3 resulted in the identification of human and organizational factors that impact the software quality construction process and the quality of software products. The results of the analysis of Phase 3 are presented in detail in Publications IV and V.
Table 5 and Figure 4 show the identification of concepts in the open coding process (Table 5), and categorization and relationships between the categories in axial coding (Figure 4).

Table 5. Open coding of the transcribed interview data

<table>
<thead>
<tr>
<th>Interview transcripts</th>
<th>Codes and categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yeah, that’s essential in agile development. This is a, let’s say, vision. We design the software to go through the tests. So, when we discuss, the developer says, well, I will be implementing that way. The tester says I will test it this way. Then he says no, no, it doesn’t work that way. And then they start arguing and get the analyst, and then they have to agree. Okay, this will work this way, I will test it that way, so it is designed to go through the tests. So, it’s very important. Because developer always has this positive thinking. Thinking things only the happy path, gives all the estimations of the amount of work, well it goes this way, yeah, two days. And then they discuss with the tester, oh!... , I have to make these exceptions and these alternative paths as well.</td>
<td>Software development: Method</td>
</tr>
<tr>
<td>Strategy for development: Teams (designers, programmers, testers, analysts, architects, etc.)</td>
<td>Problem: One eye sees less details, biases in development</td>
</tr>
<tr>
<td>Advantage: Many eyes sees more details, better software when teams work together</td>
<td></td>
</tr>
</tbody>
</table>

The analysis included in-case and cross-case analysis (Eisenhardt, 1989), which means that the phenomena observed in one case were compared with observations in other cases, to establish similarities or differences based on the categories. The idea is to get a deep insight into the phenomena by understanding how various factors affect the observed phenomena, for the purpose of obtaining a logical interpretation of the observed phenomena.

Figure 4 shows the relationships of the eight identified categories. Figure 4 only presents a broad picture of the interpreted phenomena of the in-case or cross-case analysis. The figure is an example of axial coding output. The aim of axial coding is to establish relationships between the categories and draw inferences from them that can deduce a core category. In the selective coding stage, the relationships are further studied to sharpen the core category for the purpose of deducing a grounded theory.
3.4.4 Finishing and reporting the study

At the end of each phase of the study, we wrote the peer-reviewed scientific publications that are part of this thesis (Appendix 1). Reporting of the Phase 1 study included writing one research report (Publication I). The report describes the role of requirements, stakeholders and resources in the software quality construction process. In reporting Phase 2, two research reports were written (Publications II and III). Publication II describes the role of human factors (creativity, innovation, experience and art) in software quality construction, and Publication III describes the challenges of software testing and its effects on software quality construction. Phase 3 included two research reports (Publications IV and V). Publication IV describes the management issues that influence the efforts towards the software quality construction process, and Publication V describes the role of the software product customer in the BYOD trend in the software quality construction process.

During the study, we built several hypotheses and presented the findings grounded on the data (Publications I - V). However, it is difficult to ascertain the theoretical saturation of the theories or the findings because the grounded theories are dynamic rather than static, which means that the theories may be developed further with the addition of data or change of conditions (Strauss and Corbin, 1990). At this point, it could be claimed that the saturation point was reached because the categories developed, and the findings did not change significantly with added data towards the
end of Phase 3 of the study. At the same time, there was no evidence of a case that would suggest contradicting findings, so the study was terminated because of limitation of time and fiscal resources (Eisenhardt, 1989).

### 3.5 Summary

Chapter 3 described the research problem and its shaping, the methodology and the research process to accomplish this thesis. The research process is summarized in Table 7.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Phase 1</th>
<th>Phase 2</th>
<th>Phase 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research question</td>
<td>What is the role of requirements, stakeholders and resources in software quality construction?</td>
<td>What is the role of human factors and software companies in software quality construction?</td>
<td>Software development, testing and quality management?</td>
</tr>
<tr>
<td>A prior constructs</td>
<td>ISO/IEC quality model, definitions and quality characteristics</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Companies involved</td>
<td>11 companies, 18 interviews</td>
<td>7 companies, 15 interviews</td>
<td>5 companies, 7 interviews</td>
</tr>
<tr>
<td>Instruments and data protocols for data collection</td>
<td>Theme-based interviews</td>
<td>Theme-based interviews</td>
<td>Theme-based interviews</td>
</tr>
<tr>
<td>Reporting</td>
<td>Publication I</td>
<td>Publications II and III</td>
<td>Publications IV and V</td>
</tr>
</tbody>
</table>
4 Overview of the publications

This chapter presents an overview of the research reports of this thesis. The full reports are attached in Appendix 1. These publications include one journal article (*Publication II*) and four conference papers (*Publication I, III-V*), published separately in peer-reviewed scientific conferences. For each of the publications, the objectives, results, and relation to the whole thesis are discussed.

4.1 Publication I: Software Quality Construction:
Empirical Study on the Role of Requirements, Stakeholders and Resources

4.1.1 Research objectives

As software quality is not a happenstance, it is created; our first study investigated the roles of requirements, stakeholders and resources in software quality construction. The objective of this study was influenced by the standards (ISO/IEC 25010, 2011; ISO/IEC 25020, 2007), which describe software quality as satisfaction of customers through delivering software as per requirements. On the basis of the two standards, the author perceived that stakeholders, requirements and resources are involved in software development and therefore quality construction. Thus, the objective of the study was to observe and describe how software quality is constructed in software developing companies.
4.1.2 Results

In the beginning of the study, the ISO/IEC 25010 (2011) and ISO/IEC 25020 (2007) standards were used as a starting point for an a priori concept of software quality, because they both provide software quality requirements and evaluation (SQuaRE). We approached software quality construction in the context of software development through the Software Development Life Cycle (SDLC) processes. We chose to follow the quality construction process through the SDLC processes because the SDLC categorizes the software development activities into stages of development, and it is thus easy to compare a set of similar activities in the same SDLC stage across the studied companies. The findings of the research indicated that quality construction practices vary considerably across different companies. Differences were noted in the type and extent of customer involvement in the software development process, the methods used for requirements elicitation, and the objectives of software testing.

Based on the results, the following conclusions were drawn:

1) Requirements elicitation in software development is an ongoing process even after the product has been delivered to the customer.
   The results of this study suggest that the discovery of software requirements is an ongoing process, regardless of how extensive requirements were elicited at the beginning of the project. According to our observation, the growth of requirements can be viewed in two perspectives: discovery of new requirements and improvement of elicited requirements. The discovery of new requirements is obvious in most development projects. In many cases, the customer adds new requirements or modifies requirements presented earlier during the software development process or even after the software has been deployed in the production environment. On the other hand, the study describes ‘improvement of elicited requirement’ as the result of the requirement analysis process in which the requirements are prioritized and optimized. This means that same requirements are redefined and represented in a more meaningful way. It was also observed in the study that the use of requirements management tools and systematic customer involvement influences the process of requirements elicitation and analysis. In some cases, the requirements management tools were observed to have a negative effect on software quality because the developers did not communicate directly but used the system only, which resulted in different interpretations of the requirements. However, requirements management tools, systematic customer involvement and cooperation among developers have a positive effect on software quality.

2) The criticality of the quality characteristics of the software depends on the type of software user and application domain.
During software quality construction, the software developers focus on the customer. In this respect, the requirements are treated and presented depending on the type of user. For example, we observed that the attractiveness of the interfaces for the software developed for the company’s own internal user is different from the software developed for other customers in the public. The interfaces for public software are made more attractive than the interfaces for software developed for the company’s internal use. This phenomenon suggests that the level of experience and knowledge of users influences the choice of how certain requirements are addressed. On the other hand, the application domain sets the levels of priorities in the quality characteristics. For example, in the banking domain security is the top most important characteristic, while in the gaming industry usability and interfaces are highly prioritized.

3) **Business requirements dictate the type of user requirements to be prioritized in the software product.**

The aim of software development is to address specific business and customer needs. The type of business determines the type of customers, so catering for the needs in the software should align the customer with the business requirements. Customer requirements that contradict the business requirements are not quality requirements; they should be removed. The aim of software development should be satisfying business requirements and customer requirements at the same time. However, some compromises may be made in the requirements prioritization process as a tradeoff between customer requirements, business goals and the customer segment.

4) **The quality of software is resource-dependent.**

The quality of software is constrained with budget and time. The study uncovered a challenge for quality construction when the budget is fixed. It was observed that most projects suffer from inadequacy of funds, time for development and thorough testing of software products. For example, it was observed that governments follow a ‘tender system of procurement’ that requires cost estimation before the project begins. During tendering for the work, companies are forced to quote a competitive price and time for finalizing the project. As a result, more requirements are discovered during the actual development, which means more time for development and testing at the same fixed cost and time of contract. This phenomenon has contributed to poor quality of the products.

4.1.3 **Relation to the whole**

The results of this study identified issues that paved way for further studies of the subject. For example, we found the importance of requirements growth, which evolves in a continuous loop from the inception of the software requirements from the
customer or developer, to a maintenance period, when the developed software is being used at the customer side. This gave us the picture that the software requirements elicitation process is not only necessary to find new requirements but to find a new way of representing the same requirements better in the software. Furthermore, there should be rather a decrease of requirements represented in software than trying to address more requirements in it. Thus, there should be a kin process of prioritizing and optimizing the elicited requirements so as to address specific customer needs in a more detailed manner. Prioritization and optimization is a continuous process, which begins with requirements analysis and goes further during and after the SDLC where the necessary updates and upgrades are developed. In this regard, customer feedback is treated as potential requirements that can be used to improve the products or processes employed in the development.

The results of this research provided the leads that were followed in further research. For example, In Publication II we studied the role of ‘support systems’ such as R&D and marketing in the identification of software requirements before development and after the development process. Publication IV describes the effects of organizational structures in the requirements elicitation process and communication between the development teams. In Publication V we studied the role of the software product in the Bring Your Own Device (BYOD) trend, and exposed the issues affirming that a quality product is not necessarily a problem-free product, but one that satisfies its user.

4.2 Publication II: Software Quality Construction in 11 Companies: An Empirical Study using the Grounded Theory

4.2.1 Research objectives

The objective of this study was to investigate the role of human factors in software quality construction. The human factors were ascertained and evaluated inside the company (i.e. development, R&D and marketing functions) and outside the company (i.e. customers and consultants). The stakeholders outside the companies were studied through their involvement and/or participation in various activities reported by the practitioners in the software companies.

4.2.2 Results

The results of this study indicated that software quality construction is influenced by several factors, such as the development context, agility, outsourcing, developer’s potential and support systems (i.e. technology, infrastructure and feedback system
such as R&D, marketing teams, media, etc.). The development context refers to customer context or developer context. Customer context means that the software is developed to address specific requirements as the customer suggests, and the developer context means that the software is developed to address customer requirements but as the developer desires. The developer context is applicable when the software is new to the users, and therefore the requirements emanate from the developer's ideas. In this regard, customer involvement is low. Software developed in the developer context is a result of the developer's creativity and innovation. The findings of this study suggest that the development context is influenced by customer involvement. Higher customer involvement results in the developer's shift to the customer context, which means that the software will address the customer needs better.

Cooperation between the developers was observed to be one of the success factors in software quality construction. When the developers work together they understand the requirements better and achieve better results in SDLC activities in general. For example, a software tester in one of the interviewed companies explained that when the testers are involved from the planning stage of the projects and in the development, it improves the testing work and they get better quality products. The testers also claimed that in several occasions they have been able to suggest improvements to the software during development. The developers may cooperate while applying various methods of development, however, and the results of this study suggest that agility promotes cooperation across and inside the development teams.

Outsourcing was found to be one of the important activities in quality construction. Outsourcing provides software companies necessary skills and resources, such as tools and infrastructure to achieve better quality for their products. For example, some of the studied companies hired consultants to deal with specific issues in the products they develop and other companies outsourced facilities from large companies such as Amazon and Google for the purpose of improving the reliability, performance and efficiency of their online products.

The findings of the study suggested that the developers' potentials i.e., human factors such as creativity, innovation, experience and art, are not limited by development methods but by customer demand and feedback systems. Careful thinking of what would be the customers' requirements and building artifacts and products that will address those particular needs contribute to the quality. When quality is defined from the customer's point of view, the developers are bound to customer requirements. On the other hand, the developers are limited to necessary customer information, which will directly or indirectly lead to discovery of customer requirements, and therefore the use of feedback systems (i.e. R&D, marketing, media, etc.) is essential.
Tools and infrastructure appeared to be fundamentally important in quality construction. However, the findings of this study suggest that tools do not limit developers. In this regard, different developers may use the same tools and environment but build different quality on the same type of software. Thus, human factors determine the product quality, not the tool.

4.2.3 Relation to the whole

This study was a continuation of the leads picked from the results of Publication I, which was about the role of requirements, stakeholders and resources in the software quality construction process. We were convinced that it is important to investigate the role of human factors in the software development process, because the human is the resource that manages and uses the other resources to add value to the processes and products. For example, the importance and challenges in requirements elicitation and prioritization are discussed in Publications I and IV. However, the developers’ creativity, innovation, experience and art emerged as important human factors in the quality construction process. The results of this study indicate that the support systems, such as R&D and marketing are important in helping the developers to understand the actual needs of the customers.

4.3 Publication III: Organizational and Customer-related Challenges of Software Testing: An Empirical Study in 11 Software Companies

4.3.1 Research objectives

The aim of this empirical study was to understand organizational and customer-related challenges that affect the software testing process in software developing companies and how these challenges affect software quality construction.

4.3.2 Results

Seven main findings were presented in this study:

1) The low involvement of testers in the planning phase of the software development life cycle (SDLC) was observed to cause underestimation of the scope of testing and resources required.
   It was observed that late involvement of testers in projects negatively affects the estimation of the testing resources and the scope of testing. Proper estimation and definition of the scope of testing is an important basis for negotiations about the cost and time of a project, and therefore
important for contract management. Underestimation of testing resources and the underestimated scope of testing were observed to have a negative effect on the quality of products.

2) Poor buy-in for testing from project managers.
Buy-in for testing from project managers led to insufficient involvement of testers in some SDLC activities. This behaviour contributed to insufficient testing of software products and therefore negatively affected the quality of the products.

3) The risk-taking behaviour of project managers.
The project manager in some of the studied companies did not pay much attention to some important tests and took a risk of ignoring them. This behaviour is aggravated by shortage of time, over-trusting the development team and over-dependence on the support systems.

4) Vertical organizational structures and modes of operation within the companies limited the mandate and visibility of testing and quality assurance units in development projects.
Organizational structures and mode of operations were noted to cause a significant challenge to the software testing process. Four organizational structures were described (Park et al. 2012): vertical, horizontal, block diagonal and block matrix. Testing was observed to be inefficient in the vertical organizational structure, where the functional units are efficient within themselves but not horizontally across other functional units or departments. Therefore, it was difficult to communicate across various departments, which led to department managers failing to coordinate resources and activities, which resulted in poor product quality.

5) Oversights in budgeting and contracts between customers and the software developing companies limited the extent of testing.
Software development activities are often bound by contracts. Failures to estimate the scope of testing accurately and allocate sufficient funds limit the extent of testing and therefore have a negative effect on the quality of products.

6) Poor resource management.
Tools, technology and infrastructure have a positive contribution to software quality. However, poor management of company resources was associated with poor use of available systems. For example, in some of the studied companies requirements management systems resulted in a communication gap between development teams, and consequently between developers, which led to a conflict in requirements interpretation and hence negatively influence the quality of products.

7) Customers’ willingness to co-operate in after-sales testing limited the extent and efficiency of testing.
The testing of software products is extended from testing requirements and products during development to testing the products in the production environment. The extent and depth of testing help in the improvement of products. In this study it was learned that some of the customers were not willing to cooperate fully with the tester, which limited the extent of testing at the customer side, and therefore limited the possibility of the testers to discover issues for improvement in the software, which in turn negatively affected the software quality.

4.3.3 Relation to the whole

According to Dromey and McGettrick (1992), software quality must be designed into the software from the outset. This process includes identification of design principles for realizing the form, structure, strategy and process that present quality in the software, and formulation of a design process that may be employed to construct quality into the software products. In this respect, testing is an essential component of the software quality construction process, which determines how well the designs are implemented or whether the desired requirements are met. In this study, we followed the leads obtained in Publication I, in which we studied the role of requirements, stakeholders, and resources in the software quality construction process. Our objective was to find the issues at the customer or organization’s side that affect the quality construction process. For example, the data analysis revealed several challenges of software testing, as reported in Publication III.

The leads concerned the role of the stakeholders in Publication I were followed in Phase 2 of the study, reported in Publication II. The emphasis in Publication II was on the influence of human factors within and outside software companies on software quality. The leads identified in the study of Publication II were investigated further in the next study to get the deeper insight into the matter. The results of Publication III indicated that the stakeholders inside and outside software companies variably influence the testing process. For example, the scope of testing is limited by the budget and willingness of the customer to involve the testers in product testing, especially after product delivery in the production environment. The importance of involvement of various development teams is discussed in Publications I and II. In the study presented in Publication III, we discovered the challenges involved in the involvement of teams in the testing process and the impact to quality. For example, the project manager’s decision to ignore the involvement of the testers in the project planning stage results in underestimation of the resources required for testing, or failure to define the scope of testing, which in the end negatively affect the testing process and the product quality. The management issues influencing software quality construction were further studied and reported in Publication IV.
4.4 Publication IV: The Influence of Management on Software Product Quality: An Empirical Study in Software Developing Companies

4.4.1 Research objectives

The objective of this study was to understand the management issues that influence software quality construction. Management issues in this regard refer to managers’ general activities and their influence on software quality.

4.4.2 Results

The study presented six findings describing managerial issues in software developing companies:

1) **Managers’ technical skills, experience and knowledge in software and the domain influence the developers’ productivity.**
Managers play the ‘quality championship’ role, which requires them to be good in their area of leadership, so they require both good managerial and technical skills. It was found in this study that those managers who do not have software technical skills might not be able to communicate with the developers at their technical level, which may result in failures in software projects.

2) **Top-down decisions deprive transparency and affect the efficiency of requirements prioritization.**
When managers make decisions without involving the teams (i.e. a top-down decision), especially on requirement prioritization, the following problems were observed: a communication gap between the managers and teams, wrong interpretation of requirements, low cooperation between the managers and teams, and lack of detailed information about requirements. These managerial problems negatively affect the quality of the products.

3) **Communication between managers and customers and realistic estimation of resources sustains good customer relationships, and has a positive effect on product quality.**
Managers play an intermediary role between the customers and the company. They communicate with the customers, do negotiations and manage the tradeoffs and disputes. Good estimations of project costs and requirements enable the company to avoid problems with the customers and sustain good customer relationships, which at the same time contributes to good quality of products because the product quality is
negatively affected by resources and availability of information (Publications I, III and IV). This finding suggests that when there is good communication between software companies and their customers, it is easier to understand the customers better, and therefore it is much easier to meet their requirements.

4) **The aim of managers’ decisions on resources is not to reduce expenditure but to achieve long-term goals for the organization and the customers.**

The core mission of managers is to achieve both organizational goals and customer goals. Decisions on resources, such as training, were observed to be difficult because some training are expensive. However, managers focus beyond the immediate cost and see future benefits for both the organization and the customer. For example, investment on training benefits the customer with good quality products, and at the same time benefits the company with profit and competitive edge.

5) **The managers’ choices and decisions on people variably affect other resources and the quality of the product.**

Human factors are the resource that brings meaning to the other resources. The ability of managers to make right choices and decisions on the human and other resources has a positive impact on product quality. For example, developers using same tools and infrastructure will produce software of different quality depending on the person behind the tools, so it is up to the managers to allocate duties accordingly for better results. A wrong choice of people and allocation of resources may lead to poor quality of products.

6) **Organizational structures have an influence on the teams and product quality.**

Software quality construction is an information-intensive process that requires efficient flow of information within the development teams, between the managers and development teams, and between customers and the project managers or development teams. Organizational structure and the channel of communication within the organization are factors that influence smooth communication and hence influence the quality of products.

**4.4.3 Relation to the whole**

The initial stages of the research project considered a prior concepts, quality definitions, quality models and characteristics obtained from the ISO/IEC 25010 (2011) and ISO/IEC 25020 (2007), so Phase 1 of this study investigated general software development activities in the SDLC focusing on requirements, stakeholders and resources. Several leads were identified and the research revealed several findings
reported in Publications I, II, and III from both Phases 1 and 2 of the study. For example, in Phase 1 (Publication I) we identified the leads related to management and requirements, resources and stakeholders. In Phase 2 we identified the leads related to the influence of human factors and the role of management (Publication II). Also, several challenges of testing related to management were identified (Publication III). At the end of Phase 2 we decided to follow the leads that we collected in Phases 1 and 2 to follow the impact of project managers on software quality, and the results were reported in Publication IV. In Phase 3, the themes and interview questions were modified to collect more data and we were able to get more insight into the role of software project managers in the software quality construction process. The aim of the study was not to identify what the managers should do, but rather to identify issues that affect software quality directly or indirectly.

In Phase 1 (Publication I) we studied the role of requirements in software quality construction. The leads identified in the data analysis in Phase 1 were taken forward to Phase 3, where deeper investigation was conducted on the requirements, and it was revealed that management processes and communication such as top-down decisions deprive transparency and have a negative effect on the process of requirement prioritization (Publication IV). The role of resources was discussed in Publication I, and in Publication IV the manager’s role on the resources was further discussed, which revealed that the aim of managers’ decisions on resources is not to reduce cost but rather to achieve long-term benefits for the company and customers at large. Testing as an important aspect of quality construction was discussed in Publication III together with the role of managers that affects the testing process negatively. Publication IV further discussed the role of managers and the organizational structures that variably affect the efficiency of the teams, including testers, in achieving their goals, which impacts the product quality.

4.5 Publication V: Role of Software Product Customer in the Bring Your Own Device (BYOD) Trend: Empirical Observations on Software Quality Construction

4.5.1 Research objectives

This empirical study investigated practical experiences in software developing companies, and the objective was to understand the challenges in meeting the quality requirements of software products in a Bring Your Own Device (BYOD) environment. The BYOD trend is very important because companies or businesses, among other benefits, are able to exploit their workers’ personal devices to extend their productivity and availability beyond working hours. However, there are many
security risks involved in the BYOD trend. The BYOD trend is rampant and popular, but no device comes without software, so in this study we looked at the Bring Your Own Software instead of the devices.

4.5.2 Results

This study presented seven findings:

1) **Visible features of the software and functional requirements supersede nonfunctional (quality) characteristics when dealing with customer requirements.**
   
   It was observed that customers evaluate software or systems based on visible features or behaviours such as interfaces, usability, outputs and efficiency when the software or system is being used (external software quality). In this respect, in the BYOD environment, external quality is very important because the purchase decision depends on how the customer is attracted to by the product.

2) **Quality depends more on the market decision than standards’ requirements.**
   
   Technology is changing at a very high pace, likewise the requirements. Software companies are not bound to standards, but customer requirements. People buy what they see other people buying, so companies also focus more on what people like than what is described in the standards.

3) **Companies focus on ‘just enough quality’ and not on ‘high quality’ products.**
   
   Customer satisfaction relies rather on “how the product attracts the customer” than “how good the product is”. In common circumstances, companies deliver just enough quality rather than high quality products as long as the customer is satisfied. It was observed that there is a risk of developing products beyond given requirements and specification because of incompatibility with other systems at the customer side. What works best for the customer is the “high quality” product for them and not what the developers think is too good, because quality is referred to as “what satisfies the customer”.

4) **Software quality has a dimension of cost.**
   
   Customer satisfaction includes being satisfied with the cost of products. Two important questions to answer before launching software development projects are: What is the important quality to build for a particular customer?, and How to build such quality into a product at a reasonable cost and time? The first question focuses on the customer’ requirements and the second focuses on the company’s capability to deliver the product as the customer requires. When the customer is not willing to pay for higher quality, then he chooses to buy a
rather cheaper product and may well be satisfied though the quality is not as high.

5) **The quality aspect of policy, i.e. organizations try to alleviate threats brought by employees’ devices or software through policies.**

As the BYOD trend allows the users to bring their own devices to their working places according to their discretion, it is difficult to standardize the quality requirements for those devices and the software running in them. In this respect, policies may be regarded as important characteristic that will determine the quality of the user devices. The policies in the user devices should be flexible to conform to the requirements of the user’s working place information systems.

6) **Simplicity and attractiveness of devices sell poor quality software.**

Usability is the key item for software acceptance or rejection (Chao, 2009). In the BYOD trend, it is the user who decides the type of the device to buy, so simplicity of the device and the interfaces are the selling points of software regardless the actual quality of the product.

7) **The number of product features does not affect the sense of quality, but quality characteristics do.**

In this study it was observed that the quality of products is not much affected by the number of features, but by functionality and usability. Users choose only a few features to use and forget about the rest. On the basis of this observation we can also argue that product features have positive impact on product quality in similar manner as quality characteristics. In most devices, the features are conspicuous and easy to count or compare between devices from the layman’s point of view, but quality characteristics are difficult to see and evaluate. Therefore, devices with attractive features are likely to cause more threat in the BYOD environment because users are likely to buy them despite of internal weak characteristics.

### 4.5.3 Relation to the whole

According to ISO/IEC 25020 (2007), quality is defined as meeting customer requirements. *Publication I* contained definitions of quality, and the findings discussed the role of requirements, customers and resources. In Phase 3 of the study, we investigated the role of customers (i.e. stakeholders) in the BYOD environment in software quality construction. The results of this study were presented in *Publication V*. The leads gathered in Phases 1 and 2 were examined during data collection and analysis, and results were reported in *Publication I*. The results in *Publication I* indicated that the quality of the software depends on the type of software, user, and application domain. The results in *Publication II* suggested that the art and creativity invested in the product add attractiveness and sense of quality to the product, which increases customer satisfaction. In Phase 3, the study reported in *Publication V* showed
that functional requirements supersede the nonfunctional (quality) requirements, which means that customers are attracted by the visible features of a software or device, and make the buying decision based those choices, including the product price, regardless of how good the product may be.

The results reported in *Publication V* suggested that companies focus on ‘just enough quality’ and not on ‘high quality’ products. This result concurs with the result reported in the *Publication I*, which indicates that a quality software product is not necessarily technically a problem-free product but it must satisfy customer needs. Figure 5 summarizes the findings and relation to the whole.
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**Figure 5.** The human and organizational factors in software quality construction

Software quality construction is a socio-technical process that can be influenced by
several factors (Hovenden et al., 1996). The scope of this thesis is confined to the factors surrounding humans (i.e. developers and customers), the human factors (Publication II) and software companies, the organizational factors (Publication III and IV). In Figure 5, four major factors (in caps) are presented: human factors, resources, processes and organizational factors, and other sub-factors are presented in rectangles.

The arrows indicate the direction of influence or where the entity belongs. For example, customers have direct influence on product quality (Publication III and IV); tools have direct influence on the quality of testing, development and requirement management (Publication I, III and IV), etc. Resources include developers, tools, etc.; organizational factors include organizational structures, channels of communication and managers (Publication I, II, III and IV).

According to Park et al. (2012), organizational structures have an impact on productivity of the functional teams within organization hence variably affect quality of the software products (Publication III and IV). Communication channels, skill and experience of project managers are other factors that impact the quality of products. For example, Suominen and Mäkinen (2013) argue that the success of projects depends on the management of processes that are domain specific at business level. In Figure 5, managers manage resources and processes (Boehm and Ross, 1989; Colomo-Palacios et al., 2013) (Publication IV).

Despite tools and processes, humans (i.e. developers and customers) play a primary and foundational role in quality construction (Petre, 2010; Boden, 2004; Shneiderman, 2007) (Publication I). On the other hand, in the BYOD trend, products are developed focusing on individual end-user (Sangroha and Gupta, 2014; Scarfo, 2012) so the customer directly influences the quality of the products (Publication V).

4.6 The author's role in the joint publications

During Phase 1, the initial design of the study, a research team involving five persons, including the author prepared the data collection tools jointly. The author, in collaboration with two other researchers, collected the data. The author analyzed the data and wrote major parts of Publication I as the first author.

During Phase 2, the author prepared the data collection tools in collaboration with another researcher in the team who was also involved in the data collection. The data analysis and reporting were done separately because of different reporting purposes. The author analyzed the data and wrote major parts of Publication II and Publication III as the first author.
During Phase 3, the research team sharpened the data collection tools. The author collected and analyzed the data and wrote major parts of *Publication IV* and *Publication V* as the first author.
5 Research contribution, implications and limitations

This chapter presents the contribution, implications and limitations of the study. The contribution section includes summary of the findings of the three phases of the research. The research implications section describes the implications for practitioners and researchers. Finally, the research limitations and validity are discussed.

5.1 Research contribution

This research focused on software quality construction by examining software development activities in various software companies. The a priori concepts and definitions applied at the beginning of this research were adopted from the ISO/IEC 25010 (2011) and ISO/IEC 25020 (2007). The Software Development Life Cycle (SDLC) was used as a guide to identify and categorize the software development activities. During Phase 1 of the research we studied the role of requirements, stakeholders and resources in software quality construction. The findings indicated that requirements elicitation is a continuous process in which requirement prioritization is described in a pyramid form, so that the growth of requirements should decrease in size, from general business and customer requirements to software requirements, characteristics and product features (Figure 1). The process of prioritization should be able to determine the high value requirements and optimize them by redefining and refining them to address the specific customer requirements better. During Phase 1, we were able to note that the requirements can be both ‘told’ and ‘untold’. The untold requirements are latent requirements which cannot be elicited because of human
limitations of expression, ignorance or misinterpretation of ideas or needs. Thus, the \textit{untold} requirements are not directly expressed and may not be elicited during the requirements elicitation process. The \textit{told} requirements include requirements which are identified and directly elicited from customer expressions, phenomena or situation on the customer side.

While the ISO/IEC 25020 (2007) definition of software quality recognizes the customer as a key person whose requirements should be met, this research suggested that the objective of software quality construction is broader than meeting customer requirements. There are organizational goals that should be expressed in the software products for the purpose of keeping the brand in the market and for gaining a competitive edge. In this respect, this thesis uncovered the role of human factors (creativity, innovation, experience and art) in software quality construction. For example, accommodating the \textit{untold} requirements requires developers’ art, creativity and experience in the domain to address the requirements and thus develop software that caters for such needs for present or future requirements. \textit{Publication II} elaborated this contribution in closer detail.

This research defined software quality construction as an \textit{information intensive process}, whose success depends on the amount and clarity of information involved in the software development process. Any deprivation of information within software companies, within development teams or between customers and developers may lead to quality issues. For example, in \textit{Publications III and IV} the findings suggested that the organizational structures, mode of operation and information flow within the software companies may prevent transparency and information flow, and therefore have variable impact on the quality of the products.

The author perceives that quality is often defined based on the customer’s view and not on the developer’s view, which means that what the customer perceives as high quality is a high quality product to the customer regardless of how well the product is built. On the other hand, the ‘cost dimension’ of quality emerged as an important attribute that contributes to customer satisfaction. Furthermore, the product was evaluated based on compatibility with existing systems at the customer side, which means the products developed beyond specifications were observed to bring problems and not considered as of high quality. Thus, the quality goal for software companies is not to deliver ‘high quality’ but ‘just enough quality’ according to the customer’s requirements and existing systems at the customer side. Thus, the success of the quality construction process depends on the skills and knowledge of the software developer, the customer as a person and as a business entity, and the knowledge of the domain.

In the BYOD trend, the software companies reorient software development to individual customers and not to the area of application of the software. This trend has
led to serious security risks at workplaces where individuals use personal software applications installed in their personal devices. The findings of the interpretative study conducted during Phase 3 suggested a ‘policy aspect of software quality’, which means that the software should be flexible and able to adapt to corporate security policies. Flexibility is needed for the purpose of increasing the global value of the software rather than optimizing on the individual customers only. We described this as meeting a ‘communal quality goal’, i.e. individual and business goals of software quality. This conclusion is a deduction from the hypotheses presented in *Publication I*, which described the goal of requirements elicitation as meeting both customer and business goals in a jig-saw-fit manner (Figure 1), so that the software product should include both the customer and the business goals. Customers may simply interpret the unidentified or wrongly interpreted requirements as ‘poor quality’.

Finally, the managers of software development projects at different capacities are described as ‘quality champions’. Good developers and tools are critical in software quality construction. Nonetheless, the managers who manage resources and processes influence the productivity of the developers and other resources and hence influence product quality. A manager who does not have the necessary skills and knowledge of the software development domain and the business environment of the customers, may not be able to lead the teams to deliver quality products. This phenomenon was observed in Phase 3 of the research, and described in detail in *Publication IV*.

5.2 Implications of the research

This section presents the theoretical and practical implications of the study. The theoretical implications are important for the academia for conducting further research. The practical implications give advice to software practitioners.

5.2.1 Theoretical implications

This study focused on software development activities in order to understand how software quality is constructed into software products. The results reported in *Publications I-V* indicated that software quality is a result of many factors that emanate from disciplines beyond computer science. The importance of customer involvement, communication and collaboration between development teams, the qualities of project managers, tools and processes were obvious observations in many companies. However, further investigation is required to understand how these factors impact product quality. For example, organizational structures, mode of operation and communication channels emerged as factors that affect product quality.
Software quality like any other quality is difficult to define and measure. There is no standard objective measurement for quality (Jørgensen, 1999). So, it is difficult to estimate how much quality is implemented, except from software testing results and customer feedback, which also vary widely depending on the type and knowledge level of the customers. Other factors such as price, policy adaptability (Publication V) and compatibility of the software to existing systems at the customer side seem to be outside the product itself, yet have direct influence on customer satisfaction and hence command different levels of judgment on the product quality. For example, a customer may reject a well-built piece of software because it is too expensive or causes problems to the exiting systems, and accept another software of lower quality because it is cheap or it works well with the existing systems. Thus, the focus of quality construction is to meet ‘communal’ objectives. The results of this study suggest that more research is required in order to understand the quality requirements and suggest better methodologies to identify and elicit the requirements and improve the quality definitions.

Human factors emerged in this study as the center of software quality construction. Four traits were discussed: creativity, innovation, experience and art. Although many studies define quality as meeting customer requirements, some describe “created quality”. For example, how to deal with the ‘untold’ requirements, the requirements that are not elicited in the process of requirements elicitation, yet are important customer needs? How to design, build and test such software whose requirements are ‘untold’? Creativity, innovation, experience and art in software design, development and testing enable the developers to represent the needs in the product in a way that will satisfy the customer when the software is used. In the testing process it is critical to define the scope of testing and select the items for testing, including the environment. Creativity, experience and art of testing will lead to different results, which lead to different product quality. Thus, the findings of this research recognize the quality that emanates from the developer’s creativity, experience in the field, use of innovation and artistic approach to SDLC activities and suggest more research to investigate the role of human factors in quality creation.

5.2.2 Summary

The following are the key implications to research of this thesis:

- The study suggests further research on the impact of organizational structures and mode of operation on the software quality construction process.
- The objective of quality construction is to meet common goals which include satisfaction of customers and meet organizational goals through the same software products. More research is required in order to understand the ‘communal quality requirements’ and suggest better methodologies to
identify and elicit the communal requirements and improve the quality definitions.

- Research is required on the roles of human factors on quality construction, specifically on the created quality (i.e. the quality that emanates from developers creativity) in order to understand the methods of requirements elicitation and how the customers are involved in such kind of development.

5.2.3 Practical implications

Software quality is the top agenda item for software practitioners. Poor quality has cost and/or legal implications, and therefore quality is not an option but a necessity. Software companies should satisfy the customers not only for the purpose of achieving quality goals, but also to compete with rivals and make profit. In the business perspective, quality construction is a strategy which aims at meeting both customers’ requirements by satisfying their needs and the company’s goals by making profit and avoiding losses such as penalties resulting from sub-standard products or breach of contracts (Publication III). For example, in Publication III, the involvement of testers in the early stages of development were observed to be very important for cost estimation, determining the scope of testing and understanding the customer requirements. Generally, the results in all the three phases of the study indicated that the involvement of all development teams in all stages of SDLC contributed to software quality.

Software companies need to invest on infrastructure, tools and processes, but the key of success in quality construction is the ‘quality of people’ i.e. the human factors involved in the SDLC. For example, it was revealed in one of the studied companies that eighty percent (80%) of software quality issues were caused by twenty percent (20%) of the developers. This observation suggests that if the project manager is able to identify the twenty percent of the developers who cause problems and keep them away from coding, will solve the quality problems to a certain extent. So, the duty of the project manager is to identify the potentials of the people in his/her team and allocate tasks accordingly, or suggest necessary training for better results. Although this observation cannot be taken as a theory, it gives an indication that managers’ ability to understand the potentials of their teams, and allocate duties to the teams carefully, may result in better quality of the products.

This thesis has described the software quality construction process as an ‘information-intensive process’. Success depends on the clarity of quality objectives, mutual understanding of requirements between developers and customers, and easy flow of information within various development teams. One of the factors that determine the flow of information within software companies and influence the software quality construction process is the organizational structure (Publications III and IV). On the
other hand, managers play an intermediary role in communicating with customers on behalf of the company. The efficiency of managers in communicating builds good customer relationships and at the same time enables the development teams to be furnished with important information about the customers.

5.2.4 Summary

The following are the key implications of this thesis to practitioners:

- The findings of this study indicate that the involvement of all development teams at all stages of SDLC contribute to better software quality. Software companies should be able to involve all the development teams or their representatives in all stages of SDLC for the purpose of understanding the requirements, quality goals and proper estimation of resources required for the projects.
- The quality of tools, infrastructure and technology is important in quality construction, but the quality of people determines the quality of products. Project managers should be able to identify the right people and allocate duties and suggest training as appropriate.
- The flow of information during development contributes to good product quality. The channels of communication should be as clear as possible; information flow within the organization and between the organization and the customers should be efficient.

5.3 Validity and limitations of the thesis

There are several points where the validity of this thesis can be questioned. The grounded theory method used for data collection and analysis aims at creating theory from the data (Strauss and Corbin 1990). However, the theories created through the grounded theory are not static, they can change with the addition of data. To address this issue, we collected the data until the saturation point was reached. The saturation point is the state whereby the data collected seem to add no new information about the studied phenomenon (Glaser and Strauss 1967; Strauss and Corbin 1990). For example, in Phase 1 some companies required fewer interviews than others because the concepts started repeating during the interviews, while in other companies new concepts emerged and necessitated more interview sessions (Table 3). Similarly, during Phases 2 and 3 data collection was conducted until the saturation point was reached.
This study was done mainly in one country, which poses a territorial bias. However, several companies involved in the data collection were large international companies with branches in many countries (Table 3). So we believe that although the research was done mainly in one country, the experience of the interviewees in international companies represent viewpoints that are applicable everywhere.

Robson (2002) discusses three threats to validity: reactivity (i.e. interference of the researcher’s presence), researcher’s bias, and respondent’s bias. The main data collection method employed in the study was interviews. To reduce the threat of the researcher’s interference, we allowed the interviewees to answer the questions without further guidance. In many instances, the interviewees delivered vital information beyond the asked questions, which revealed leads for further investigation. We used the tape-recorder for smooth and efficient capturing of the information without interrupting the interviewees. Furthermore, we avoided surprising the interviewees with the questions by sending the interview questions to them beforehand.

The author conducted the research with a team of researchers, so we believe that the researcher’s bias (Robson, 2002) was minimized. For example, at the beginning of Phase 1, five researchers, including the author, prepared the data collection tools, and three members of the team collected the data. During Phase 2, the data collection involved one member of the team. However, the author, in collaboration with two other members of the team, prepared the tool for data collection. In Phase 3 the author prepared the data collection tools in collaboration with two other research team members. The author conducted the data analysis in all the three phases, but the research project manager and two other team members discussed the results during the writing of the reports (Publications 1-V).

To address the respondent’s bias (Robson, 2002) we interviewed the key persons who were involved in the actual software development processes in their natural environment in software companies. Klein and Myers (1999, p. 71) discuss the principle of hermeneutic circle, which claims “all human understanding is achieved by iterating between considering the independent meaning of parts and the whole that they form”. The concepts extracted in the data analysis were compared across the individual companies and between companies to find the underlying meaning and validity. Thus, the deductions drawn from this research are accompanied with quotes from the data obtained from different studied companies, explaining similar phenomena.

Maxwell (1992) discusses five threats of validity to qualitative research: descriptive validity, interpretative validity, theoretical validity, generalizability, and evaluative validity. Descriptive validity is concerned with the factual accuracy of the accounts of the data gathered in the field so that the data is not distorted. We addressed this threat by using tape-recording that captured all the data, and we hired professional transcribers.
to convert the voice data into text for easy analysis. Some of the interviewees used Finnish words, and a Finnish native researcher who was part of the research team helped to obtain proper translation. We believe that the data was neither altered nor distorted. However, it was difficult to capture the gestures and physical expressions that could be meaningful to emphasize what the interviewees expressed.

According to Maxwell (1992), interpretative validity is concerned with making sense of the objects, events, and behaviors in the settings of the study for the purpose of drawing meaningful findings from the observed phenomena or scenarios. The grounded research method (Strauss and Corbin, 1990) applied provides a systematic way of analyzing data, which leads to formulation of hypothesis or a theory that is grounded on the data studied. Furthermore, in this study we compared observations across the studied cases, so I believe that the conclusions made from the data are valid.

Theoretical validity (Maxwell, 1992) is concerned with the theoretical construction from the physical and mental phenomena studied that goes beyond concrete description and interpretation. According to Maxwell, theoretical validity refers to the validity of an account as a theory of some phenomenon. In this study, the drawn conclusions were accompanied with quotes from the data, which give evidence that the findings are grounded on the data. In several instances, the same finding was grounded with data collected from various sources; therefore I believe that this threat was well addressed.

Generalizability validity (Maxwell, 1992) refers to the extent to which one can extend the account of a particular situation or population from the one directly studied. As this study was qualitative, the theories created were bound to the studied environment and may not be valid in other environments (Maxwell, ibid.). Adding to this threat, the grounded theory (Strauss and Corbin, 1990) employed produces theories that may change upon addition of data. To address this validity, the phenomena observed and categorized during the data analysis were compared first within and across the studied cases; second, the data collection process was continued until the saturation point was reached, i.e. where no new information was obtained about the phenomenon under study (Glaser and Strauss 1967; Strauss and Corbin 1990). I believe that this threat was adequately addressed.

Evaluative validity (Maxwell, 1992) refers to evaluation given by a researcher after a study. Maxwell argues that it is difficult to evaluate critically some observations especially in qualitative research. For example, researchers may avoid declaring whether an event is legitimate or not but present observations. To address this validity, the findings of this study were grounded on the data and a few deductions were made by the author when trying to build a big picture of the studied phenomena. For example the author made the assertion of a few evaluative statements such as “software quality construction is an information-intensive process”,

60
“software quality construction is a social-technical process”, etc. However, the deduced statements were supported by the literature. So, I believe evaluative validity to have been adequately addressed.

Although we employed the grounded theory, which aims at creating theory, not all the studies reported in Publications I-V produced a theory. However, Strauss and Corbin (1998), and Corbin and Strauss (2008) acknowledge that not all studies will produce a theory. According to the Straussian grounded theory, the broader goal of the grounded theory is beyond theory creation. Some studies will result in important descriptions, thus failure to build a grounded theory does not make the method or the results invalid (Cooney, 2009).
6 Conclusions

This study consists of three phases, of which several observations and findings were reported in the chapter 5 above and in closer detail in Publications I-V (Appendix 1). The findings were obtained from continuous observations made from data collected throughout the three phases, each phase providing leads that were used for the next step of the study. Each of the research phases studied the activities within the organizations that contribute to or negatively affect the efforts towards software quality construction.

6.1 Contribution and summary

The results presented in this thesis were empirically obtained in software companies. The aim of the study was to investigate software development activities to understand the software quality construction process. The data was collected from practitioners in their natural setting. The research was divided into three phases. During the first phase we investigated the general software development activities by investigating the role of requirements, software stakeholders and resources. During the second phase we investigated the role of human factors and software companies in quality construction. During the third phase we investigated the organizational factors that affect the software quality construction process, and the role of the customers in the BYOD trend, trying to uncover the challenges involved in quality construction.

Numerous phenomena were observed in the SDLC activities related to quality construction, and the concepts were shaped as we collected more data and studied the
phenomena. The following list provides recommendations for both researchers and practitioners:

- The goal for quality construction should be ‘communal’, i.e. the goals should include customers’ and software company’s goals for the purpose of satisfying the customers and at the same time achieve organizational goals.
- Software quality is an information-intensive process, so there must be as much transparency as possible.
- Software quality construction is a nonlinear process in which the identification of requirements in beyond the SDLC activities. Customer feedback is vital information that can be considered as actual requirements that can be used to improve software design, test cases and other SDLC activities.
- The development context is influenced by customer involvement. Customer involvement improves understanding of the context and addresses the requirements better.
- The development methods do not determine the level of cooperation among the development teams, but the organizational setting, including the managers’ discretion does.
- Outsourcing is important in software quality construction.
- Creativity, innovation, experience and art are not limited by development methods but by customer demand and feedback systems.
- The advancement of tools and methods positively influences the quality of products despite the developer’s potentials.
- Challenges of testing that impede software quality construction process:
  - Project managers give little attention to testing: poor involvement of testers in the SDLC was observed especially during the initial stages of a project, such as planning. This resulted in underestimation of the testing budget and the scope of testing.
  - Risk-taking behaviour of project managers by skipping some of the tests or allocating little time for testing. Over-trusting development teams and support systems available for the project aggravate this behaviour.
  - Organizational structures and mode of operation within software companies contribute to lack of transparency, cooperation among teams and sufficient involvements of testers in projects.
  - The scope of testing is limited by project contracts between the customer and the software company, testers’ knowledge of the software domain, and understanding of business processes.
  - The cooperation of management of various departments within the company has positive influence on the efficiency of testing.
Testing is a resource-intensive process, so success does not depend on the technical teams only; the managers at various levels should come together and avail resources to achieve the quality goals.

Customers’ willingness to involve the testers at the production environment limits the testing process. The limited involvement of testers in the production environment narrows down the scope of testing.

• Managers’ roles in software quality construction:
  ➢ Managers’ technical skills, experience and knowledge in the software and the domain positively influence the developers’ productivity.
  ➢ Top-down decisions deprive transparency and negatively affect the efficiency of the requirements prioritization process negatively.
  ➢ The efficiency of communication between managers and customers and realistic estimation of resources sustain a good customer relationship and has a positive effect on product quality.
  ➢ The aim of managers’ decisions on resources is not to reduce expenditure but to achieve long-term goals for both the organizations and the customers.
  ➢ The managers’ choices and decisions on people variably affect other areas of resources and the quality of the products.

• General observations in quality construction in the BYOD environment:
  ➢ Visible features of software and functional requirements supersede nonfunctional (quality) characteristics when dealing with customer requirements.
  ➢ Quality depends more on the market decision than the requirements of standards.
  ➢ Companies focus on ‘just enough quality’ and not on ‘high quality’ products.
  ➢ Software quality has a dimension of cost.
  ➢ Quality aspect of policy in the software. The capability of the software to adjust to various corporate policies may be regarded as a quality characteristic in the BYOD environment.
  ➢ Simplicity and attractiveness of devices sell poor quality software. Customers prefer devices to software; so the buying decision may be influenced by the hardware, not the software.
  ➢ The number of product ‘features’ does not affect the sense of quality, but quality ‘characteristics’ do.

In summary, this study has established that software quality construction includes activities beyond the SDLC. The knowledge required in the quality construction is beyond the computer science discipline. For example, understanding business cases and the domain is one of the major issues in requirements elicitation and prioritization.
Organizational systems within the companies played a very important role in the quality construction process. For example, organizational structures, the mode of operation and communication channels, within the organization contribute to success or failure in the software quality construction process.

Tools, processes, methods and infrastructure are the keys in the software development process. However, the developers’ potential determines the difference between the products developed in the same environment and with similar resources, so this study has affirmed that the human factor is the basis of software quality.

### 6.2 Future research topics

The results of this study may be extended to increase the understanding of the software quality construction process.

“Quality construction” simply means the process of developing software that satisfies the customer needs, i.e. implementing quality into software products. This thesis has presented the importance of customer involvement and cooperation between the development teams for the purpose of understanding the requirements and implementing them in the software. However, in all the studied companies, there were no frameworks that guided the practitioners in the customer involvement and requirements prioritization. Therefore, it could be useful to study to how companies could systematically involve their customers in the development process and if possible to establish a model or a framework that practitioners could use in the software quality construction.

The discovery of requirements is one of the success factors in quality construction. The study suggested two categories of requirements: *untold* and *told* requirements. It is difficult to ascertain and elicit those requirements which are ‘untold’, i.e. requirements that have never been mentioned or expressed. This thesis has described the role of support systems, i.e. R&D and marketing teams, which are potentially important in the requirements elicitation and quality construction process. It would be an interesting topic to study how the support teams, such as R&D, marketing teams and others could cooperate with the development teams in order to achieve better software quality.

Another important research topic could be to investigate further the role of the human factors, such as creativity, innovation, experience and art, and suggest a framework that companies could use to identify and capitalize on the human factors for the purpose of increasing productivity and the quality of products.
This thesis has presented challenges of organizational structures, mode of operation and information flow within software companies. It would be useful to carry out more investigation on the effects of organizational structures and systems or business models in the software quality construction process. Lastly, I suggest a study that would re-visit the quality requirements and characteristics and estimate the effect of pricing and policies on them.
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