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Electricity price forecast is vital to market bidders for strategic bidding and to grid operators so as to keep power balanced in the grid. However, studies have shown that electricity spot prices are not that easy to forecast since they are highly volatile. Due to deregulation of electricity markets, markets became more efficient and prices more competitive but this has resulted into regulation markets to be more volatile. This study focuses on forecasting balancing electricity prices which is the difference between regulation and spot prices, and also predicting regulation direction in the Finnish regulation market. Neural networks, which have the ability to handle complex relations in the data are used. A feedforward neural network is implemented in Matlab, where Levenberg-Marquardt Backpropagation algorithm, which works at minimizing the error, is employed in training the network model. The networks are trained, validated and tested for high accuracy and then used to make predictions for balancing price and balancing direction. The results
obtained show that the fitted model for balancing price has a fit performance of 44.01% and the balancing direction fitted model has 45.9% performance.
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<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARMA</td>
<td>Autoregressive Moving Average</td>
</tr>
<tr>
<td>ARIMA</td>
<td>Autoregressive Integrated Moving Average</td>
</tr>
<tr>
<td>CET</td>
<td>Central European Time</td>
</tr>
<tr>
<td>FI</td>
<td>Finland</td>
</tr>
<tr>
<td>GARCH</td>
<td>Generalized Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>LMB</td>
<td>Levenberg-Marquardt Backpropagation</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Square Error</td>
</tr>
<tr>
<td>MWh</td>
<td>Megawatt-hours</td>
</tr>
<tr>
<td>NN</td>
<td>Neural Networks</td>
</tr>
<tr>
<td>SE1</td>
<td>Sweden bidding area 1</td>
</tr>
<tr>
<td>SE3</td>
<td>Sweden bidding area 3</td>
</tr>
<tr>
<td>TSO</td>
<td>Transmission System Operator</td>
</tr>
</tbody>
</table>


1 INTRODUCTION

This section gives a general introduction on electricity markets at large. The research background and the objectives of this study are also discussed. Finally, the structure of this thesis is given.

1.1 General introduction

Almost in all developing and developed countries worldwide, financial markets have become a subject that has captivated the interest of researchers. Since their emergence, there has been a drastic change which has led to the introduction of new derivatives both in stock and commodity exchange markets [1]. Recently, commodity markets have experienced such tremendous changes which have resulted in these markets becoming an essential type of financial asset traded all over the world. Trading in commodity markets can be categorized into two: spot and futures markets. In the spot market, commodities are traded for immediate delivery or in the very near future. In the futures market delivery and payments are exercised at some agreed later date. One enters into an agreement to buy a particular commodity at a specified maturity date.

Among all commodities, electricity is characterised with higher levels of demand in specific seasons. Since it cannot be stored, power balance is required in the system to increase or reduce production as well as making it readily available to consumers at all times [2], [3]. Studies have shown that electricity prices are challenging to predict since they are highly volatile. Some factors that contribute to these fluctuations in electricity prices include demand and supply, extreme events in the stock exchange markets or economic crisis and even advancement in technological activities. Therefore, investors who are profit-oriented seek to vindicate themselves from these uncontrollable movement in electricity markets. Having prior knowledge of how the market will behave is vital towards achieving their targets. Different research types have been conducted in trying to provide this information through forecasting electricity prices. However, electricity price forecast still remains a wide field for ongoing research.

Provision of electricity in countries where the state is not in charge of running the power markets seems to be more effective than those that are under government ownership. Theory has it that deregulation of electricity markets made the markets more efficient and the prices more competitive [2] since some of the factors that contribute to high volatility of
electricity are monitored. Due to competitive electricity markets, traders need to have accurate instruments for forecasting electricity prices. This is because accurate price prediction helps in providing important information that can be of significance in planning for bidding strategies to both producers and consumers so as to maximize their profits [4]. Additionally, it is vital to grid operators whose main focus is to keep production and consumption balanced. The electricity market considered in this study allows trading in the spot market and in the regulation market. Therefore, traders need to have prior knowledge of both the spot and regulation price forecasts.

1.2 Background of the study

Even though electricity price prediction is a challenge, several studies with different approaches have been carried out to forecast electricity spot prices. These studies have been able to yield some results, however, there are still emerging studies that seek to improve the performance of these models. Different methods have been studied in line with regression techniques, which basically model the relation between response and explanatory variables using the method of least squares. Some of the classical approaches in modelling electricity prices using this regression approach have been reviewed in [2]. The authors present a family of models building up the dynamics of electricity spot market behaviour and some regulation principles in the regulation market. Some of the methods discussed include multiple linear regression models and classical time series models such as ARMA and GARCH. However, the classical time series have a shortfall that they can only be applied to price returns since they require stationary data. Similarly, ARMA and GARCH have a predictive distribution that fails to capture the behaviour of real data [2],[5]. Theory has it that neural networks (NN) have the ability to capture and represent complex dependent and independent variable relations that cannot be captured by linear regression models. For instance, NN networks were applied in predicting hourly electricity spot prices in the Mainland Spain electricity market [6]. In their study, the authors made a comparison of the ARIMA method to that of the NN approach. It was discovered that NN approach outperformed the ARIMA technique in all seasons. Additionally, NN appeared to have a higher execution speed than ARIMA techniques, making NN advantageous over regression techniques [6]. Similarly, the same was observed in another study where a hybrid electricity forecasting model for Finland electricity market was proposed [7]. An artificial neural network model was one of the models that showed an improvement in the performance of predicted results out of eight techniques that were analysed. However, it has been discovered that there is little research work that has been published so far in forecasting Finland’s regulating prices in the Nordic electricity market.
Some research work has been done in regards to the overall regulation power market. Analysis has been made on how the regulation power market is affected if bidders fail to meet up their original commitments on the market [8]. Some preliminary analysis on the difference between the spot and regulation price instead of the actual regression price in forecasting for wind power prices were considered [9]. The author discovered that modelling their difference might yield positive results. Even though different aspects of the regulating electricity market have been studied, to our knowledge, there is no literature that has analysed the balancing market in Finland. Therefore, the main contribution of this study to literature is that we are forecasting electricity prices in the balancing/regulating market, whereas most other research in literature focuses on forecasting electricity spot prices. With the discovery made about NN, this study proposes such an approach.

1.3 Objective of the study

The main objective of this study is to forecast electricity prices of Finnish regulation market using neural networks. Specifically, we aim at predicting the regulation price difference, which is basically the difference between regulation price and spot price. It is of interest to know that traders are not necessarily interested in the price of electricity at specific trading hours, but rather in the direction of prices. Therefore, this study also makes predictions on direction of the regulation price difference in each trading hour.

1.4 Structure of the thesis

This study is structured as follows. Section 2 discusses the deregulation electricity market. A brief discussion on the history of Nord Pool power market in Finland is presented with its structure and performance presented in section 2.1. The regulation power market which is the balancing market in our case is also described in section 2.1. Preliminary data description of the factors that are suggested to have an effect on the balancing electricity price is done in section 2.2. Section 3 gives a brief discussion of the NN approach, specifically the NN architecture in section 3.1 and the type of network built for this study is in section 3.2. The algorithm employed is also briefly discussed in section 3.3. Section 4 constructs the network and implements the model. Construction of the model is presented in section 4.1. The results from training, validation and testing the network for regulation price difference are discussed is section 4.2 while that for regulation price direction are presented in section 4.3. Finally, a general discussion on the study is given in section 5.1.
together with the some conclusions reached in section 5.2. Finally, some possible area for further study are also provided in section 5.3.
2 DEREGULATED ELECTRICITY MARKETS

In the 1990’s, there was a massive change in the electricity power sector as many developed and developing nations started to restructure their sectors so as to improve their operations. One program that was developed was privatization of state-owned enterprises [10]. The first country to deregulate its electricity sector was Norway [11]. After deregulation of the power market in Norway, an independent power exchange company was introduced in 1993. Nevertheless, Norway had challenges in operating the market since their electric power was hydroelectric and this led to electricity spot prices being highly volatile. On the other hand, Sweden had problems in establishing such a market. This was mainly because Vattenfall and Sydkraft owned a large percentage of the market share that contributed almost 75 percent of the generating capacity in Sweden. In order to handle such challenges in both Norwegian and Swedish markets, a joint market between Norway and Sweden was established. In 1995, the Norwegian-Swedish joint exchange market started operating basing on the Norwegian experiences and this was termed Nord Pool. Later in 1998, Finland power exchange joined the Nord Pool with an agreement to represent Nord Pool in Finland [9].

2.1 Structure of Nordic electricity market

Currently, Nord Pool electricity market is the largest electricity market in Europe. In terms of its market members, Nord Pool has 380 customers from 20 countries with 9 active countries in participation. Total number of companies responsible for production of power in Nordic countries is 380 and there are about 500 distribution companies that are responsible for delivering electricity to end users. Figure 1 is the geographical view of the current Nord Pool structure showing 9 current countries that actively participate in the Nord Pool power market. It also provides services to other countries that are represented by the serviced market in Figure 1. Also, Nord Pool has been appointed as Nominated Electricity Market Operator (NEMO) in the countries represented by expansion market key.

Nord pool operates both in physical and financial markets. In financial markets, derivatives that are traded include forward and futures contracts. The main aim of these financial markets is to provide opportunities that will manage or reduce risks and financial losses for traders throughout the contract period [3], [2]. The Nord Pool physical market is categorized into two: day-ahead which is known as Elspot market and intraday market which
is also called as Elbas market.

### 2.1.1 Day-ahead market

In the day-ahead market, trading is done on the spot market and these are opened every day of the year with public holidays inclusive. Participants are expected to submit hourly buying and selling bids for each specific hour of the following trading day and deadline for submitting the bids is 12:00 CET. Each bid is specified with both the price and volume. At 12:42 CET or later, hourly prices are presented to the market. The buyer and seller enter into a contract for the following day’s power delivery, prices are set and a trading agreement is settled. Physical delivery starts from 00:00 the next trading day (hourly) in accordance with the agreement [12].

**System price**

The market prices are calculated at each trading hour. When the bids are obtained, the information is fed into the system that calculates the prices. Demand and supply curves
are built from these bids, and the intersection point between these two curves is what provides the price in that hour as shown in Figure 2.

![Figure 2. System price computation (Source: www.nordpoolspot.com).](image)

### 2.1.2 Intraday market

Intraday trading is done in the regulation market. The reason for intraday market is to supplement the Elspot market [13]. Suppose there be any changes that might occur between the closure of day-ahead marketing and power delivery the next trading day. Then intraday trading comes in to ensure there is a balance up between demand and supply in the system. This is made possible since suppliers and retailers have the opportunity to trade close to real time in order to restore the market balance. Setting of prices is based on pay-as-bid basis, one hour to delivery, during the actual trading day [13]. For pay-as-bid, price paid to each generator is dependent on the bid price and this results in all participants having different market prices [14].

### 2.1.3 Balancing power market

The balancing power market is mainly used when there exists imbalances in the power system, so as to ensure there is a balance between total production and consumption in
real time. It is supervised by the transmission system operator (TSO) that is responsible for these operations in the transmission grid. Due to some unforeseen circumstances, producers or consumers might change their original plans, resulting in instability of power in the transmission grid. TSO will have to make necessary adjustments, either on production or consumption depending on the situation at hand. In doing so, TSO accepts bids from the regulating market to allow producers or consumers adjust their original plan so as to induce stability in the transmission grid and balance the market [15]. To increase production, the cheapest up-regulation bid is used first and alternatively the most expensive down-regulating offer is used to decrease production. As a result, prices can be up-regulated or down-regulated. For instance, if electricity prices are published and it happens that on the actual trading day demand is high than predicted, actual electricity load increases in the system. This load leads to a shortage in production and causes the prices to be regulated upwards. On the other hand, if there is more electricity produced than what was initially demanded, there will a surplus in production. Since electricity cannot be stored, prices are lowered so as to be able to supply all what was produced. One possible scenario is illustrated in Figure 3 where the levels of consumption and production need to be adjusted so as to balance the market.

![diagram]

**Figure 3.** Examples of regulation possibilities

If bids are not strategically set in the spot market, the trading companies or individuals might be forced to go into the regulation market so as to balance up demand and supply
and this involves some additional costs. However, to set up bids strategically, traders need to have prior knowledge about the prices and this also helps in reducing and managing risks encountered during the process [6].

2.2 Data description and preliminary visualization

Prices in the Nordic electricity market are affected by a number of factors. Some of these factors include previous or historical prices, weather, predicted power shortages, demand for electricity, generation outages, operational reserves and bidding strategies [6]. Nevertheless, some of these factors are vital while others are not necessarily important. This work is a case study of Finnish electricity market in Nord Pool. The data used is hourly, over a period from 21st May 2016 until 30th April 2017. The missing values in the data were dealt with by replacing them with the previous value in their respective variables.

Electricity spot prices and regulation prices

Prices in the spot and regulating market behave differently. Hourly time series plot for spot prices of Finnish electricity market is displayed in Figure 4 whereas the corresponding regulation price time series plot is displayed in Figure 5.

From Figure 4 and Figure 5, both spot and regulation prices seem not to have a constant mean but behave stochastically with respect to seasons. There are some months that the prices are higher than the rest. Overall, it can be seen that regulation prices are much higher, with many extreme prices compared to the spot prices.

Temperature

Demand for electricity can be affected by weather conditions. If the temperature is too low, more heating will be required in the households and this increases demand for electricity. On the other hand, the higher the temperature, the less heating is required. In bidding for the next trading day, it is necessary that traders have a prior knowledge of the temperature changes. Figure 6 shows the actual temperature on the trading day and the predicted temperature. Temperature levels are suddenly changing throughout the months with heavy changes during winter. On average, both actual and predicted temperatures are high between the months of May and August and very low in January.
Figure 4. Hourly spot prices

Figure 5. Hourly regulation prices
Electricity load is associated with different factors such as weather conditions, human social and industrial activities. To ensure there is no overloading in the system and reduce occurrences for failure of the machines, the expected amount of load needs to be known [16]. If there happens to be insufficient load to cater for the demand, an excess provision would be required and the company is entitled to extra costs [17]. Figure 7 is the graphical presentation of actual and predicted load. Overall, there is an increasing trend with minimal extreme values both in actual and predicted load. However, actual load is higher than predicted load.

Production

How much electricity needs to be produced depends on how much is demanded and this helps in strategic bidding and profitable yield. When the temperature is low, there is high production of electricity compared to when the temperature is high which means low levels of temperature demands high levels of production. This is evidently seen in Figure 8 as there is high level of production between the months of December and March. On average, it can be observed that predicted production is low than what was actually produced, with extremely low production in November.
Figure 7. Actual and predicted electricity load

Figure 8. Predicted and actual production
Electricity transmission

The Nord Pool power market is split into several bidding areas. Finland (FI) operates as one bidding area and receives power imported from Norway (NO) and transmitted through Sweden (SE) which was split into four bidding areas in November 2011 [18]. Two Swedish bidding areas SE1 and SE3 transmit power into Finland as shown in Figure 9 which displays the current bidding areas of Nordic power markets.

![Figure 9. Bidding areas in Nord Pool markets (Source:www.nordpoolgroup.com)](image)

The exchange of power between these cross-border corridors and the sudden fluctuation of electricity prices are influenced by transmission congestion in the grid [19], [7]. Similarly electricity prices are obtained between the cross-border corridors if the transmission capacity between the areas is sufficient and helps inducing competition in the market. The more transmission capacity congestion there is, the more the markets deviate from optimal original production orders and this affects the flow of power in the system [14]. This means that transmission capacity contributes a lot to Nordic electricity prices on the mar-
The expected transmission (transmission capacity) and what was actually transmitted (transmission commercial) for both SE1 and SE3 into Finland are displayed in Figure 10 and Figure 11 respectively. Transmission capacity between SE3 and FI seems to be lower on average with same transmitted amount for a longer period of time compared to transmission capacity between SE1 and FI. From the Figures, it can also be discovered that there is a big difference between transmission commission and capacity is such way that what was actually transmitted is low than what was expected.

Figure 10. Transmission capacity and transmission commercial for SE1FI
Figure 11. Transmission capacity and transmission commercial for SE3FI
3 NEURAL NETWORK APPROACH TO FORECASTING ELECTRICITY PRICES

Neural networks are a data-driven approach that were originally designed to simulate the activities and functionality of the human brain [20], [21]. What influenced the NN was an attempt to answer some questions that researchers in the fields of artificial intelligence had. Questions like: "What makes the human brain such a formidable machine in processing cognitive thought? What is the nature of this thing called “intelligence”? And, how do humans solve problems?" [22]. A solution to these questions is what initiated studies that deal with thought processes that result from an influence having some particular characteristics, to some input senses and then learning from the knowledge that has been acquired by studying such influences.

Recent studies have shown that NN display a powerful performance in a wide variety of tasks in various fields such as business, industry and science [23]. In the field of finance, NN seems to become more popular in forecasting. This is because NN have some unique characteristics such as the ability to handle non-linearity in the data. NN approach can model the behaviour of known systems without specific instructions on the models but simply by learning the relationship directly from the data being modelled. In some tasks, NN outperforms sophisticated quantitative techniques as they attain a higher level of accuracy that cannot be achieved by some modelling techniques [24]. They can also tolerate noise in the data and chaotic components better than most methods do [25]. Even though NN gives highly accurate results, there are some inconsistencies that may result due to different methods that are applied by respective researchers. This section briefly discusses the structure of these NN and how they are designed.

3.1 Neural network architecture

A typical NN comprises of three layers: input layer, hidden layer and output layer. Nodes from two successive layers are interconnected with weight that can be modified and also varies according to state of the connection. This weight is associated in the process of training at the entry and exit of the system and together with the network architecture, they store the knowledge that has been trained [25],[26]. In some networks, bias nodes are included in the network for the sake of pattern learning. This kind of a NN is called a feedforward neural network.
### 3.1.1 Feedforward neural network

In this type of a network, information is transferred directly to the hidden layer from the input layer and then proceeds to the output layer without any cycles or loops included. The general idea about feedforward NN is that inputs from the input layer feed the hidden layer without any feedback given. The nodes in one layer do not feed each other but rather, they feed the nodes in the succeeding layer. Thus, the name feedforward NN since interactions between nodes or feedbacks are involved [27]. An example of feedforward NN is displayed in Figure 12.

![Feedforward neural network](www.learnopencv.com)

**Figure 12.** Feedforward neural network (Source: www.learnopencv.com).

The input layer consists of \( n \) neurons or nodes that represents \( n \) number of explanatory variables that are to be used in modelling a desired output. The hidden layer lies between the input and output layers and is responsible for detection of some features like recognizing the pattern in the data. Execution of complicated non-linear relationships between input and output layers is also performed in the hidden layer. Finally, the output layer which is just a single neuron that corresponds to the value to be predicted [26]. One of the layers that is very vital and complicated to define is the number of neurons to be included in the hidden layer. Much attention is required in assigning the number of hidden nodes. Generally, few nodes are preferable since they have the capacity to make better generalizations as well avoiding over-fitting the data. However, few nodes might not have the sufficient power to learn the data and thus might give poor modelling performance. This is what makes designing a neural network model more of an art than of science [26].
3.2 Backpropagation neural network

One of the classes of a feedforward NN is the backpropagation. This is a procedure that works at minimizing the difference between the actual output (what is returned by the network) and the desired output (which is the fact) by adjusting the weights repeatedly. A signal is sent back to the weights and if this process with adjusted weights is run, the obtained output tends to be closer to the expected or desired output. The whole process of backpropagation is done in three steps which are feedforward of the input observations, back-sending the corresponding error and then finally, adjusting the weight. A brief explanation of how this is done in a three-layer feedforward NN is described below.

Suppose we denote the input node as $X$, hidden node as $H$, $W$ as weight, $\hat{Y}$ as output for the output layer and $b$ the bias. On the onset, each neuron in the input layer receives a signal from the input data which is the respective value at that particular node. This value is fed into the hidden neurons in the hidden layer. The values is then multiplied with the respective weight assigned to each of the nodes and yields

$$K_i = \sum_{i=1}^{n} W_i X_i + b.$$  \hspace{1cm} (1)

where $i = 1, 2, 3, \ldots n$ is the number of input variables. This output is compared to the original input value and the error is computed, which is basically the difference between the target value and the output value at this stage. The bias is then fed back into the hidden layer where the weights are updated. This process takes place during the training stage.

Equation (1) is what defines the input at $j^{th}$ hidden node. This value is fed into the activation function, which is the sigmoid function, in the hidden layer. The sigmoid function allows the network to classify the non-linear pattern in the data. Thus, the output at hidden nodes, which automatically becomes the input at output layer nodes, is given in Equation (2).

$$H_j = f(K_i),$$  \hspace{1cm} (2)

where $j = 1, 2, 3, \ldots m$ is the size of the hidden layer. Then in the output layer, after the error has been calculated and the weights updated accordingly, we have

$$O_j = \sum_{j=1}^{m} W_j H_j + b.$$  \hspace{1cm} (3)

Equation (3) is also fed into a linear activation function which gives the linear combination...
of these inputs values. Thus, at the output layer, the output is computed as in Equation (4)

\[ \hat{Y} = f(O_j). \]  

(4)

3.3 Levenberg-Marquardt backpropagation (LMB) algorithm

The model has to be trained using the training data set as a way of learning the data. Training the network basically involves estimation of parameters. The main aim for training the network is to obtain network parameters (weights) that help in making the errors (bias) in the model as small as possible. LMB algorithm is a non-linear least squares algorithm that uses the computed predicted values of the observations and their respected residuals to transform the weights into new values that reduce the sum of squared errors. Details about how this algorithm is implemented can be found in [28], [29]. LMB is one of the training algorithms that is employed in this context as it has a better performance on non-linear regression than other training algorithms [30]. The Matlab function is \textit{trainlm}, which updates the weight and bias in the network using Levenberg-Marquardt optimization [30] with high execution speed.
4 FORECASTING REGULATION PRICES

In order to obtain a forecasting model that has a high prediction performance, independent variables that explain the variability in the response variable need to be adequately determined. It has been noticed that it is the difference between the actual variables and the predicted variables (error of prediction) that makes an influence on the electricity prices. Considering the variables described in section 2.2, it was discovered that for individual variables, only production forecast was correlated with the difference between regulation and spot price. For the difference between the actual and predicted values, only the error of prediction for temperature was not correlated with the price difference. Therefore, the variables we consider in this case study are described as follows:

- PriceDiff: Price difference between regulation and spot price (response variable)
- LoadDiff: Load difference between actual and predicted electricity load
- ProdFor: Production forecast
- ProdDiff: Production difference between actual and predicted electricity production
- TrSE1FI: Difference between transmission capacity and transmission commission of SE1 and FI bidding areas
- TrSE3FI: Difference between transmission capacity and transmission commission of SE3 and FI bidding areas

Figure 13 displays the line plots of the variables used together with their histograms. As already stated, the high volatility in price difference is clearly seen in the time series plots. Price difference, load difference and production difference have a distribution that is skewed to the left. Production forecast seems to be normally distributed and both transmission capacities are skewed to the right.

Figure 14 shows the scatter plots and the correlation between the response and explanatory variables. Load difference and production difference have a negative correlation with the price difference whereas the others show a positive correlation. Production forecast has the highest positive correlation among all other variables.

4.1 Model construction

A feedforward NN with two layers was constructed using the Matlab neural network toolbox. In this study, the NN model that is designed has 5 input variables that are directly connected to neurons in a single hidden layer having 12 neurons and further connected
to a single output layer that has a single output. The network has a sigmoid function in the hidden layer and a linear function in the output layer. Figure 15 is the pictorial view of the network constructed. The hidden layer size that produced the best training performance is 12 out of the 20 hidden neurons that were deliberately fed to determine the best number of hidden layers. Data was split into three sets: training, validation and testing data containing 70%, 15% and 15% of the data respectively. The input data was normalized between $[-1, 1]$. This is because of the sigmoid function that is used in a
supervised network. The advantage is that training becomes more effective and faster [30].

**4.2 Regulation price difference**

**Training the network**

Initially, weights are assigned randomly. The idea is that the network starts with a neural network model that is poor in performance and training progresses, the network learns
from the data and improves in the network accuracy. In training the data, LMB algorithm in Matlab NN toolbox was used. A summary of the trained state during the training process is shown in Figure 16. It shows that training stopped after 6 validation checks at seventeenth epoch. That is, training continued until the validation error continuously increased for 6 iterations without decreasing. The figure also shows how the gradient magnitude kept on decreasing with respect to increasing the number of epochs. The lower the gradient coefficient, the better the training is [30]. From the trained state plot, there is a decrease in the gradient magnitude with the least value of 164.2228 at epoch 17 which is so small compared to the initial gradient at epoch 0.

![Figure 15. Neural Network Structure](image-url)

![Figure 16. Train state diagram for price difference](image-url)
For verification of performance of the network, the error histogram displayed in Figure 17 is considered. It appears that majority of the data points are close to the zero error bar. This shows the error between target and input observations is minimal, which is an indication that the network is performing well. There seems to be a smaller percentage of some data points that are a bit further from the zero error bar and they can be considered as extremes. However, we do not consider them as outliers in this case since they are not so different from the rest observations and also they are too minimal to have an impact in the study. Therefore, they are not removed from the sample.

The best validation performance is 182.0028 at epoch 11, with a reduction in MSE as the number of epochs increases as shown in Figure 18. After eleventh epoch, there is no increase in the MSE for validation state and this gives us an assurance that no overfitting occurred. It can also be noticed that all the three states MSE display the same characteristics.

**Testing the network**

After training and validation of the network, the network was used to compute the response for any input values. The network was retrained several times for good accuracy.
Figure 18. Performance of the Network

As an analysis on general performance of the network model, a regression plot for all three states was considered, together with an overall regression plot. From Figure 19 it can be observed that the R value, which is the coefficient of determination, is 0.35064 in the training state which is the highest value out of the three states. The testing state has the value of 0.24296 and finally, the validation state which has a least value of 0.23932. From these results, we argue that the network fits the data even though the R values are considered to be small. The overall goodness of fit is 0.31326, which is accepted in this case due to the type of the data used. Thus, we can say that the model fits the data.

Forecasting using the network

The constructed network was then used to compute the response for the selected inputs. Figure 20 is the result of the predicted price difference together with the original price difference. Having obtained the forecast, we had to check how accurate the predictions are. As discussed in section 4.3, the same procedure was used to transform the predicted price difference into predicted price direction. The ratio of the total sum of the original price direction that are equal to the direction of the predicted price difference to the sum of the total of all original price direction is computed. The overall performance calculated was 166.0485.
Figure 19. Regression plot with respect to Target
34

of the size of the price difference was computed. The results obtained show that 0.4401
of the predicted price difference were accurate.

![Price difference and predicted price difference](image)

**Figure 20.** Predicted and original price difference

### 4.3 Regulation price direction

Since prices can be regulated upwards or downwards, they are bounded in one direction
by the spot prices. Therefore, the balancing price which is the target was classified into
three categories: when the price difference is negative, positive and zero as −1, 1 and 0
respectively. The network was designed in a similar way as the price difference displayed
in Figure 15 with the same characteristics.

**Training the network**

With the classified price difference as the target variable and the rest as input variables,
the network was trained. The training state in Figure 21 shows that training stopped
after 6 validation checks at epoch 19. As the number of epoch kept on increasing, the
gradient magnitude kept on decreasing with the least value of 0.002495 at validation stop. This decrease shows that the network kept on improving in accuracy with respect to the number of epochs.

![Figure 21. Network training state for price direction](image)

Figure 21 shows the variation of the MSE with respect to number of epochs. There is a decrease in the MSE as the number of epochs increases. Since our aim is to reduce the MSE to be as minimal as possible, Figure 22 displays a decrease in MSE for all the three states. This shows an improvement in the network performance during the training, validation and testing the network. The best fit is thus observed at the thirteenth epoch with a validation performance of is 0.63666.

The error histogram which quantifies the difference between targeted values and the outputs is displayed in Figure 23. The figure indicates that there are almost no observations that show a possibility of insignificant fit compared to all observations since almost all errors are in the range of between $-1.388$ and $1.441$ with only few observations outside this range. These few observations can also be spotted out in the regression plots in Fig-
Figure 22. Performance of the Network for price direction

Figure 24 which shows the summary of the relation between the target variable against the output variable for all the network states. From Figure 24, it can be seen that coefficients of determination are small for all the states, with the training state having the largest value of 0.28955.

Classification rate

Since the target observations were classified into three classes, we considered the occurrences of the correctly classified values in each class in the training state. Figure 25 is a summary of the results where each correctly and incorrectly classified class is known. The diagonal squares (in green) are the correct responses while off-diagonal (in red) squares are incorrect responses. The percentage of original and predicted observations that are correctly classified in all three class is higher in the first class, with the value of 32.0% while the second class has no correctly classified observations. Lastly, the third class has 14.0% of correct classification. In the first output class for the second target class, the confusion matrix shows that 1375 of the observations were incorrectly classified, representing 16.6% percentage of the predicted class. The last rows and columns (in black)
Figure 23 shows the accuracy for each output and target class respectively with an overall classification occurrence on the lower right square in blue. Therefore, the confusion value, which is the percentage of incorrect classification, is 54.1% as shown in the lower right blue square in red whereas 45.9% of the total observations are correctly classified.

**Using the net**

The trained network was used to make predictions for the electricity prices. The visual aid of the results is displayed in Figure 26. The results show both upward regulations and downward regulations. However, there are no balanced regulations in the predictions made. This is also evidently seen in the confusion matrix in Figure 25 where there are no correct classifications in the training state for the case where the actual electricity prices are equal to the regulation prices. Overall, the predicted time series show a higher occurrence in the downwards direction compared to upwards regulation.
Figure 24. Regression plots for price direction
Figure 25. Summary of classification

Figure 26. Forecast of balancing price
5 DISCUSSION, CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK

This section provides a general discussion on the methodology and the results obtained. Concluding remarks on the obtained results are made and finally, some possible areas for future studies are outlined.

5.1 Discussion

Mainly, the purpose of this study was to forecast electricity prices in the Finnish regulation market. In this study, a forecast for the balancing electricity prices was introduced where the difference between regulation prices and actual electricity prices was modelled using neural networks.

Firstly, a brief discussion on the regulation market was made. The structure of the Nordic electricity markets was presented where we looked into the financial markets at large. The day-ahead, intraday and the balancing power markets were discussed in brief. We discovered that it is not just the actual variables that might have an influence on the market price, but also their predicted variables. This is the case since prices are set upon knowing how much electricity is demanded and to be supplied, and this calls for forecasting the next trading day variables. To predict the balancing electricity prices, variables required were the ones that are said to be correlated with the price difference according to the range of our data set. Therefore, a test for the relation between the price difference and the explanatory variables was done, out of which it was observed that only five variables out of twelve variables were correlated with the targeted variable.

In the first case, prediction of the price difference was carried out. Since theory has it that data normalization speeds up the training process as well as leads to high accuracy, the input data was normalized. In constructing the NN, a large number of hidden layers was deliberately fitted so as to determine the one that would result in high network performance. The designed model was retrained several times so at to obtain a model with good accuracy. It was discovered that each time the network was being retrained, the output kept on changing. This might be due to the random assignments of weights to the respective nodes. The obtained network was then used to make predictions. From the results we obtained, a NN with twelve hidden layers was the one that had a higher performance. The network was trained using the LMB algorithm and weights were randomly assigned...
in the input layer. It was discovered that network training yielded fruitful results as the MSE kept on decreasing with an increase in the number of epochs without over-fitting the network. Furthermore, a validation on the network was done. Results showed that the network successfully learned the data as there was a reduction in the MSE and most observations were close to the zero error bar in the error histogram. The last section of network construction involved testing the prediction power of the network, where a few percentage of the observations was reserved for this process. The network was tested and the results also showed that the network was properly structured. The regression fit for all the three states involved in constructing the NN was examined to check how good our model was. The results showed that the coefficient of determination was higher in the training state with the validation state having the least coefficient of determination. We argue that the R-values obtained as displayed in Figure 19 indicate that the model fits the data due to the nature of the data. The obtained network was then used to forecast the price differences. Checking how the fitted model performed, it was discovered that the fit performance was 44.01%. The overall regression fit had a coefficient of determination of 0.31326 which is somehow reasonable according to the type of data.

Next, the idea was to consider the price direction of the balancing prices. The downwards, balanced and upwards regulation were taken into account. The same features of the structured network for the price difference were considered in designing a NN for price direction, where the balancing price direction were the targeted observations. The network was successfully trained. On the onset, the MSE was high but reduced as the number of epochs increased. The gradient magnitude also decreased with an increase in the number of epochs, indicating an improvement in the training performance. Upon validating the network, it was also discovered that the network was properly fitted as there was no overfitting in the fitting process and the MSE reduced with an increase in the epochs’ number. Considering the fact that the target observations were split into three classes, a check on the percentage of observations that were correctly classified was considered using the confusion matrix. The results showed that the downward regulation had the highest percentage of correct classification with upward regulation having the least percentage. On the other hand, the confusion matrix showed absence of correct classifications for the balanced regulation. The overall confusion value shows that more than half of the total observations were misclassified with a difference of 8.2% with the correct classification. The fit performance for the balancing/regulation price direction fitted model was 45.9%.
5.2 Conclusions

Based on the results obtained, the models constructed were able to forecast balancing regulation prices and the balancing direction. However, considering the predictability of the model and the type of data used, the predicted prices can be tolerated even though their performance is below 50% in both cases. Since the regulation direction predictions seem to have a higher prediction value than regulation difference, it can be more profitable if traders focus more on whether the prices will be regulated upwards or downwards on the electricity market.

5.3 Future work

This study considered all trading hours and all trading days in this data set. However, we argue that model performance can improve if some factors were taken into consideration. As a possible area for further study, we suggest forecasting using observations in the same hour for the entire data set. That is, we predict the regulation prices for a specific hour in all trading days. Additionally, as discusses in section 2.2, the variables that we thought were of significance in predicting regulation prices fluctuate according to times and seasons. This can also be considered, where the data can be categorized according to their seasons such as winter, summer, spring and autumn. This is because electricity production in winter is very different from that in summer as seen in Figure 7 and Figure 8 where both actual and predicted observations change drastically in winter.
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