
Arash Hajikhani 

UNDERSTANDING AND LEVERAGING 
THE SOCIAL NETWORK SERVICES 
IN INNOVATION ECOSYSTEMS

Acta Universitatis 
Lappeenrantaensis

811

Acta Universitatis 
Lappeenrantaensis

811

ISBN 978-952-335-265-0   
ISBN 978-952-335-266-7 (PDF)
ISSN-L 1456-4491
ISSN 1456-4491
Lappeenranta 2018



Arash Hajikhani 

UNDERSTANDING AND LEVERAGING 
THE SOCIAL NETWORK SERVICES 
IN INNOVATION ECOSYSTEMS  

Acta Universitatis 
Lappeenrantaensis 811

Dissertation for the degree of Doctor of Science (Technology) to be presented 
with due permission for public examination and criticism in the lecture room 
2303 at Lappeenranta University of Technology, Lappeenranta, Finland on the 
5th of October, 2018, at noon. 



Supervisors Professor Helinä Melkas 
LUT School of Engineering Science 
Lappeenranta University of Technology 
Finland 

Professor Jari Porras 
LUT School of Engineering Science 
Lappeenranta University of Technology 
Finland 

Reviewers Professor Marko Seppänen 
Industrial and Information Management 
Tampere University of Technology 
Finland 

Associate Professor Rahul Basole 
School of Interactive Computing 
Georgia Institute of Technology 
USA 

Opponent Professor Pekka Kess 
Industrial Engineering and Management 
University of Oulu 
Finland 

ISBN 978-952-335-265-0 
ISBN 978-952-335-266-7 (PDF) 

ISSN-L 1456-4491 
ISSN 1456-4491 

Lappeenrannan teknillinen yliopisto 
Yliopistopaino 2018



ABSTRACT 
Arash Hajikhani  
Understanding and leveraging the social network services in innovation ecosystems 
Lappeenranta 2018 
100 pages 

Acta Universitatis Lappeenrantaensis 811 
Diss. Lappeenranta University of Technology 

ISBN 978-952-335-265-0, ISBN 978-952-335-266-7 (PDF) 
ISSN-L 1456-4491, ISSN 1456-4491 

In today’s knowledge-based economies, it is generally accepted that innovations are 
integral to the foundation of both regional and national economic development, as well 
as one of the main causes for social and technical transitions. In an effort to boost and 
benchmark innovation, metrics and indicators have been designed to measure its various 
stages of development in order to gain insight into what is driving results. In an effort to 
make such measurements, a systems approach had been adopted in order to capture the 
dynamic and complex nature of innovation. However, an ecosystem approach has 
recently begun to attract attention as a framework for studying innovation.  

The term “innovation ecosystem” is often employed to explain a large and diverse set of 
participants and resources essential to the success of any innovation. Literature on 
innovation ecosystems emphasizes both the importance of a network of linkages between 
multiple actors and taking a holistic approach to include all players in the ecosystem. This 
is done to provide synergy, which has an effect on the overall outcome. This dissertation 
advances the existing research on innovation ecosystems by incorporating the soft aspects 
of innovation and studying social network services (SNSs) as a complementarity within 
said ecosystem. SNS platforms (e.g. Twitter, Facebook) provide opportunities for mass 
communication and interaction, both of which mediate societal discussion. These 
platforms create a unique opportunity to inform a holistic approach to innovation. 

The purpose of this thesis is to discuss the importance of SNSs in innovation ecosystems 
and attempt to operationalize the valuable data within SNSs for a deeper understanding 
of innovation. First, this thesis introduces the measurement and evaluation practices used, 
with particular effort made to highlight how the term “ecosystem” first emerged and then 
became associated with studies on innovation. To that end, an in-depth analysis of the 
innovation ecosystem research and citation network was conducted to assess the growing 
body of literature on this topic. Secondly, this study utilizes SNS data at both the micro- 
and the meso-level, meaning the company-, community-, and national-level, and provides 
novel insights. To do so, advanced textual analyses were performed and machine learning 
models were employed to explore the content of SNSs. These analysis resulted in several 



interesting findings regarding the role of content producer and content quality in the 
overall interaction within SNSs. This attempt to leverage SNSs for data was then 
furthered to include the design of a metric used to evaluate and establish benchmarks for 
counties based on entrepreneurial-oriented activity. For a more exploratory approach, 
SNSs data was analyzed to ascertain whether patterns existed within discussion topics 
and in proximity over time. Finally, the theoretical impact and methodological 
contributions to the literature on innovation ecosystems is included to show a novel 
approach to the use of SNS data. The findings should help scientists and practitioners to 
engage with SNSs in a more confident manner when an ecosystem-oriented approach is 
taken to evaluate innovation.       

Keywords: innovation measurement, intangible innovation, innovation ecosystem, 
social network services, text analysis, natural language processing
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1 INTRODUCTION 
This introductory section provides the theoretical background and the research gaps that 
this dissertation will address. Then, the research objectives and research questions are 
stated and the conceptual background of the thesis is articulated. Lastly, the overall 
outline of the thesis will be presented. 

1.1 Research background 

Since the advent of “the knowledge-based economy,” the challenge of measuring and 
evaluating this economic concept has been core to the discussion (Skolnikoff, 1993; 
OECD, 1996; Foray, 2004; Leydesdorff, Dolfsma and Van Der Panne, 2006; Shapira et 
al., 2006). Considered one of the major drivers of economic growth, innovation has 
gained recognition for its determinants and role in structural change (OECD, 2010b). 
Both national and international agencies have designed indices in an effort to evaluate 
innovation. Their reports are comprised of surveys and in-depth interviews partnerships 
within various organizations and institutions in order to get measurable data (OECD, 
2010b). These assessments come in the form of an annual report that ranks countries 
based on their capacity for and success with innovation or other related concepts. For 
example, an attempt by the Organization for Economic Co-operation and Development 
(OECD) to measure innovation performance required various indicators that 
demonstrated a country’s innovative performance. The technology achievement index by 
the United Nations Development Programme (2002) performed a comparative study of 
innovation in nations using macro-composites as indicators for the creation of technology. 
Among the many measurement indices, research and development expenditures, citation-
weighted patents, and new product announcements were used in these econometric 
models and evaluations (Griliches, 1990). Meanwhile, approaches to measuring 
innovation vary depending on the objective of the evaluation scheme and the author’s 
perceived definition of innovation. For example, the European Innovation Scoreboard 
(EIS), previously the Innovation Union Scoreboard, employs 20 indicators to evaluate 
innovation, which provide for a comparative analysis of innovation performance in EU 
countries (European Commission, 2004). The evaluation indices used by the EIS are 
comprised of four groups: human resources; the creation of new knowledge; the 
transmission and application of knowledge; and innovation, finance, output, and markets 
(European Commission, 2004).  

The concept of innovation has been visited as an evolutionary and path-dependent process 
and, thus, considered complex (Jensen et al., 2007a; Tidd J, 2007; Drucker, 2014). 
Therefore, an evolutionary approach to economic development and a systems view of 
innovation have contributed to the concept of complexity. Complexity is 
characteristically a system or arrangement which features a large number of interacting 
components (Arthur, 1999). A practical illustration of a systems approach to innovation 
studies led to the configuration of “national innovation systems,” which emphasizes the 
interactions of a community of actors and institutions that influence the innovative  
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performance of firms and economies (Lundvall, 1992; Patel and Pavitt, 1994). The recent 
emerging concept of an “innovation ecosystem” is the result of a paradigm shift that 
classified innovation as a complex and nonlinear process. The innovation ecosystem was 
proposed by scholars and practitioners to capture the multiplicity and complexity of the 
innovation process (see, e.g., Adner, 2006; Iansiti and Levien, 2004; Moore, 1993). This 
concept reflects the demand imposed by the emergence of knowledge-based economies, 
in which innovation and its developmental process became increasingly non-linear and 
network-based (UNDP, 2015). Efforts to study its knowledge structure using complex 
systems and networks of relations has been done using models such as the university-
industry-government relationship, known as the triple helix (Etzkowitz and Leydesdorff, 
2000). The triple helix relationship can be formed by the interaction between three (or 
more) sub-dynamics of a system (Leydesdorff and Etzkowitz, 1996; Etzkowitz and 
Leydesdorff, 2000). Based on the triple helix model of Etzkowitz and Leydesdorff (2000), 
Carayannis and Campbell (2009) conceptualized a fourth helix, which emphasizes the 
role of societal and public discourse, like that transmitted through media and culture, in 
innovation and the knowledge model. The importance of treating intangibles as capital 
investments in a national context has been studied extensively by Corrado et al (2006) 
and Belhocine (2008). Evidently, as much as the tangible and monetary resources are for 
the accessibility of technology, intangible resources, such as social capital, or simply put 
the “bonds between people,” are of major importance to the innovation process (Claridge, 
2004). 

Regarding the intangible components of innovation, collective online communication 
channels, known colloquially as social media outlets, have yet to be leveraged in an 
ecosystem-oriented approach to innovation studies. Today, social media platforms, such 
as Facebook and Twitter, are driving new forms of dialogue, social interaction, exchanges 
of ideas, and collaboration, and, as a result, a large amount of research data. Social media 
platforms, also called social networking services (SNS), are web-based services that allow 
users to interact and discuss specific topics, exchange personal information, and share 
what occurs in their daily lives (Mangold and Faulds, 2009). They assist individuals in 
constructing a public or semi-public profile within a system and acquire social media 
friends with whom they share a connection (Boyd and Ellison, 2007). Because these 
functions can be performed via social media platforms, they provide a rich environment 
where intangibles, like social capital, can be incubated and cultivated (Burke, Kraut and 
Marlow, 2011). Social media platforms provide a great opportunity to access mass data. 
Hence, in the early 20th century, prior to the availability of such data sources, sociologists 
interviewed people to understand their social connections and, in doing so, formed small 
social networks for analysis (Pentland, 2014). Today, due to the activity on social 
networking platforms such as Twitter, it is possible to do a study of SNSs in real time 
thanks to the exceptionally large amount of content and the millions of nodes and billions 
of edges available (Kireyev, Palen and Anderson, 2009; Bollen, Mao and Zeng, 2011). In 
the past decade, thanks to both the rise of computational power and the use of machine 
learning algorithms to automatized approaches to data analysis, new opportunities for 
accurate analyses have come about. Concurrently, an exponential growth in internet usage 
has caused the amount of data to increase exponentially. 
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Contextually, this thesis focuses on three interconnected concepts based on the literature: 
measurement approaches to innovation studies; an ecosystem-oriented approach to 
innovation studies confined to the business and management disciplines; and social 
media, also called social networking services (SNS), an emerging domain of research 
motivated by the advent of social media platforms. The focus of this thesis will be on the 
innovation ecosystem literature and the intangible components which can be materialized 
by utilizing SNS data. 

This dissertation contributes to the growing body of literature centered around innovation 
ecosystems by expanding on the knowledge of components or complementarities. The 
focus is on the use of intangible data, such as social network services, as a major 
component of the ecosystem. The aim is to employ methods that utilize said data for a 
better comprehension of the innovation ecosystem. 

1.2 Research gap 

Various disciplines have adopted a systems approach, and it is frequently used in business 
and management literature—mainly due to its capability to tackle complex problems 
(Chen, 1975; Goodman, 2015). Systems approaches offer an interdisciplinary way to 
explore systems in nature, in society, and in many scientific domains as well as a 
framework with which phenomena can be investigated using a holistic approach (Capra, 
1997). In general, the systems approach advocates thinking about a system or an 
arrangement of related units as a whole rather than focusing on its individual parts. 
Bertalanffy (1972) made some of the first attempts to discuss applying a systems approach 
in the social sciences with his General Systems Theory (GST). To comprehensively 
understand a concept such as innovation, a systems approach has been undertaken to 
recognize the components of a concept and study them for better comprehension and 
greater accuracy when evaluating and measuring. The holistic approach toward 
innovation studies is widely emphasized in the national innovation systems literature (e.g. 
(Lundvall, 1992; Nelson, 1992; Patel and Pavitt, 1994; Edquist, 1997; Freeman and Luc, 
1997)), where multiple external factors influence technological advancement in industry. 
The ever-increasing number of entities and connections resulting from innovation 
activities is reflected in new terminology, known as the “innovation ecosystem” (Moore, 
1993; Suominen, Seppänen and Dedehayir, 2016; Hajikhani, 2017; Ritala and 
Almpanopoulou, 2017; Smorodinskaya, Russell and Katukov, 2017). “Innovation 
ecosystems” have become a trending term within the context of Business Management. 
The terminology first appeared in policy and business discussions, then and academics 
followed by conceptualizing and conducting case studies to distinguish and elaborate on 
this phenomenon (Oh et al., 2016; Suominen, Seppänen and Dedehayir, 2016; Hajikhani, 
2017; Ritala and Almpanopoulou, 2017; Smorodinskaya, Russell and Katukov, 2017). 
The field of business and management adopted the “ecosystem” part of this concept from 
biology in order to emphasize the interaction of community and interdependent actors, as 
is found in innovation and entrepreneurship (Autio and Llewellyn, 2014; Khandekar and 
Phani, 2017). Investigating the possible origins of the use of the “ecosystem” term, 
several factors can be identified to explain its emergence and adoption in this field. 
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Innovation is considered a distributed and collective process which involves a variety of 
components and interaction between them (Freeman and Luc, 1997). Therefore, the term 
“innovation ecosystem” was proposed to capture the multiplicity and complex nature of 
the innovation process (see, e.g., Adner, 2006; Iansiti and Levien, 2004; Moore, 1993). 
A recent conceptualization of an ecosystem approach to innovation studies comes from 
Adner (2017) who defines it to “the alignment structure of a multilateral set of partners 
that need to interact for a focal value proposition to materialize.” 

The holistic perspective on innovation was provided by the reports (e.g. (OECD, 2010a; 
Scott and Vincent-Lancrin, 2014)) mentioned previously. Observing the various metrics 
created and used for the evaluation of such a complex concept as innovation begs the 
question, of which is the many indicators introduced are the most influential. In 
discussions of the ecosystem in innovation studies, unlike in the preceding holistic 
approaches, such as the systems approach, a trend to include new and novel data sources 
is emerging (Evans and Basole, 2016; de Reuver, Sørensen and Basole, 2017). In the era 
of mass communication which brought about the emergence of social network services 
platforms, a great opportunity to access (much) publicly available data that reflects 
society at large is readily provided. Statista, an online portal for market data, states that 
in 2017, 71 percent of internet users were social network services users. The increased 
usage of smartphones and mobile devices worldwide has, indeed, led to high user 
engagement rates on SNS platforms (Internet Scociety, 2014). The Statista report also 
estimates 2.77 billion users around the globe will use SNSs in 2019, up from 2.46 billion 
in 2017 (Statista, 2017). 

Social network services have become a dominant source of data for governments, 
corporations, and academics to study human society. In innovation studies, literature and 
the practice of measuring its intangible aspects has been discussed under different 
concepts. The concept of the “quadruple helix,” supported by the systems approach to 
identifying components, relationships and functions in innovation systems, places a 
special focus on social capacity (Carayannis and Campbell, 2009). The quadruple helix 
(QH) proposed by Carayannis and Campbell is an extension of the “triple helix” concept 
of university-industry-government relationships initiated in the 1990s by Etzkowitz and 
Leydesdorff (2000). The fourth helix of QH puts particular attention on highlighting the 
importance of human and social capital in fostering innovation. Florida (2012) has also 
recognized the importance of the capacity embedded in human capital and coined the term 
“creative class” to signify the driving force for economic development in post-industrial 
cities in the United States. While it is important to include the capacity of human and 
social capital into an analysis, it is difficult to capture the influence of society on broad 
concepts such as innovation. Therefore, one flaw within the current evaluations on 
innovation and ranking reports is that they fail to seriously consider using new data 
sources, such as social media outlets, to capture such a dynamic construct. 

One research gap focuses on the soft aspects of components of the innovation ecosystem, 
such as social capital. The advent of mass communication platforms, such as social 
network services, has created an opportunity to have a better understanding of society as 
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represented in mediums such as SNSs. Concepts like “ecosystem” offer a holistic 
approach to analyzing innovation and entrepreneurship by incorporating network 
analytics methods and visualization practices to simplify the complexity involved in these 
two concepts (Autio and Llewellyn, 2014; Basole et al., 2015, 2016; Thomas, Sharapov 
and Autio, 2015; Russell and Smorodinskaya, 2018). Innovation ecosystem literature has 
developed and provided frameworks for better understanding of the types of 
complementarities and their genesis as they unfold over time (Dedehayir, Mäkinen and 
Roland Ortt, 2016; Jacobides, Cennamo and Gawer, 2018). This creates an opportunity 
to enrich the variety of forms of the complementarities. In this study, we take a closer 
look at SNSs and the data hosted within them as a newly emerged complementarity within 
the innovation ecosystem.     

A second research gap lies within the computational power currently available to process 
mass amounts of data generated in social network services. While previous research has 
leveraged the network structure of social media data types to materialize the concept of 
social capital (e.g. (Hofer & Aubert 2013; Kaigo 2012; N B Ellison et al. 2006; Arora 
2016)), in this thesis, focus is put on the textual content within SNSs to investigate 
everything from the characteristics of the content and content producers to the interaction 
received. This creates new possibilities for expanding the knowledge on 
complementarities and, in turn, provides for a comprehensive understanding of the 
innovation ecosystem. 

1.3 Research objective and questions 

The “ecosystem” concept was adopted in an effort to capture various stakeholders, their 
interaction and, therefore, a competitive environment (Jacobides, Cennamo and Gawer, 
2018). Ecosystem formation and design are becoming ever more important to the field, 
so understanding the role of stakeholders and complementarities is an essential first step. 
The way that interdependent players in an ecosystem work to create and commercialize 
an innovative end product has been the focus of current research (e.g., Adner and Kapoor, 
2010; Kapoor and Lee, 2013; Adner, 2017). Innovation ecosystems are typified by a 
system-level goal of value co-creation (Lusch and Nambisan, 2015), explicitly and 
holistically considering the role of complementary providers in value creation and 
appropriation (Teece, 1986; Jacobides, Knudsen and Augier, 2006). Jacobides et al. 
(2018) distinguishes ecosystems by the type of complementarities rather than other 
organizing economic activities Jacobides et al. (2018) distinguishes ecosystems by types 
of complementarities. The actors in the ecosystems proposed by Jacobides et al. (2018) 
are multilateral, yet not totally hierarchical, and also customizable on account of their 
non-generic complementarities. These non-generic complementarities imply a degree of 
customization, meaning that ecosystems are unique. 

The objective of this thesis is to complement past interest in understanding what 
ecosystems consist of, by understanding a complementarity such as social network 
services (SNSs) and exploring SNSs’ positioning within the innovation ecosystem. Not 
only does this study investigate the emerging literature on ecosystems within the business 
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and management discipline but it also reviews and implements methods that capture and 
evaluate the position of SNSs in innovation ecosystem literature. Furthermore, an effort 
to operationalize SNS data will be made by studying the central role of its content and the 
content’s characteristics, such as content type and content producer. Extracting the 
content from SNSs and analyzing its features was performed through advanced textual 
analysis, such as natural language processing and topic modelling. Furthermore, 
interactions in SNSs can be benchmarked by investigating various characteristics of the 
content.  

The aforementioned objective can be divided into two major research questions:  

1) What is the role of SNSs as one of the multitude of components in the innovation 
ecosystem? Initially, the emergence and adoption of the “innovation ecosystem” within 
the social sciences will be explored. Then details of the investigation into the 
characteristics of innovation ecosystem will be provided. 

2) How can SNSs be utilized and materialize as a component in the innovation ecosystem? 
To address this question, advanced methods that pulled data from social network services 
(SNSs) were adopted to gain a greater understanding of the content within SNSs as well 
as any valuable insights. The practical nature of this research question requires a review 
of and application of methodology on SNS data. The SNS content examined will 
introduce the features of this complementary stakeholder in the innovation ecosystem. 

The thesis consists of five publications, each of which address its own research question 
and all of which contribute to the main research objective. The research objective, 
corresponding research questions and research publications are listed in Figure 1.
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Figure 1. The relationship between the research objective, research questions and publications 
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1.4 Outline of the thesis 

This doctoral dissertation is structured as follows: the thesis is presented into two main 
parts, the first part gives an overview of the study and second part provides the individual 
publications; Part I begins with an introduction in Chapter 1, which details the research 
background, gaps in the research, the main research objective and the research questions 
of this study; Chapter 2 summarizes the relevant knowledge of the topic and the 
theoretical background which explores the major research in: innovation measurement 
and evaluation, the adoption of a systems and ecosystem approach to innovation studies, 
intangibilities and soft aspects of innovation and the emergence of social network services 
(SNSs); Chapter 3 discusses the research process and the methodological approaches used 
as well as  elaboration on the data used and the process of data analysis; Chapter 4 
summarizes the background and objectives of each individual publication and their 
consequent contributions to the research; Chapter 5 closes Part I by addressing the 
research questions and the main contributions of this thesis, the overall research 
assessment, theoretical and managerial implications, limitations of the study and 
suggestions for future research. Figure 2 is a visual presentation of the outline of this 
thesis. 
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Figure 2. The outline of the thesis 
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2 THEORETICAL BACKGROUND 
In this section, the theoretical background of this thesis will be discussed in detail. Due 
to the conceptual positioning of the thesis, the discussion is divided into two major 
sections and their corresponding subtopics, accordingly.  

The first section reviews the innovation management literature in the business 
management discipline and focuses on attempts to evaluate and measure innovation at 
both the micro- and meso-level. It will then continue by reviewing the challenges met 
during previous attempts at innovation measurement. Next, both the adoption of the 
systems approach to studying the complexity of innovation and the later emerging 
discussion of innovation ecosystems are explored. All in all, an elaboration of the 
literature suggests the ecosystem approach be utilized when analyzing innovation’s 
characteristics and components. The second section will focus on the emerging entity of 
social network services (SNSs) and the data hosted by these platforms, which is an 
underutilized data source and needs to be considered when taking a holistic approach to 
innovation evaluation. Therefore, an attempt to understand the role of SNSs in capturing 
an accurate picture of the intangible dimensions of the innovation ecosystem will be 
made. More specifically, the approach of this thesis is to take the user-generated content 
in SNSs as a unit of analysis and explore the role of content quality and content producer 
in the interaction raised by SNSs. 

2.1 Innovation measurement and evaluation 

The concept of innovation is recognized as a major role player in today’s knowledge-
based economies (Dahlstrand and Stevenson, 2010). Managing innovation has become a 
vital task to ensure that organizations endure development, growth and sustainability in 
today’s dynamic environment (Zhao, 2005). Definitions of innovation can vary, but this 
concept can be perceived as a process of creating value from ideas; on a meso scale, 
innovation is related to the incorporation of novelties of knowledge in an economy (Tidd 
and Bessant, 2014). Innovation has been conceptualized in many ways, such as products 
and services, both organizational or social (Schumpeter, 1934; Koschatzky, 2005; 
Armbruster et al., 2008; Tidd and Bessant, 2014). Evolutionary economic scholars have 
discussed that innovation is an evolutionary and path-dependent process (Freeman and 
Luc, 1997; Jensen et al., 2007).  

The attraction of using innovation as a determinant of growth has straightforward 
empirical effects on its measurement. Innovation is seen as a combination of existing 
elements; and, therefore various indicators were considered and evaluated in order to 
measure it due to its broad nature and complexity (Edquist, 1997). The variety of 
ontological and epistemological positions to investigate, analyze and report on the 
concept of innovation reveals its complexity and multidimensionality (Wolfe, 1994). 
More specifically, its complex nature is reflected in the multitude of—often fragmented—
approaches to measurement and the evaluation of its performance. It is, indeed, a complex 
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issue and practice for many modern organizations to quantify, evaluate, and benchmark 
their innovation competence (Frenkel et al., 2001). The ever-existing challenge is to 
measure the complex processes that influence innovation’s capability for optimal 
management (Cordero, 1990). Multiple attempts have been made to measure innovation 
and the practice of administering surveys to do so is among the most popular. A common 
survey instrument, such as the Community Innovation Survey (CIS) which is based on 
the so-called Oslo Manual, collected a range of information on the nature and 
determinants of innovation processes and subsequent performance of firms (Archibugi et 
al., 1994; Mairesse and Mohnen, 2007). The survey instruments explored firm practices 
and perspectives, such as: input and output to innovation, corporate strategies, diffusion, 
and the public policy role in industrial innovation. Innovation surveys offer extensive 
information on firm practices and attitudes; for example, they demonstrated inter-
industries differences in sources of ideas and patterns of innovation (Pavitt, 1984; 
Klevorick et al., 1995). Measures were constructed by patents and research and 
development (R&D) expenditures as proxies for innovation performance in 
manufacturing firms (Lanjouw and Schankerman, 2012). Apart from tangible metrics, 
Meyer and Harper (2005) endorse a multifactor productivity approach to innovation 
which emphasizes intangible capital, such as human capital, organizational capital, and 
intellectual property. Recent attempts to frame innovation measurement practices have 
also distinguished between tangible and intangible capital (Rose et al., 2009). Due to the 
evolutionary nature of innovation as a concept, it is difficult to identify a comprehensive 
body of literature where the discussion of the issues within this practice takes place. An 
attempt by Milbergs and Vonortas (2004) is among the few found. The researchers 
attempted to show the development of the indicators of innovation over multiple 
generations together in one perspective, as can be seen in Figure 3. 

 

Figure 3. Generational development of innovation indicators. Source: Milbergs (2004) 

The evolution of the indicators of development over several generations shows trends 
towards the acceptance of intangibles as proxies for measuring innovation performance. 
In the systems concept of processing inputs to outputs to measure innovation, the notion 
of tangible and intangible constructs was further elaborated. Tangible inputs are 
characterized as a physical embodiment and cost while intangible inputs are not 
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represented by a physical embodiment (Blair and Wallman, 2000; Jarboe and Furrow, 
2008). Intangible inputs are considered an asset if they engender future benefits (Lev, 
2000) and are frequently referred to as “intellectual” assets in business management 
literature and “knowledge assets” in economic sources (Wilkins, Van Wegen and De 
Hoog, 1997; Stone, Shipp and Leader, 2008). Jarboe and Ellis (2010) articulated that 
intangible assets transition to innovation activities in three categories of capital: human, 
structural, and relational, with the latter representing the knowledge of external 
stakeholders (collaborators, suppliers, and customers). The added value of external 
structures along with internal management and organizational process structures as well 
as individual competences within firms are envisaged in brand assets and relationships 
with outside stakeholders (Bontis, 2001). A national scale report by OECD (2010a) 
discusses the struggles countries have measuring intangible investments, such as brand 
equity, as they are subjected to national studies and do not reflect standardized methods 
and categorizations. 

Adams et al. (2010), has a literature review on the measurement approaches towards 
innovation, with soft, or intangible, aspects of innovation categorized within the input 
framework. It is particularly more difficult to find measurement instruments that represent 
the softer inputs of skills and knowledge. According to Adams et.al. (2006), tacit 
knowledge input does not seem to be well-recorded using existing measures, and 
measures of appropriate skill levels have yet to be developed. Therefore, this imbalance 
created an opportunity to develop a balanced set of measures able to cover all sub-
dimensions of the input category (Adams et al., 2006; Ravn, Nielsen and Mejlgaard, 
2015). One of the main aims in the thesis is to advance the measurement capabilities of 
the intangible, or soft, aspects of innovation which have not been materialized so far. The 
thesis continues the discussion of approaches towards innovation measurement and 
evaluation with a special interest in capturing influential yet intangible dimensions of 
innovation. 

2.1.1 From a systems to ecosystem approach in innovation studies 

Innovation is an increasingly distributed and collective process that involves a variety of 
components along with interaction between them (Freeman and Luc, 1997). As a result, 
an increasing number of researchers have started to develop a holistic view of innovation 
and technological development (Bergek et al., 2008). Accordingly, a wide range of 
systems configurations have emerged within innovation studies, such as: national systems 
of innovation (e.g. Edquist (1997), Lundvall (1992) and Nelson (1992)), technological 
systems approach (e.g. Carlssonand and Stankiewicz  (1991)), and  the  sociotechnical  
systems  approach  (e.g.  Bijker  (1995)) and the network approach (e.g. Håkansson 
(1990)). Network science has caused an important evolution in innovation studies (Allen, 
Maguire and McKelvey, 2011) and imposed a shift in focus from manufacturer-centric to 
network-centric approaches (Powell, Koput and Smith-Doerr, 1996; Iansiti and Levien, 
2004). In this recent shift, a “network” is considered a new unit of analysis for studying 
innovation processes and links traditional actors, such as firms, with new agents, such as 
users and communities (Andriani, 2011). The network mindset has influenced the systems 
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approach to innovation where various components that range from people, enterprises and 
institutions interact in order to turn an idea into a process, product, or service on the 
market. With a meso-level view of national innovation systems, the agenda of researchers 
has moved from the level of the individual actor to that of a collective agent, such as: an 
international (or global), national, regional, or local innovation system. From the 
perspective of the “national innovation systems” research domain, it has been argued that 
the technological advancement of industries is influenced by external factors (Lundvall, 
1992; Nelson, 1992; Patel and Pavitt, 1994; Edquist, 1997; Freeman and Luc, 1997). In 
contrast to proxies of innovative activities, like input measures such as R&D expenditures 
(Mansfield and Griliches, 1984), or innovation outcomes such as patents (Griliches, 
1990), innovation systems are now considering many other externalities. The emphasis 
on innovation being non-linear and network-based, led to the adoption of the ecosystem 
framework in innovation studies, in an effort to capture the multiplicity and complexity 
of the innovation process (see, e.g., Adner, 2006; Iansiti and Levien, 2004; Moore, 1993). 
The term “ecosystem” is used substantially and has lent itself to a wide variety of 
scientific domains. Indeed, has even been adopted in innovation policy briefings and 
assessments in the past few years (European Union, 2015, 2016, 2017; Mulas, Minges 
and Applebaum, 2016; Sworder, 2017). This concept has enriched the approach to 
innovation systems, which initially placed stress on innovation and technology 
development in the industrial era (Russell and Smorodinskaya, 2018). National or 
regional innovation systems used to be seen as static structures measured and regulated 
by governmental bodies, where successful performance was contingent on mass actor 
involvement and a deliberate infrastructure (Smorodinskaya, Russell and Katukov, 2017). 
However, the innovation ecosystem is reflected in dynamic and agile collaborative 
arrangements that appreciate self-governance as an essential requirement for interactive 
innovation (Townsend, Pang and Weddle, 2009; Bramwell, Hepburn and Wolfe, 2012; 
Rinkinen, 2016).  

The term ”ecosystem” was first applied in the fields of business and economics by 
Rothschild (1990). In Rothschild’s book Bionomics, he likens the understanding of 
economics to that of a biological system. In the same vein, Moore (1993) presented the 
term “business ecosystem” to highlight the essentiality of competition between 
components of an ecosystem. Moore further stressed the dynamics that regenerate 
interactions between organisms and the environment1. Based on Suominen (2016), the 
innovation ecosystem is a distinguished cluster, thriving by itself as a stand-alone domain 
among clusters, such as the business, knowledge, and digital ecosystems as well as digital 
platforms (Gomes et al., 2015; Valkokari, 2015; Dedehayir, Mäkinen and Roland Ortt, 
2016; Suominen, Seppänen and Dedehayir, 2016). However, the scholarly discourse is 
not set on this or any other definition for the innovation ecosystem or platform. The 
biology-inspired concept of the ecosystem suggests connectedness as well as an evolution 
that emerges due to interaction between key elements in a knowledge system and 
technology system (Hage, Jerald; Mote, Jonathon E; Jordan, 2013). Ecosystems in an 
                                                
1 A systematic co-citation and bibliometric analysis study by Gomes et.al (2015) reveal that most 
business and innovation ecosystem builds their studies on Moore (1993).  
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innovation study context have been defined as the collaborative effort of a diverse set of 
actors jointly working towards the creation of value (Adner, 2017). These actors, whose 
individual input is connected to create the structure of the innovation ecosystem, range 
from the focal firm, the customers, and the suppliers to innovators and other agents 
working as regulators (Moore, 1996). This definition implies that actors and 
complementarities  must cooperate and compete in the innovation ecosystem and that the 
innovation ecosystem has a lifecycle which follows a co-evolution process (Gomes et al., 
2015; Dedehayir, Mäkinen and Roland Ortt, 2016). Jacobides et al. (2018) differentiates 
between various types of complementarities (unique or supermodular; generic or specific) 
that affect the existence, emergence and alignment of actors in an ecosystem. Indeed, 
innovation ecosystems do not  necessarily recognize geographical boundaries; and, 
therefore, can span the globe and integrate a myriad of actors to materialize value 
(Dedehayir, Mäkinen and Roland Ortt, 2016). One strength of ecosystems and their 
distinguishing characteristics is the elimination of need for vertical integration within 
complementarities. Ecosystem structure, after all, provides a space for complementarities 
in production and/or consumption to be contained and coordinated (Jacobides, Cennamo 
and Gawer, 2018). Hence, this platform typically assigns consumers a value creating a 
hierarchical integration. Individual entities in an ecosystem simultaneously assume the 
role of provider as well as consumer of products and services (Autio and Llewellyn, 2014; 
Gawer, 2014).  

Overall, the adoption of the ecosystem concept by those who study innovation can now 
allow for a look beyond the technological aspects and include socio-technical regimes 
and non-technological elements (strategy, cultures, organization, and institution) to show 
the capability of  the innovation ecosystem (Phillips, 2006; Carayannis and Campbell, 
2009). Carayannis and Campbell (2009) pinpoints intellectual capital as well as cultural 
and technological artifacts as essential embodiments of the innovation ecosystem in the 
era of knowledge-based societies and economies. A comprehensive review by Russell 
and Smorodinskaya (2018) on categorizing systems and the ecosystem approach to 
innovation was conducted. Table 1 lists ten different aspects for systems and ecosystem 
approaches. The major difference between the two categories is the static/linear vs 
complex/non-linear, which were adopted by the traditional system and the new ecosystem 
approaches, respectively. 

Table 1 Ecosystem vs system approaches to innovation studies. Author edited version adopted 
from (Russell and Smorodinskaya, 2018) 

 Systems approach Ecosystem approach 
Economic dynamics Linear systems - closed, static, in 

equilibrium 
Non-linear systems - open, dynamic, 
dissipative 

Emergence and 
synergy 

Macro-level growth patterns are formed by 
linear summation of individual decisions 
of homogenous agents, with few synergies 
occurring spontaneously 

Macro-level growth patterns emerge 
nonlinearly, out of synergies generated by 
dynamic network interactions of various 
heterogeneous agents at the micro-level 
Network 

Predominant model 
of economic 
governance and 
adaptation 

Hierarchic model: a rigid, centralized 
organization governed by administrator 
through top-down decisions. The economy 
lacks feedback linkages for self-

Heterarchical model: a dispersed, agile 
network with spontaneous self-organization, 
self-regulated through horizontal 
coordination of network nodes and 
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adjustment to changing environment and, 
hence, has low capacity for adaptation 

collaborative consensus-building. The 
economy gets self-adaptable through 
interactive communication of agents, their 
feedback, their learning and proactive 
reciprocity 

Network interactions Network relationships are inessential, 
agents interact indirectly through market 
price mechanisms 

Network relationships are essential, 
economic systems of all levels (from local 
to global) are seen as network-based 
ecosystems meant for innovation 

Interpretation of 
innovation 

Limited endogenous capacity of economic 
system, dependent on a complex of its 
available resources. Requires external 
incentives or exogenous sources, not 
connected with a system’s social and 
structural transformations. Implies linear 
process of knowledge flow, from science 
to industry (‘mode 1’ in knowledge 
creation) 

Sustainable endogenous capacity of 
economic system, based on internal 
incentives and new sources, arising from a 
system’s ability for continual self-correcting 
structural changes. Implies non-linear 
process of knowledge flow (‘mode 2’), 
relying on interactive communication of 
various agents, as well as continual, 
systemic process (‘mode 3’), arising from 
proliferation of collaborative networks and 
their ecosystems 

Model of producing 
innovations (goods, 
values, technologies) 
Interpretation 

Linear models of innovation (‘technology 
push’ and ‘demand pull’), driven by 
technological developments of individual 
firms 

Interactive model: co-creation of 
innovations by networked agents through 
their collaboration within a generated 
ecosystem of linkages and assets 

Interpretation of 
innovation systems 
(regional, national, 
macro- regional) 

Non-cohesive organizational structures 
that depend on the involvement of a 
certain critical mass of agents, talents and 
new infrastructure 

Holistic social communities, or ecosystems, 
with the properties of complex adaptive 
systems, depending on a certain critical 
mass of interactive inter-linkages among 
networked agents 

Institutional and 
business 
environment for 
innovation 

Creation of new institutions, technologies 
and industries is higher priority than 
enhancement of cohesive context for a 
smooth dissemination of innovations 
across sectors and regions 

Priority is given to continual improvements 
in an environment, with the purpose to 
eliminate barriers and provide incentives for 
more business networks, more 
collaboration, more cohesion, and continual 
knowledge spillovers across and around the 
economy 

Focus of strategies 
for innovation and 
growth 

To develop R&D and national innovation 
systems by supporting its agents and 
infrastructure elements, with no focus on 
collaboration and its innovation synergy 
effect 

To promote localized ecosystems across the 
economy and enhance their innovation 
synergy effects by facilitating the dynamics 
of interaction and collaboration 
within/between networks 

Data source type 
associated with 
studies 

Macro-level data, such as yearly reports of 
countries’/regions’ performance based on 
static design indicators. Survey-based. 
Data mainly on R&D and patenting 
activity 

Utilizing data sets with characteristics such 
as network-based, real-time data sets and 
mass data.  Social network services data 
which deliver micro interactions among 
entities. Web data-based approach to 
investigate business ecosystem dynamics 

 

In spite of efforts to adopt the ecosystem approach to study innovation, as it encourages 
systems thinking and a willingness to learn from a multitude of entities, a lack of rigor 
and measurement schemes in these studies predominate (Oh et al., 2016). Various 
attempts have been made to capture the complexity of the innovation ecosystem, such as 
applications of Social Network Analysis (SNA) and network visualizations (Russell et 
al., 2011; Evans and Basole, 2016; Huhtamäki, 2016). SNA is the process of investigating 
a network structure of various entities and their connections and then utilizing that data 
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to gain a better understanding of ecosystem transformations and the evolution of 
interaction over time (Kolleck, 2013; Arora, 2016; Huhtamäki and Rubens, 2016a; Xu et 
al., 2017). While SNA offers various metrics for comprehending the innovation 
ecosystem, visual representation of ecosystem networks is also important for 
understanding network data and conveying analysis results (Huhtamäki, 2016; 
Huhtamäki and Rubens, 2016).  

2.1.2 Soft aspects of innovation and intangible data 

The evolving process of measuring indicators of innovation has witnessed a shift in focus 
from tangible indicators, such as scientific publications and patents, to more intangible 
indicators, like brand presence as well as human and social capital. The system approach 
towards innovation resulted to a holistic view which involved more components for 
innovation comprehension and evaluation purposes. The recent discussion under the 
concept of innovation ecosystem provided the groundwork for the elaboration of the 
alignment of actors, activities and linkages (Adner, 2017; Jacobides, Cennamo and 
Gawer, 2018).  

In this section, the focus is on the intangible aspects of innovation. Intangible, or soft, 
aspects of innovation have yet to gain much attention; nonetheless, investigating 
intangible aspects is crucial for making an accurate evaluation of the innovation process 
and competitiveness in a knowledge-based economy (den Hertog, Bilderbeek and Maltha, 
1997; Canibano et al., 1999). Soft aspects in innovation studies have gained more 
attention in the past decade (Grimaldi et al., 2017), where a behavioral approach to 
innovation was taken (Sundbo, 2006), products in creative industries were investigated, 
(Stoneman, 2010) and an overhaul in innovation policy occurred as a result (NESTA, 
2009). 

Among the soft aspects of innovation’s many dimensions, realizations of innovation 
outcomes are attributed to humans and society at large (Schuller, 2001; Kaasa, 2007; 
Wardhani, Acur and Mendibil, 2016). The importance of human capital is due to its ability 
to decode and adopt new information (Becker, 1974; Jones, 2001; Klein and Cook, 2006). 
From an economic-growth perspective, human capital and it’s ability to process 
information is crucial to the innovation process (e.g., (Nelson and Phelps, 1966; Romer, 
1990; Grossman and Elhanan, 1993)). The absence of quality human capital will result in 
high costs for innovation (Shane, 2000; Fairlie and Robb, 2007; von Hippel, 2007). 

Human capital has been measured and utilized mainly by proxies, such as: level of formal 
education, number of years in school, or years at a job or current firm (Corbett, 2007). 
Fundamentally, human capital is the investment in knowledge and skill development that 
will consequently result in economic benefits for both the individual and the collective 
(Schuller, 2001). On a different note, social capital considers the network connection 
between individuals and entities, the relationships between them, and the norms which 
govern these relationships. Social capital basically attempts to get the value of social 
relationships and social networks to complement economic capital for economic growth. 
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The concept of “social capital” is accredited to Putnam (1993) in political science, 
Coleman (2000) in educational sociology, and Fukuyama (1995) in economic history and 
sociology. Social capital has been most concisely and measurably defined as “resources 
embedded in social networks” (Lin, 2002). A definition by Putnam (1993) presents social 
capital as “features of social organization, such as trust, norms, and networks that can 
improve the efficiency of society.” The role of social capital in the development of an 
economy emphasizes the diffusion of knowledge, the reduction of transaction costs, and 
the discouraging of opportunistic behaviors (Durlauf & Fafchamps 2004; Granovetter 
1985; Coleman 2000; Putnam 1993; Fukuyama 1995). 

In fact, the prevalence of social capital is such that some have added it as a “fourth helix” 
to the traditional “triple helix” model of knowledge, where “university-industry-
government relations” are the foci. The “quadruple helix” model of knowledge stresses 
the “media-based and culture-based public” as a new helix. Described by Carayannis and 
Campbell (2009), the fourth helix contains the capacity that culture and its values have 
and how ”public reality” is constructed and communicated by the media—both of which 
certainly have influence over a national innovation system. Figure 4 is the conceptually-
based illustration of the fourth helix into the initial triple helix model of knowledge with 
university-industry-government interaction2.  

                                                
2 The Fifth Helix (Quintuple) has continued the discussions by emphasizing the natural environment or a 
social ecology (Carayannis and Campbell, 2009; Carayannis and Economy, 2014). 
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Figure 4. The conceptualization of “Quadruple Helix” adopted from (Carayannis and Campbell, 

2009) 

Further deliberation of Carayannis and Campbell (2009) associates the fourth helix with 
“media,” “creative industries,” “culture,” “values,” “life styles,” “art,” and, perhaps, also 
the notion of the “creative class” (presented by Florida (2012)). Therefore, having an 
advanced knowledge-based economy would require an appropriate ”innovation culture” 
(Castellacci, 2014). Public discourse transmitted and/or interpreted by media is 
considered crucial to a society’s advocacy for innovation and knowledge (research, 
technology, education) (Del Giudice, Carayannis and Della Peruta, 2012). Despite the 
discussion and recognition of intangibles, like social capital, in various studies (including 
innovation studies), there is still no consensus on its measurement. Various research 
studies have recognized the measurement of social capital as a central to the measurability 
dilemma (Schuller, 2001; Claridge, 2004; Stanley and Briscoe, 2010; Hansen and Roll, 
2016). Based on its definition, social capital is a dynamic and nonlinear concept that 
attempts to depict a network of relationships from many components. This definition calls 
for an extension of the sources of data collection and an incorporation of advanced 
methods for analyzing this novel data set.   
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2.2 ICT advancement and emergence of social network services 

The rapid development of information and communication technologies (ICT) resulted in 
one of the biggest changes to humanity (IT for Change, 2013; Archer, Geoff. Van 
Woensel, Van Woensel and Archer, 2015; Niall, 2016; Marr, 2017). With the immersive 
invasion of ICT and its applications, a transformation occurred in human communication, 
giving rise to the new trend of social network service platforms. Mass communication 
platforms, such as social media or social network services (SNSs), facilitate the creation 
and sharing of information via virtual communities and networks (Lievrouw and 
Livingstone, 2002; Pentland, 2014). Extensive participation in SNSs has widened the 
scope of knowledge sharing and collaboration and created an opportunity to not only 
affect change but also challenge social norms (Breuer, 2011). Approximately 2 billion 
people are using one of the major SNSs platforms, and these figures are expected to grow 
due to a global increase in both internet coverage and mobile device usage (Statista, 
2018). Based on the ratio which represents site visits and time spent on a particular 
platform, Facebook and YouTube are among the top three websites worldwide, with 
Twitter and LinkedIn in eighth and thirteenth positions, respectively (Alexa, 2018). 

Thus, academia has paid much attention to research on social media or SNSs. Taking only 
a cursory glance at the scientific publications indexed on the Web of Science (WoS), it is 
easy to see that the number of papers noticeably increased after 2014. A constructed query 
included “SNSs” and “social media” along with other popular applications as keywords. 
The query ran on 15.04.2018 on Web of Science resulted in 15,500 records (including 
articles, proceedings and book material). Figure 5 represents the distribution of volumes 
published per year. 

 

Figure 5. Number of published articles over the years that discuss SNSs-related topics in Web 
of Science 
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The exponential growth in publication volume over the years is clearly visible in Figure 
5. The upward trend is highly associated with the advent of SNSs tools, which also 
appeared in the mid-2000s (e.g. Twitter was founded in 2006 and Facebook was founded 
in 2004). As is shown in the WoS citation report (Figure 6), an analysis of 9,916 articles 
revealed as many as 41,445 citing articles, indicating a high penetration of the field.  

 

Figure 6. Citation report generated by Web of Science core collection 

A closer look at the research areas of the publications and their citing articles revealed 
that getting a good sense of the distribution of articles by field is possible. Figure 7 shows 
the distribution of publications and their citing articles. The distribution of fields shows a 
wide range of research areas. Looking at SNSs-related publications, a ranking of 
publication volumes indicates communications and computer science as the research 
areas with the highest number of publications. However, relative to number of 
publications, areas such as computer science, business economics and engineering are 
showing a higher number of citations being generated. 
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Figure 7. The number of publications and generated citations distributed by research subject 

A comprehensive look at social media research done by Ngai et al. (2015) resulted in a 
better understanding of the theories, constructs and conceptual frameworks that are 
referenced in the literature. A framework is used to understand the causal relationships 
among different research constructs adopted so far in the literature. An illustration is 
provided in Figure 8 to show the positioning of the framework for social media research. 
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Figure 8. Framework for social media research. Adopted from (Ngai, Tao and Moon, 2015) 

Based on the literature review of social media, a causal-chain framework was developed 
to illustrate the inter-relationships among the research constructs adopted. This study 
attempted to structure previous research and proposed conceptual models into a 
comprehensive framework. From Figure 8, this attempt at comprehensiveness can be seen 
through the categorization of social capital as both an antecedent and a mediator as 
represented in previous social media research.  

The literature has discussed the importance of computer-supported communication and 
the concept of social capital (Kobayashi, Ikeda and Miyata, 2006; Carmichael, Archibald 
and Lund, 2015). The network structure of social media communication platforms can 
have instant social implications, as it provides the opportunity to establish new networks 
which leads to a so-called bridging or bonding of social capital online (Quan-Haase et al., 
2001; Ellison, Steinfield and Lampe, 2006; Williams, 2006; Pénard and Poussing, 2010; 
Kaigo, 2012; Amichai-Hamburger, Kingsbury and Schneider, 2013). Social capital is 
broadly defined as the set of resources embedded in the relationships among actors within 
a network (Robert, Dennis and Ahuja, 2008). A three-dimensional view of social capital 
categorizes it as composed of structural, relational, and cognitive dimensions (Wasko and 
Faraj, 2005). The cognitive dimension of social capital is a shared perspective, 
understanding, representation, interpretation, and system. Examples of this are language, 
code, goal, culture, vision, expertise, tenure, and narrative. Publicly-available data 
sources, such as Twitter, have facilitated massive amounts of data collection which can 
bring the research to the intersection of social sciences, data sciences, and indicator 
design. As this data is not easily collected through tradition research means (e.g., surveys, 
interviews, focus groups), it has the potential to shed light on subject areas, such as public 
opinion and trending topics, that were previously difficult to gather from the population 
at large (Yi et al., no date; Wiebe et al., 2003; Acosta, 2014; Eichstaedt et al., 2015). 
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Arguing that social network services should be examined as a potential representation of 
social capital, this thesis introduces social network services as an essential complementor 
in an innovation ecosystem.  

2.3 Positioning social network services in the innovation ecosystem: 
Synthesis and a conceptual framework 

According to the innovation ecosystem concept, complementarities are integrated across 
a value chain and can potentially enrich the ecosystem as a whole and determine its 
success (Adner and Kapoor, 2010). Furthermore, complementary assets relationships can 
exist in overlapping ecosystems (Kwak, Kim and Park, 2017). Smorodinskaya et al. 
(2017) went so far to claim that all ecosystem models are complementary and 
predetermine each other in terms of design, functionality, and pattern of collaboration—
a conclusion reached after observing variation in three different formations (platforms, 
clusters, and value chains). The nature of these complementary components can affect an 
ecosystem’s emergence or growth (Adner and Kapoor, 2016), meaning relationships 
among participants can be initiated and strengthened as the ecosystem grows as opposed 
to remaining a hub platform and components. More specifically, the sharing of customers, 
suppliers, and other stakeholders as well as resources across this network of 
complementarities can lead to the growth of an innovation ecosystem and value creation. 

A balanced development of complementarity value functions is vitally important to the 
growth of the innovation ecosystem. Therefore, it is crucial to first diagnose the 
innovation ecosystem complementarities according to an integrated value chain. In this 
thesis, the process of discovering complementarities showed the importance of Social 
Network Services (SNSs), as was discussed extensively in the previous section. The 
availability of mass communication platforms, such as SNSs, makes adjustment and 
membership; transaction of public opinion, and, therefore, creation of massive amount of 
content possible. Public communication and the interactions which occur and are hosted 
on SNS must be considered when an innovation ecosystem is studied. In order to observe 
such a complementarity as SNSs, the General System Theory (GST) framework was 
utilized to conduct an in-depth observation of SNSs in various contexts. As elaborated in 
the previous section, the premise of GST is that complex systems share organizing 
principles which can be discovered. Based on a review of the GST literature, the five 
major attributes of a system are categorized for the purposes of this dissertation in table 
2 as follows: 

Table 2 System Attributes and Definitions According to GST 
GST Attributes Definition 
Attribute #1 
(Components) 

A system consists of interacting elements. It is a set of inter-related and 
inter-dependent parts arranged in a manner that produces a unified whole. 
Other names to describe this attribute are: actors, components, users, 
stakeholders (positions), and entities. 

Attribute #2 
(Interaction) 

The various sub-systems should be studied in their inter-relationships rather 
than in isolation from each other. The emphasis is on relationships, 
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communication, and the process in which the system generates links, 
activities, and interactions to describe the interacting elements. 

Attribute #3 
(Dynamism) 

A system does not exist in a vacuum. It receives information, material, and 
energy from other systems as inputs. These inputs undergo a transformation 
process within a system and leave the system as an output to other systems. 
This has also been referred as the status of continuous change in the system. 

Attribute #4 
(Environment) 

An organizational system has a boundary that determines which parts are 
internal and which are external. An organization is a dynamic system as it 
is responsive to its environment. It is vulnerable to change in its 
environment. This attribute considers the notion of the boundary/border of 
the system. 

Attribute #5 
(Goal) 

A desired result or possible outcome that a system envisions to achieve is 
called the state of a goal in systems literature. This attribute points out the 
purpose and mission of the system structure. 

 

The five attributes are part of the seminal works on innovation ecosystems conducted by 
Adner (2006; 2010). Components have been explicitly referred to as such (either 
complementary or intermediaries) among firms and end customers. Interaction is used in 
collaborative networks and collaborative arrangements in the context of reducing the cost 
of firm coordination. Dynamism is discussed as an evolutionary process within the 
ecosystem that iteratively occurs as a means of assessment to maximize value proposition. 
Environment is accounted for through focused case studies. Finally, goal is brought into 
the context of the study (Adner (2006; 2010)) by way of risk assessment and expectation 
alignment. Figure 9 tries to illustrate the synthesis of complementarities observed in an 
innovation ecosystem. 

 

Figure 9. Complementarity Characteristics in Innovation Ecosystem 

Figure 9 tries to visually represent the complementarity characteristics taking into 
consideration the aforementioned GST attributes within an overlapping innovation 
ecosystem. It shows a range of complementarities and components interacting within one 
boundary with which other ecosystems might overlap at various levels (firm, economy, 
society).  
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An attempt to identify and distinguish the ecosystem approach to innovation studies 
required looking at bibliometric data and author network collaboration (Publication I). 
Furthermore, this thesis suggests that GST and its attributes can provide a powerful 
perspective and methodological lens for the analysis of the emerging ecosystem approach 
to innovation studies. Therefore, by introducing a system’s main attributes, it is possible 
to detect and examine attributes in the innovation ecosystem literature (Publication II). In 
the orchestration of various components and complementors, this thesis focuses on 
observing SNSs and their respective GST attributes. This observation starts by identifying 
an entity in the innovation ecosystem. Its position with the ecosystem is determined by 
looking at its sub interactions and the type of dynamism on display. Then the environment 
or the context and the goal or objective which the innovation ecosystem is set to achieve 
is observed. The SNSs are studied in three environments in three individual publications 
(III, IV and V). Table 3 demonstrates the GST attributes for SNSs complementarities in 
each of the publications. 

Table 3 SNSs complementary positioning regarding GST's attributes 
System 
Attributes/Study 

Publication III Publication IV Publication V 

Attribute 1: 
Components 

Social Network Services 
data (Twitter) 

Social Network Services 
data (Twitter) 

Social Network 
Services data 
(Twitter) 

Attribute 2: 
Interaction 

Sub components in SNS 
such as users, interaction 
through communication, 
Users interacting with 
each other’s content 

Sub components of SNS, 
various actors having 
discussions on 
entrepreneurially- 
oriented activities 

Sub components in 
SNS, various actors 
having discussions 
on disaster incidents  

Attribute 3: 
Dynamism 

Public availability of SNS 
data. Live stream nature 
of SNS data 

Public availability of 
SNS data. Live stream 
nature of SNS data 

Public availability of 
SNS data. Live 
stream nature of 
SNSs data 

Attribute 4: 
Environment 

On the context of the 
study, communication on 
5 flagship products of 
major mobile phone 
manufacturers on Twitter  

Entrepreneurially-
oriented discussions on 
Twitter, for example: of 
European countries. 

Communication on 
Twitter about a 
disastrous incident. 

Attribute 5: Goal Firm-level Economy-level Societal-level 

 

For the purposes of this study, attempts to materialize previously-discussed features 
embedded in SNSs as representative data sources for intangibilities, such as social capital, 
are made. Furthermore, the methodological approach of this thesis leverages SNSs’ 
textual content in order to conceptualize the cognitive dimension of social capital.
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3 RESEARCH DESIGN AND METHODOLOGICAL 
CONSIDERATIONS 

The purpose of this chapter is to set out the research design and methodology used in this 
research. With a variety of reference books purporting various methodologies, it quickly 
became evident that there is no straightforward way to carry out a research project. Hence, 
it is important to be aware of the choices made, approaches taken, and methods selected, 
the impact of which needs to be able to justify said selection. In this research study, 
Design Science Research (DSR) was selected as the philosophical approach in order to 
discover and/or recognize opportunities and difficulties relevant to the conceptualization 
and characteristics of an ecosystem approach to innovation studies. The problem and, 
therefore, motivation of taking holistic approach to innovation establishes a link to the 
theoretical explanation and practical utilization of social network services data as a 
component for evaluation. 

DSR is a research methodology in which a designer creates a novel construction to tackle 
problems faced in the real world, thereby contributing new knowledge to the discipline 
in which it is applied (Lukka, 2003; Hevner, A.; Chatterjee, 2010). The philosophical 
assumption of the DSR paradigm implies problem solving and engineering. Simon (1996) 
and Peffers et al. (2006; 2007) emphasize the problem-solving and engineering nature of 
DSR, and March and Smith (1995) considered the DSR approach a way to explore for 
alternative solutions to solve problems that is not only relevant but also improves the 
problem-solving process. The application of DSR is most notable in the information 
systems and engineering disciplines, though is not restricted to these fields and is, indeed, 
found in many others (Vaishnavi, Kuechler and Petter, 2005; Kuechler and Vaishnavi, 
2008). DSR has also been shown to develop support for organizational problem solving 
and has become increasingly relevant to research on products in academic management 
(Van Aken, 2005; Anne, David and Joan Ernst, 2006; Avenier, 2010).  

There are certain rules set by Hevner (2004) for doing DSR which first emphasize the 
instantiation of an artifact to address a problem. The artifact needs to be novel and relevant 
to the solution and should undergo a development phase that is the result of a search 
process that draws from existing knowledge and theories. The research should be 
rigorously evaluated and its contributions should be verifiable. Finally, the research 
should be communicated to the relevant audience in order to disseminate the resulting 
knowledge. Several models for conducting Design Science Research have been suggested 
which, taken together, formalize of a detailed research process as a methodology 
(Kasanen, Lukka and Siitonen, 1993; March, Smith and Smith, 1995; Lukka, 2003; 
Hevner et al., 2004; Vaishnavi, Kuechler and Petter, 2005; Peffers, Tuunanen and 
Rothenberger, 2007; Hevner, A.; Chatterjee, 2010).  

A process model should provide guidelines to assist researchers in understanding the 
requirements for effective DSR while at the same time recognizing the intellectual role 
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of scholar in making judgments on which guidelines should be applied to the research 
project (Hevner et al., 2004). In this research, the Design Science Research Methodology 
(DSRM) of Peffers et al. (2007) was selected for the DSR process. The DSRM is an 
updated DSR process model, originally proposed by Hevner (2004), which includes six 
activities that function as guidelines for conducting DSR (graphically represented in 
Figure 10). The following paragraphs will summarize each of the activities of the DSRM 
by Peffers et al. (2007) and describe how they have been addressed in this research. Table 
4 provides an overview of the research publication, their individual goals, and the 
methods applied. 
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Figure 10. Design Science Research Method process model (Peffers et al., 2007, p. 10) 

 



46 3 RESEARCH DESIGN AND METHODOLOGICAL CONSIDERATIONS 

1. Problem identification and motivation: The specific research problem is defined in 
this activity and the added value of the solution is rationalized. Because the definition of 
the problem will be used to develop an artifact that can effectively provide a solution, it 
may be useful to atomize the problem conceptually so that the solution can capture its 
complexity. 

In this study, Publications I and II cover this ground. The systematic review and 
bibliometric analysis of the published literature as well as the content coded involved in 
the publications reveal the need to consider SNSs when taking an ecosystem approach 
towards innovation studies. In this thesis, Section 1.1 and 1.2 also define research gaps, 
which are furthered as a major research objective and two consequent research questions 
in Section 1.3. In this study, the entry point to design science research is a problem-
centered initiation (see Figure 10), and therefore the research process will proceed 
according to the identified problem. 

2. Defining of objectives for a solution: This activity proceeds from the specification of 
the problem to the finding of its solution by considering those that are both possible and 
feasible. The objectives can either be quantitative and better than the existing situation, 
or qualitative or specify how the new artifact will support solutions to problems not 
hitherto addressed.  

In this study, the requirements for viable solutions were derived from the research 
questions after visiting literature and evaluating system attributes of and their application 
in the ecosystem approach to innovation studies. Furthermore, a detailed discussion of 
using knowledge to connect a problem to its possible solution is in Chapter 2 of this thesis. 

3. Design and development: This activity focuses on creating an artifact that are 
potentially constructs, models, methods, or instantiation or new properties of technical, 
social, and/or informational resources. Consequently, it is imperative to have knowledge 
of theory when moving from objectives to design and development when implementing 
a possible solution. 

A novel method for adopting social network services data in an ecosystem approach to 
innovation studies was presented in Publications III, IV and V. Social network services 
data collection and analysis, the sentiment analysis of SNS data, crowd intelligence 
content evaluation and topic modeling are among the research methods used in these 
studies. 

4. Demonstration: For this, the artifact is used to solve one or more instances of a 
problem. The artifact can be involved in an experiment, simulation, case study, or any 
other appropriate activity. It is also required that one demonstrates knowledge of how to 
use the artifact to solve the problem. 
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In this study, the demonstration of an artifact is included in Publications III, IV and V. 
The demonstration of the process was detailed in each publication, while Section 3.2 of 
the thesis summarizes the process. 

5. Evaluation: This is to observe and evaluate how well the artifact actually solves the 
problem and involves comparing the objectives of a solution to the actual results recorded 
after the application of the artifact in the demonstration. Evaluation can take many forms, 
for example: comparing the functionality of the artifact with the solution objectives from 
activity 2, objective quantitative performance measures, or qualitative survey results from 
users of the artifact. 

The required evaluation procedures were noted in Publication III where a machine 
learning model was designed to tackle a sentiment analysis task. The standard measures 
for calculating model relevancy and reliability, such as the F measure and receiver 
operating characteristic (ROC) curve are reported. Additionally, this thesis compares the 
evaluation with the objectives in section 5. 

6. Communication: This activity of DSR requires that results are presented to the 
relevant audience and practicing professionals, when appropriate. Communication of the 
problem and its importance, the artifact, its utility and novelty, the rigor of experimental 
design, and its effectiveness are the main goals of this activity.  

The results of these studies are communicated throughout the course of this study. Each 
of Publications I to V along with this thesis (when published), can be considered 
communicating results to the research community. Additionally, these results were 
communicated to the professional community at conferences, meetings at educational 
institutions, in social media, and in web publications. 

Table 4 Research publications, goals, and methods 
Research Publication Research objective Methods 
Publication 1 
Emergence and Dissemination of 
Ecosystem Concept in Innovation 
Studies: A Systematic Literature 
Review Study 

To explore the core 
discussion of the 
“innovation ecosystem” 
and attempt to distinguish it 
from similar concepts 

Systematic review and 
bibliometric analysis of 
the literature 

Publication 2 
General System Theory Attributes 
in Innovation Ecosystem Research 
Landscape: A Bibliometric and 
Content Analysis of the Literature 

To break down the holistic 
ecosystem approach to 
innovation studies into 
recognized system 
attributes 

Bibliometric and citation 
analysis of the literature. 
Performing content 
coding 

Publication 3 
Brand Analysis in Social Network 
Services: Results from Content 
Analysis in Twitter Regarding the 
US Smartphone Market 

To operationalize SNS 
textual data to materialize 
the role of content and 
content producer in 
interactions observed 

SNS data collection and 
analysis, sentiment 
analysis of SNS data, 
crowd content evaluation 
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Publication 4 
Efficiency Assessment of the 
Social Capital Capacity on 
Entrepreneurial Activity: A 
Perspective Driven From Social 
Media 

To develop metrics by 
incorporating SNS data to 
represent social capital in 
entrepreneurial-oriented 
activities 

SNS data collection and 
analysis, sentiment 
analysis of SNS data 

Publication 5 
Crowd Intelligence Participation 
in a Digital Ecosystem: A 
Systematic Process for Driving 
Insight from Social Network 
Services Data 

To witness the escalation of 
a digital ecosystem by 
observing how a mass 
intelligence crowd 
participates in an SNS 
during disastrous societal 
challenges 

SNS data collection and 
analysis, topic modeling 

 

The two major methodological approaches implemented during this research were: 
systematic review and bibliometric analysis of literature and social network services data 
collection and analytics. These two methods and their subsequent processes will be 
explained in this chapter. The final sub-section of this chapter will also describe the 
process in which a crowd evaluation survey was conducted for a content evaluation task. 

3.1 Systematic review and bibliometric analysis of the literature 

Due to the vast number of publications, there is a great need for methods that analyze, 
organize, and access information from large databases. As systematic reviews provide an 
overview of existing research and/or synthesize findings of meta data analyses (Krlev, 
Bund and Mildenberger, 2014), they can be used to identify, evaluate and integrate 
findings from high-quality studies that address one or more research questions 
(Baumeister and Leary., 1997; Cooper, 2003). Some important empirical approaches 
include Systematic Literature Review (SLR) (Kitchenham, 2004) and Systematic 
Mapping Study (SMS) (Petersen et al., 2008). Systematic mapping studies in software 
engineering have been found to be effective methodologies as they adopt rigorous 
planning, follow repeatable and well-defined processes, and produce unbiased and 
evidence-based outcomes (Barn, Barat and Clark, 2017). The research in Publications I 
and II was conducted through a mixed methods systematic review which offers a 
comprehensive synthesis of two or more types of literature data (e.g. quantitative and 
qualitative) into a final, combined synthesis. The systematic mapping process, described 
in Petersen (2008), was broadly applied to these studies, but with some changes to suit 
the purposes of these studies. Guidelines for a systematic literature review from 
Kitchenham and Charters (2004) were used to search for relevant papers. Bibliometric 
data (quantitative measures used to assess research, in this case: publications and 
citations) analysis was utilized to collect the relevant literature which will be further 
described in a separate sub-topic. In Publication II, the full texts of shortlisted publications 
were considered for text segment extraction and coding after which the discussion of 
system attributes was manually observed. 
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3.1.1 Bibliometrics and citation analysis 

Bibliometrics and citation network analyses were used to conduct a systematic literature 
review, with bibliometrics referring to the use of quantitative analyses and statistics to 
describe patters of publication within a given field or body of literature (Nicolaisen, 
2010). Much has been written about bibliometrics and its use in measuring and exploring 
impact on a research field, set of researchers, or particular paper (Glänzel, 2015). For this 
research, bibliometrics was used to find literature relevant for performing an extensive 
qualitative content analysis. This bibliometric data collection and analysis was facilitated 
with the Network Analysis Interface for Literature Studies (NAILS)3, designed in August 
2015 by part of our research team (Knutas and Hajikhani et al., 2015). NAILS is a cloud-
based tool that performs statistical and Social Network Analysis (SNA) on bibliometric 
data (access at: http://nailsproject.net). The NAILS tools feature has demonstrated its 
ability to study the emergence of a research concept in scientific literature and the 
dissemination pattern of that concept in other disciplines (Hajikhani, 2017), patent 
portfolio comparative analysis (Ranaei et al., 2016) and research topic analysis 
(Geissdoerfer et al., 2017). Figure 11 illustrates the four steps of bibliometric analysis 
performed by NAILS (video instruction on how to use NAILS is accessible from: 
https://goo.gl/MuNgEG). 

 

Figure 11. Steps to conduct bibliometric analysis with NAILS 

A brief step-by-step guide to using NAILS is, as follows: Step 1, a set of keywords from 
the subject in question is collected to initiate the literature discovery phase. A search 
                                                
3 (http://hammer.nailsproject.net) online interface.	
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query with initial keywords and Boolean operators was constructed using the Web of 
Science (WoS) database for searching4. The bibliometric data is downloaded and bundled 
by a compression tool to be uploaded into NAILS; this task is repeated every time a new 
NAILS analysis is performed. Using the citation data, this tool generates a tailor-made 
report, providing abstract/keyword analyses, lists of productive authors/journals, and 
recommendations of top publications. Step 2, emphasis on refining the data collection 
process from the NAILS-generated report. The data refining process can be facilitated by 
the WOS interface, which makes the inclusion and exclusion of indexed publications both 
transparent and easy. The iterative emphasis in this process is on refining the initial data 
collection to identify the “core literature” from all of the literature in question. 
The bibliometric analysis and leveraging metrics, such as the in-degree (the number of 
citations of a paper sent to a directed graph) and PageRank (the number and quality of 
links to a paper counted to roughly estimate its importance) can help to identify the core 
literature. Step 3, delineates the perceptions in the core literature and uses these 
perceptions to help with identifying the most relevant literature in a multidisciplinary field 
of science. Analyzing the peripheral literature (papers citing the core literature) is helpful 
for exploring the dissemination of the research domain in question. Step 4, is concluding 
the iterative part of bibliometric data analysis by providing interpretable results that were 
generated by NAILS. NAILS reports can be interpreted in any of the stages of the process 
and some of the major outputs can be seen in Figure 11. The results can be interpreted or 
can assess publications in either the field under investigation or in another domain by 
looking at the number of citations and domain specifics. In order to explore the knowledge 
structure of a research domain, co-citation analysis of the references would become quite 
a helpful methodological approach (White and McCain, 1998). The previously mentioned 
technique also assists in the discovery of knowledge being diffused or influencing other 
research communities. This sheds light on networks of references, the social construction 
of a field, and its intellectual advances. Having data generated by NAILS show a network 
visualization of an author’s citations is essential for comparing the network structure of 
collaboration among authors in any focused study. 

With the methodological procedure of handling and analyzing bibliometrics data figured 
out, it was possible to give an overview on how the system and ecosystem concept was 
adopted in business and management studies (Publication I). A detailed comparison will 
be made to show these concepts within the context of innovation research. Later on, 
identifying the core literature for these two concepts will help us to understand the 
dissemination of these concepts into other domains. 

3.1.2 Content coding and analysis 

In Publication II, content analysis and bibliometric analysis are combined in an effort to 
identify the important literature and gaps in the previous research. Therefore, a full 

                                                
4 WoS is maintained by Thomson Reuters and has 151 million documents indexed (as of 9 July 2018). It is 
considered one of the most important databases for scientific bibliometric data among other competitors 
(i.e. Scopus, Sciencedirect and Google scholar). 
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content analysis was performed on the selected core literature for deeper review. A coding 
system was devised to signify the use of any of the system attributes defined in the 
previous section. The analysis was performed using the Maxqda software package5. 
Search queries were employed to identify which text segments to use. Maxqda analyzed 
the literature by search query and rules set, then generated text segments, identified co-
occurrences of text, and provided insights into the occurrence patterns of coded segments. 
Figure 12, illustrates the content coding environment of the software which was utilized. 

 

Figure 12. Content coding software interface 

Referring to the Figure 12, on the top half of the software interface, there are selected 
publications (on left side) and the individual publication under content coding assignment 
(on the right side). The bottom part of the software interface are the tags associated to 
GST attributes (on the left side) and the extracted contend from the publication based on 
the tags in a tabular format (on the right side). 

3.2 Social network services data collection and analysis 

Internet data are available in various formats; social networks services provide one 
type/form of these data. In the early 20th century, prior to the availability of such data, 
sociologists interviewed people to understand their social connections and in doing so, 
formed small social networks for analysis (Anggarwal, 2011). Today, due to the activity 
on social networking platforms, such as Twitter, it is possible to do a study on SNSs in 

                                                
5	Maxqda 2018 [computer software]. Berlin, Germany: VERBI Software. Available from 
https://www.maxqda.com	
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real time thanks to the exceptionally large amount of content available and the millions 
of nodes and billions of edges.  

In the past decade, the rise of computational power opened new opportunities for data 
analysis. At around the same time, an exponential growth in internet usage has increased 
the amount of data available. The ability to quickly access these multifaceted data along 
with the availability of ever-increasing computational power has led to rapid development 
in the field of social data analytics (Adedoyin-Olowe, Gaber and Stahl, 2014; 
Olshannikova et al., 2017). Gartner (2017), a research and advisory firm on information 
technology, defines social data analytics as the analysis of people interacting in social 
contexts, often with data obtained from social networking services. The data in SNSs 
often comes unstructured, meaning it is neither organized nor presented in a pre-defined 
manner. That being said, while the data may contain dates, numbers and geo-locations, it 
is typically text-heavy. This study will take advantage of advancements in data mining 
and text analytics to search the SNSs for meaningful data. Taking a closer look at one 
such SNS, Twitter, can reveal its unique characteristics and features as a microblogging 
service, as is illustrated in Figure 13. 

 

Figure 13. Twitter meta data illustration 

In order to use Twitter as a data source, a multi-component semantic and linguistic 
framework was developed to collect, prepare, and analyze said data in the hopes of 
discovering meaningful information. Getting insights from SNSs was the main agenda of 
Publications III, IV and V, in particular. The overall architecture required to process data 
in SNSs is presented graphically in Figure 14. While Twitter (twitter.com) is one of many 
SNS data sources, this process is highly extent generalizable to most data in SNS 
platforms. The present process included three major phases¾capture, curate and 
consume¾each of which has two consequent sub-phases, as is shown in Figure 14. 

Post Body Urls
Usermention
Tweet Lang
Media (Video, Picture)
Hashtag

Provider Followers Count
Followed by Count
Profile Description

Location Country/City /State
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Link
Retweet count
Posted time
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Figure 14. SNS systematic data analysis 

Capture: This is the process of data collection which involves selecting the data source, 
searching for the data, and collecting it for other usage. The primary way to ensure that 
the content retrieved will be of any interest is by inputting a proper search query. Various 
specifications can be implemented, such as: keywords, length, date, etc., in order to target 
the topic of interest. In other words, the required data is obtained by a set of criteria 
embedded within the search query. Some SNS platforms, Twitter, for example, offer the 
possibility to retrieve data via live stream. Twitter provides application programming 
interfaces (APIs) to access tweets and information about users and posted content. 

Curate: Data curation is a comprehensive term used to specify processes and activities 
related to the organization and integration of data collected from numerous sources. Data 
retrieval methods are often loosely controlled, resulting in out-of-range values. In order 
to avoid such values, data preparation is necessary for reducing the amount of irrelevant 
and redundant data in a collected set. This task is also imperative for normalizing the data 
for better knowledge discovery. Depending on the context of the study or expected results, 
data analysis can be very subjective, so two primary tasks for analysis—data feature 
extraction and data classification—are also needed. The intent to extract features to 
determine further distinctions and categorization of the data drives values (features) from 
the data related to the context of the knowledge discovery process. Classification of data 
occurs in order to reduce the dimensionality of the data. This is an approach derived from 
the general hypothesis of a knowledge discovery task to distinguish the data points from 
the mass that best fit the context. In order to understand the major discussions and the 
topic(s) they represent, topic modeling of both publication data and social network 
services data was performed for this study.  

Consume: This refers to publishing information derived from data in a digestible format. 
Insights gained from the results can be presented in a visually appealing way or can be 
used as a metric that can be combined with other data points for further interpretation. 
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This research has benefitted from machine learning algorithms that can retrieve topical 
abstracts from publications, detect text polarity in social network service data, and 
approximate topical distance in SNS discussions over time. Originating in computer 
science and evolved from pattern recognition research, the automated process of 
categorization (or classification) of an object like text has created a growing interest in 
the utilization of machine learning (ML) practices. Due to the increased availability of 
documents in digital form, the need for flexible ways to access them has arisen 
(Sebastiani, 2001). Therefore, the activity of labelling natural language text (text 
classification or topic modeling) by applying machine learning algorithms to it has 
created an opportunity for processing large amount of text automatically and with greater 
insights. Next, the two ML approaches which were adopted for this thesis will be 
introduced in two separate subtopics. 

3.2.1 Sentiment analysis 

Finding polarity in public opinion from tweets was facilitated by an automated Sentiment 
Analysis (SA) technique. The purpose of this was to be able to automatically classify a 
tweet as positive or negative; this process had to be done quickly when working with such 
a big set of data. This implementation of the sentiment analysis of tweets using Python 6 
and the Natural Language Toolkit (NLTK)7 was adopted from Luce (2012). To 
understand the perceived sentiment of a tweet, a corpus of tweet ratings was needed. The 
computer, however, needed a training corpus and/or documents with information to learn 
from. The more documents the computer had, the more accurate the results of its ratings. 
In sentiment analysis, the training corpus always has example documents that are 
manually annotated into categories. Having learned from example, the computer can 
apply the acquired knowledge to new documents (a hold-out corpus or training set) and 
classify them then into sentiment categories. In order to construct a training set for this 
study, a multi domain dataset of Blitzer et al. (2007) was utilized. The database composed 
of product reviews from six Amazon product domains (e.g., book, DVD, electronics, 
kitchen, music, and video) which were manually annotated and classified as either 
positive or negative. Instructions from Luce (2012) were followed in order to create a 
classifier by extracting and labeling the relevant word features. The constructed variable 
“training set” includes the labeled feature sets which contain a list of tuples with each 
tuple containing the feature dictionary and the sentiment string embedded in it. Now, the 
training set can train the classifier to predict the opinion polarity of unseen tweets. Figure 
15 is an illustration of the steps for conducting the sentiment analysis. 

 

                                                
6 Python is a general-purpose interpreted, interactive, object-oriented, and high-level programming 
language available at http://www.python.org 
7 http://www.nltk.org/ 
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Figure 15. The sentiment analysis steps (adapted from Luce 2012) 

Although there are many classification methods for performing sentiment analysis (e.g. 
Naive Bayes, Maximum Entropy, SVM), Naive Bayes is the algorithm that was used in 
this research as it enables the classification of documents into positive and negative 
categories. Naive Bayes is also a probabilistic model which works well on text 
categorization (Weikum, 2002). 

3.2.2 Topic modeling 

In machine learning and natural language processing, topic modeling is a technique used 
to discover the abstract “topics” that occur in a set of documents. Topic modeling is one 
of the most powerful techniques for analyzing large volumes of unlabeled text. Topic 
modeling approaches have been used in areas such as intellectual property research 
(Ranaei, Suominen and Dedehayir, 2017), political science, (Grimmer, 2009) and 
bibliometrics (Gerrish, 2010). 

In Publication I, a topic modeling technique was adopted to analyze the contents of the 
publications’ abstracts. This technique was useful for discovering the abstract “topics” 
that appear in a large collection of documents in order to explore hidden semantic 
structures in a body of text. The “Latent Dirichlet Allocation (LDA)” introduced by 
Sievert and colleagues (2014) was used to perform topic generation on the abstracts 
analyzed. A visual representation of both the innovation ecosystem and innovation 
systems in Publication I showed the major topics under discussion for each concept. The 
topic modeling resulted in a visual form which aided in understanding of both concepts, 
as one could see where the concepts overlapped as well as the number and distance of 
concepts relative to each other. In Publication V, a topic modeling technique was utilized 
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to explore the formation of a discussion on Twitter over time regarding the Fukushima 
incident. In this experiment, LDA and the consequent visualization toolkit developed for 
that purpose visually showed the periodic Twitter discussion of topics over time (Blei and 
Blei, 2003). This approach enabled the measurement of intertopic distances of identified 
topics (represented as circles) onto a two-dimensional map and the change those distances 
over time. 

3.2.3 Crowd intelligence content evaluation 

The task of evaluating the likelihood of a particular piece of content being read was 
handled via survey. In order to investigate which type of tweet gets rated higher by users, 
a content evaluation survey was designed for Publication III. After first creating a list of 
top producers consisting of the profiles with the highest number of followers, focus was 
directed to the top tweets from these top producers. With the help of internet-based tools, 
the survey creation process was outsourced. Technically speaking, the concept of 
crowdsourcing, defined as the practice of getting ideas and services from a large group 
of people willing to contribute their input, was applied for the purposes of this study. This 
type of outsourcing can be applied to various activities, most notably to tedious tasks 
(Safire, 2009). 

In an effort to measure the level of the user interest for these top tweets, a survey asking 
the likelihood of their reading the content in question was designed. Mechanical Turk 
(MTurk), a service from Amazon, was used to perform this content evaluation task. 
A crowdsourcing internet marketplace, MTurk allows individuals and businesses (known 
as requesters) to coordinate the input of individuals to perform tasks that cannot be 
automatized by computers. Tweets are notoriously hard to classify given all the 
abbreviations, sarcasm, and hash tags; therefore, human subjects would provide the best 
results. Participants were asked to evaluate their interest in reading the content on a Likert 
scale (1=not at all interested to 5=very interested). 300 people answered the questionnaire 
and evaluated tweets for content quality. Each participant was given a randomly selected 
question (out of 120 total questions) for the evaluation task. Figure 16 shows a sample 
question. 
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Figure 16. Crowd content evaluation survey 

The crowd evaluation of tweet’s content readability interest had been transformed into a 
variable which then was used to explore the variability in content producer type and users 
readability interest. 
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4 SUMMARY OF PUBLICATIONS 
This section of the dissertation summarizes the objectives and contributions of the five 
publications on which this thesis is built. Although these discussions remain high-level, 
for more detailed discussions, one should refer to the original publications. 

This section reviews the objectives, results, and main contributions of each publication 
included in this study. Each publication made contributions that, taken together, answer 
the main research questions and also the objective of this dissertation. 

4.1 Publication I: 

Emergence and Dissemination of Ecosystem Concept in Innovation Studies: A 
Systematic Literature Review Study 

4.1.1 Background and objective 

The objective of this publication was to investigate the abundant amount of academic 
literature on the ecosystem approach which had attracted the attention of many 
researchers in several fields, such as: business and management, innovation, and 
entrepreneurship. The term “ecosystem” originated from ecology, which considers living 
organisms and their interaction with the environment they inhabit (Papaioannou, Wield 
and Chataway, 2009). The application of this biological concept to economic studies was 
endorsed by Rothschild (1990) and later applied to business and management (B&M) 
studies by Moore (1993). Biology inspired the adoption of the ecosystem approach in 
B&M-oriented studies as the interaction between organizations, their environment, 
competition, and forces that maintain stability while spawning changes seem to parallel 
biological concepts (Rothschild, 1990; Moore, 1993). This multiplicity of research 
directions created excitement for the adoption of this terminology in academic literature, 
especially in B&M studies. On account of this scholar’s interest in adopting this novel 
and emerging concept, the challenge of settling on accepted definitions from past 
discussion was presented (Oh et al., 2016). The validity of the ecosystem analogy in 
innovation systems was critiqued; for example, Oh et al. (2016) suggested that the concept 
of the innovation ecosystem began to infiltrate spaces more traditionally described as 
innovation systems, triple-helixes, or clusters which led to ambiguity in the usage and 
application of this concept. A debate on the validity and value of the ecosystem approach 
to innovation is still ongoing (Oh et al., 2016; Ritala and Almpanopoulou, 2017). There 
appears to be no consensus on this topic in the academic literature. The take-away from 
this debate is that too many unconnected concepts made understanding the concept 
difficult if not impossible. 

This publication tackles the research question of how the “innovation ecosystem” differs 
in comparison to its predecessor: systems innovation. This paper employs publication 
bibliometric data to perform citation analysis to observe knowledge creation and the 
diffusion of the emerging concept of ecosystem in innovation studies. Hitherto, 
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bibliometric data analysis does not deliver direct insight on future developments (Small, 
1988; McCain, 1990), but results will explore the evolutionary path of the ecosystem 
concept in B&M studies. 

4.1.2 Results and main contributions 

The bibliometric data analysis was enabled by the help of a cloud-based tool for Network 
Analysis Interface for Literature Studies—“NAILS”—that was developed and released 
(Knutas and Hajikhani et al., 2015) alongside this research. Unlike the systems concept, 
the adoption of the “ecosystem” concept occurred without consistency or 
interconnectivity of authors. One possible explanation for the lack of author collaboration 
might be because some believed using this new terminology would eventually create a 
disconnect with older and/or overlapping earlier concepts. As a result, the paper 
emphasized the importance of developing an ecosystem vocabulary that is commonly 
understood and consents to a comparison among studies. More case studies to illustrate 
the usage of concepts are necessary to clearly differentiate between them. A comparison 
of case studies looking into innovation system vs innovation ecosystem would help to 
clearly differentiate these two concepts. The ecosystem approach to innovation studies 
certainly needed to identify theoretical approaches, principles, indices, models, 
frameworks, and tools to create a mutual point of reference. The development of these 
approaches would form the necessary foundation for future empirical research as well as 
theory development and validation (Oh et al., 2016). In this study, it was concluded that 
the ecosystem approach to innovation studies matured through a number of publications 
whereas the attachment to an epistemological orientation had not been solidified. It is 
hoped that this review invites researchers to initiate more rigorous research that helps to 
expand the understanding of the ecosystem approach to innovation studies. 

4.2 Publication II: 

General System Theory Attributes in Innovation Ecosystem Research Landscape: A 
Bibliometric and Content Analysis of the Literature 

4.2.1 Background and objective 

The innovation ecosystem was introduced to business and management (B&M) 
perspectives as a network of collaborative components competing with and 
complementing each other for a value proposition (e.g. (Adner, 2006; Adner and Kapoor, 
2010; Ritala et al., 2013)). One of the major discussion points highlighted by the 
ecosystem approach to innovation is the complex systems or network effect, an 
inspiration which derives from the biological origins of the ecosystem term (Russell and 
Smorodinskaya, 2018). The systems approach, in general, assists with studying the 
functions of complex organizations and is utilized as the basis for new kinds of 
approaches such as “ecosystem,” for more holistic descriptive power (Anderson, 1999; 
Peltoniemi and Vuori, 2004; Mele, Pels and Polese, 2010). Foundational to systems 
thinking was Bertalanffy’s introductory work on the General Systems Theory (GST) 
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(Ludwig Von Bertalanffy, 1972). Systems theory is a theoretical perspective that analyzes 
a phenomenon as a whole and not as simply the sum of elementary parts, focusing on the 
interactions and on the relationships between parts in order to understand an entity’s 
organization, function, and outcomes (Mele, Pels and Polese, 2010). In order to reduce 
the conceptual ambiguity of the innovation ecosystem concept, this study uses GST as a 
lens to evaluate the literature. In general, systems thinking is the cognitive process of 
studying and understanding systems of every kind. This framework is increasingly being 
used to tackle problems in a wide variety of disciplines, such as: business, management 
and innovation studies (Jenkins and Youle, 1968; Mele, Pels and Polese, 2010; 
Johannessen, 2013). In order to make an in-depth analysis of the ecosystem approach to 
innovation studies, the main research question of this publication was formulated, as 
follows: “How has the systems approach and its attributes been adopted in the innovation 
ecosystem literature?” Based on a review of the GST literature, five major attributes for 
the system were categorized as: Attribute #1 (Components), Attribute #2 (Interaction), 
Attribute #3 (Dynamism), Attribute #4 (Environment), Attribute #5 (Goal). By 
introducing the system’s main attributes, it is possible to examine and detect these 
attributes in the publications that were part of this study. The availability of scientific 
papers as full text and in machine-readable formats provided an opportunity for a more 
in-depth textual analysis of full papers.  

The attributes that were extracted can be seen in the seminal works on innovation 
ecosystems by Adner (2006 and 2010). Firms and end customers have explicitly used the 
term Components to refer to either complementors or intermediaries. Interaction is a part 
of a collaborative network and/or collaborative arrangements in the context of reducing 
the cost of coordination for a firm. Whereas, Dynamism has been described as an 
evolutionary process within the ecosystem where a process takes place iteratively as an 
assessment for the target, that being maximizing the value proposition of the ecosystem. 
Environment is accounted for by focused case studies. Finally, Goal is reflected in the 
context of studying risk assessment and expectation alignment. This study suggests that 
systems theory and its attributes can provide a powerful perspective and methodological 
lens for the analysis of the newly-emerging trend of using an ecosystem approach to 
innovation studies. Therefore, by introducing a system’s main attributes, it is possible to 
examine and detect the attributes in the focus literature. 

4.2.2 Results and main contributions 

Bibliometric data analysis was done with the help of the NAILS tool which targeted 
pieces of literature which were relevant for further qualitative content analysis. The 
automated text segmentation analysis processed the full text of a publication in order to 
detect the five systems attributes. The results showed that more attention to be paid to the 
Dynamism and Goal attributes. Dynamism was a holistic glance at solutions which result 
from collaborative innovation that recognizes the role of inputs. The notion of Goal as a 
system attribute considers the structure of the whole system as a set in order to produce a 
certain goal as well as its justification. This is often called the purpose, outcome, or goal 
of a system. Dynamism and Goal appear in the current literature in case studies with 
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particular dynamic behavior and shared goals. However, on a theoretical level, a shared 
goal and a somewhat implicit dynamism of behavior among components of a system 
should be expected. Within business and strategy studies, we can expect that actors make 
strategic decisions to act in an ecosystem. The actors’ capability to manage their position 
and that of others in the ecosystem governs their ability to create and capture value from 
participation (Hannah, 2013). Current literature, however, suggests that actors operate 
towards their own goals and that there is now a shared understanding of dynamism or 
goals with an ecosystem (Jacobides, Veloso and Wolter, 2014). This assumption requires 
more attention, as being able to change and share a goal seem central to the ecosystem’s 
health—a key indicator of “well-being, longevity and performance” of the ecosystem 
(Hyrynsalmi et al., 2012). Also, an attempt was made to bridge the complexity of a system 
by network visualization (Russell et al., 2011). Network visualization and social network 
metrics adoption have benefited the community by documenting the evolution of the 
ecosystem concept. Network visualization can provide evidence about ecosystem 
transformation and opportunities for orchestrating this transformation (Still et al., 2014). 
Social Network Analysis has been utilized for better understanding of this ecosystem 
transformation. Visual representation of social networks is important to understanding the 
network data and conveying the result of the analysis (Huhtamäki and Rubens, 2016). 
From a theoretical perspective, this paper contributes to the overall understanding of the 
adoption of the ecosystem approach in innovation literature and the areas where the 
approach should be improved or further studied. From a methodological perspective, this 
study provides an innovative method for systematic in-depth literature review work. It 
demonstrated the applicability of a state-of-the-art quantitative analysis as a complement 
to traditional qualitative methods of reviewing the literature which is quite helpful for 
tasks such as concept evolution and knowledge discovery. 

To conclude, the results provide interesting implications to further emphasize systems 
component usage in innovation ecosystem literature. General systems theory has been 
advanced from a conceptual framework to one with a more solid toolkit. This work invites 
other scholars to contribute to the evolution and development of the systemic nature of 
the ecosystem concept within innovation studies. Models and tools that can simplify the 
complexity of social and economic exchange in a meaningful way without eliminating 
the richness that a solid traditional system approach provides are needed. The resources 
for these models and tools can be found through a collaborative effort from diverse 
academic disciplines, which can provide the cross-fertilization that is needed for the next 
step of analysis. 

4.3 Publication III: 

Brand Analysis in Social Network Services: Results from Content Analysis in Twitter 
Regarding the US Smartphone Market 
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4.3.1 Background and objective 

The literature review presented earlier in this thesis (Chapter 2) emphasized that 
innovation can be reduced to tangible and intangible, or soft, characteristics, with 
intangibility affiliated with business models, networking, and brand innovation. 
Following the investigation of the ecosystem approach to innovation and the 
characteristics attributed to it (Publications I and II), this study intended to materialize 
these intangible attributes. This study operationalized SNS data as a major component of 
an innovation ecosystem to give insights concerning public opinion regarding a brand 
presence. Despite being a time consuming, labor intensive and expensive method for 
gathering data, SNSs offer fast and relatively cheap access to mass amounts of data which 
is mostly publicly available and accessible to researchers. The wisdom of the crowd, 
documented on the SNS, apparently plays a key role in major decision making in almost 
any context (Nair, 2011). Therefore, finding a practical way to explore and mine valuable 
information from user-generated content (UGC) data is essential. In this study, Twitter 
data was utilized due to the platform’s popularity and the fact that its structure was 
suitable for conducting this experiment. Due to the platform of the chosen data source, a 
wide variety of research issues in mining Twitter data had to be investigated. Several 
studies have explored extracting public sentiment (Pang, Lee and Vaithyanathan, 2002; 
Das and Chen, 2007; Pang and Lee, 2008; Go, Bhayani and Huang, 2009) in a variety of 
cases. However, by adding another important dimension, the content generator’s impact 
on grabbing the public (users’) attention, this study took a deeper look than previous 
studies. This dimension was added based on the fact that certain criteria plays an 
important role for whether a tweet is being read and distributed. Thus, the main research 
question presented was: “How does content quality perceived by the user of an SNS vary 
among different types of content generators?” To demonstrate computer advancement in 
textual analysis of SNS data, a case study was utilized to capture discussions related to 
smartphone manufacturers in the US for the duration of one year. The data was retrieved 
from Twitter and a machine learning model was design and implemented to assign 
sentimentality (positive or negative) to tweets. This effort was done as part of the research 
sub-question: “How does public sentiment reflect content sentiment polarity within 
different categories of content providers in SNSs?” Additionally, in order to capture the 
likelihood that Twitter content was being read, a survey was designed to evaluate crowd 
intelligence regarding the content of tweets. Finally, multiple variables were constructed 
and a correlation analysis was executed in order to explore possible relationships. As a 
result, a number of propositions for a firm’s social media marketing strategies shall be 
developed. 

4.3.2 Results and main contributions 

This research extended our understanding of content impact in social network services 
(SNSs) by collecting SNS data and creating indices and variables to test the hypothesis 
in various dimensions of content and content producer and on the sentimentality of 
content consumers. In order to investigate techniques for generating indices to create 
meaningful assumptions for testing, a case study was acquired for this experiment. This 
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in-depth analysis of SNS data revealed the distribution of detected content generated in 
SNS profiles is different for each company. 

The results show that the content in certain profiles (professional user and purely 
personal) were valued higher and read more often than the other three profiles (corporate 
and business, feed/news, and viral/marketing). Additionally, the case study done for this 
publication revealed the relationship between the types of content producers in SNS, 
relatively, the type of content they produce, to the level of interaction they receive. In this 
publication, the aggregate view on SNS content sentimentality was challenged through a 
study of the content distribution in five different profile categories. The Pearson’s 
correlation analysis was applied to study the relationship between variables. The results 
impose the different carrying capacity of negative and positive highly-impactful content, 
in this case: tweets. The results show that the weight and value of messages with negative 
sentiment were higher compared with the positive and neutral ones. This negative bias 
can be somewhat explained by the fact that the content was generated by the personal and 
professional user categories. 

Overall, this study demonstrated the importance of the content representing companies in 
SNSs and emphasized the importance of content generator and the negativity affiliated 
with the interaction with content. The advanced textual analysis method utilized on SNS 
data (sentiment analysis) revealed that that public sentiment was projected onto a 
company’s product. At the same time, crowd intelligence was ascertained by evaluating 
the top tweets of each company, as the importance of the content producer and his or her 
intent to share it on SNSs was also recognized. In particular, these findings comply with 
the negativity bias also known as the “negativity effect theory.” This idea states that, even 
when of equal intensity, things of a more negative nature (e.g. unpleasant thoughts, 
emotions or social interaction; traumatic events) have a greater effect on a person’s 
psychological state and processes than neutral or positive ones (Lewicka, Czapinski and 
Peeters, 1992; Baumeister et al., 2001; Rozin and Royzman, 2001). 

The value of this study in large extent lies in its attempt to materialize SNS data for further 
in-depth investigation on this seldom explored data type. The alignment of this study with 
this thesis’ agenda is that the importance of operationalizing SNS data was discussed 
when advancements in computer science and text analysis techniques were highlighted. 

4.4 Publication IV: 

Efficiency Assessment of the Social Capital Capacity on Entrepreneurial Activity: A 
Perspective Driven from Social Media 

4.4.1 Background and objective 

The holistic and systemic perspective of an economy's performance in innovation and 
entrepreneurship raises the question of, which is the most influential of the many 
measures introduced. The previous simplified linear models of explaining innovation by 
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using indicators such as research and development (R&D) expenditure or patenting is no 
longer adequate (European Commission, 2013). In innovation evaluation and 
measurement practices, soft aspects of innovation have received more attention in the past 
decade (Grimaldi et al., 2017). Intangible, or soft, aspects of innovation have been 
discussed using different terms, such as human capital, social capital, and culture (Ralph 
H. Kilmann, Mary J. Saxton, 1987; Meyer and Harper, 2005). In the “quadruple helix” 
literature proposed by Carayannis and Campbell (2009), focus is placed on social 
capacity. In the fourth helix, particular attention is put on highlighting the importance of 
human capital and, at large, social capital in fostering innovation. While it is important to 
encounter the social and human capital capacity into an analysis, it is difficult to capture 
the influence of society on innovation and entrepreneurial activity. The literature has 
discussed the importance of computer-supported communication, such as social network 
services and the concept of social capital (Kobayashi, Ikeda and Miyata, 2006; 
Carmichael, Archibald and Lund, 2015). Therefore, the main research question was set 
forth as: “How can social network services data be operationalized to evaluate the social 
capital capacity of an economy with regards to entrepreneurial-oriented activities?” This 
research question was tackled by adopting a systemic procedure for capturing and 
identifying entrepreneurial-oriented discussions on social media within the geographical 
boundaries of the countries under study. The follow-up research question of this study set 
out to evaluate the efficiency of an economy based on its social capacity for 
entrepreneurial-oriented activities.  

This study adopts both quantitative and qualitative methods, tackling the complex issue 
of countries’ entrepreneurial-oriented activity through indicators both new and 
traditional, which enabled a benchmarking through analysis of results. Special focus was 
placed on social network services in order to capture entrepreneurial activity as well as 
receive established reports on the country-level performance benchmarking practices 
used to measure innovation and entrepreneurship. Twitter was selected as the SNSs for 
this study, and because of the context of the study, the startup ecosystem of each country 
was targeted in order to capture entrepreneurial-related discussion. The ratio indicating a 
country’s entrepreneurial activity on Twitter was normalized according to population size 
and internet penetration rate for each country. This ratio illustrates that a country achieved 
its capacity for entrepreneurial-oriented discussion on social media. The results of this 
experiment serve as a proxy for the entrepreneurial activity of the countries studied. These 
numbers will be used to calculate the efficiency ratio of countries utilizing their social 
capital resources towards entrepreneurial-oriented activities. The level of analysis was 
performed at the country-level by looking at a sample of European countries. The essence 
of performance analysis inherent in benchmarking was leveraged for this study. This idea 
of a comparison between units of analysis by relative efficiency scores is found in the 
performance analysis literature (Selden and Sowa, 2003; Greiling, 2006; Scott and Davis, 
2007). In order to assess the efficiency of input efforts transforming into output, a non-
parametric method dominant in operation research and economics, known as Data 
Envelopment Analysis (DEA), was utilized. Furthermore, process of converting variables 
into a model was run via DEA for the purposes of this study. 
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4.4.2 Results and main contributions 

This paper attempted to capture the capacity for social capital and illustrate its indirect 
effect on entrepreneurship-oriented activities. The study also discussed the importance of 
social network services outlets as the pulse of society and their dominance in hosting a 
large portion of societal discussion. Furthermore, SNS data was leveraged in order to 
capture the intensity of the discussion about startup and entrepreneurial activity on the 
SNS platform. The countries were ranked simplifying the relationship between set of 
items by assigning a sequence of ordinal numbers. This study proceeded to model an 
input-output process which generated the efficiency ratio that benchmarked the countries’ 
standing where societal capacity for entrepreneurship was concerned. Therefore, utilizing 
the DEA model was necessary for constructing and calculating the countries’ efficiency 
ratio. The simplified sketch of input and output variables is presented in Figure 17. 

 

Figure 17. DEA input – output model 

Efficiency measures were calculated which generated a new scale and ranking 
accordingly, with an emphasis on the efficiency of social capital capacity rather than 
proficiency. The efficiency score was calculated in such a way that countries that share a 
similar mix of inputs would be compared which each other; this translates to similar 
possibilities for efficiency. The main objectives of DEA is to measure the efficiency of a 
Decision Making Unit (DMU)s on a scalar measure, ranging between zero (the worst) 
and one (the best). The efficiency state of DMU in DEA analysis is described as when 
further improvement will not be achieved without harming some other input or output. 
Therefore, in the context of this study, efficient countries were the ones that utilized their 
capacity more productively than less efficient ones. The efficiency scores are estimated 
using a variable return to scale, output-oriented DEA with 7 inputs and 6 outputs. 
Decision making units (DMUs) with efficiency scores equal to 1 are efficient, while 
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DMUs with scores greater or less than 1 are inefficient. Two models have been calculated 
for their efficiency scores: CCR based on Charnes et al. (1978) and BCC proposed by 
Banker et al. (1984). Meanwhile, it is important to note that the efficiency scores are 
relative scores. A high relative efficiency score does not mean that there is no room for 
improving performance. The results of these evaluations are displayed below in Table 5. 

Table 5 DEA analysis BCC and CCR efficiency scores 
BCC Output 

DMU 
Score CCR Output 

DMU 
Score 

Ireland 1 Ireland 1 
Netherlands 1 Netherlands 1 
Luxembourg 1 Luxembourg 1 
Hungary 1 Hungary 1 
Portugal 1 Portugal 1 
Poland 1 Poland 1 
Slovakia 1 Slovakia 1 
Bulgaria 1 Bulgaria 1 
Latvia 1 Latvia 1 
Romania 1 Romania 1 
United Kingdom 1 Croatia 0.998495 
Finland 1 Greece 0.99245 
Croatia 1 Italy 0.96797 
Greece 1 Finland 0.959859 
Slovenia 0.995086 United Kingdom 0.954028 
Italy 0.969573 Belgium 0.943379 
Germany 0.955024 Slovenia 0.92143 
Belgium 0.946866 Germany 0.905398 
Sweden 0.90235 Sweden 0.879499 
Estonia 0.868719 Estonia 0.829102 
Spain 0.723702 Spain 0.706288 

 

Overall, this publication employed a meso-level approach, where country was used for 
the purposes of leveraging SNS data in order to capture social-economical aspects of 
society. This study and its constructed model has the unique ability to examine the 
efficiency of countries in utilizing their social capital resources towards entrepreneurial-
oriented activities. The efficient countries, according to the model, had a better balance 
of social capital and entrepreneurial-oriented activity on SNSs when compared to the less 
efficient ones. 

4.5 Publication V: 

Crowd Intelligence Participation in a Digital Ecosystem: A Systematic Process for 
Driving Insight from Social Network Services Data 

4.5.1 Background and objective 

This study will look at social network services (SNSs) within the transformation process 
of societies moving towards digitalization. The convergence of extremely large data sets, 
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known as “big data,” generated by technologies, such as social media, has led to an 
unprecedented amount of digitalization currently fueling innovation in business and 
society (Legner et al., 2017). The fast progress of technology has resulted in societies and 
communities that are connected and communicating on platforms such as social media or 
social network services (SNSs). The influence of SNSs on political and social issues is 
only getting greater and greater (Eom et al., 2015). The corner stone of discussion within 
the study of SNSs is the possibility to facilitate the exchange of knowledge by sharing 
information quickly, globally, and to large numbers of individuals (Powell, Koput and 
Smith-Doerr, 1996). A recent assessment made by the World Economic Forum (2017), 
recognized SNSs as one of the forces driving transformational change in economies, 
industries, and global issues. 

SNSs has been a dominant venue where people either participate in or passively consume 
events as they unfold. Recently, Twitter has been used to spread news and updates around 
the world and has been shown to have applications in natural disaster emergency 
situations, such as: earthquakes, floods, hurricanes, and wildfires (Hughes and Palen, 
2009; Kireyev, Palen and Anderson, 2009; Starbird et al., 2010; Vieweg et al., 2010; 
Muralidharan et al., 2011). SNS platforms allow for multidirectional network 
communication which can aid officials during disasters in compiling lists of the injured 
and the deceased. Not only that, but they can also contact family and friends of victims—
all while connecting and organizing both casualties and responders (Cooper et al., 2015). 
Furthermore, Twitter was shown to have the potential to increase survival during tornado-
related disasters (Lindsay, 2011). SNSs have been increasingly used for building and 
supporting communities and affording self-expression and identity construction for 
individuals in the communities they belong to (Jaeger et al., 2007). The capability of 
SNSs has been leveraged to initiate real-time information networks powered by 
communities and authorities. 

The social infrastructure, such as intellectual and social capital, presented in SNSs is 
indispensable to digital platforms as it allows for “connecting people and creating 
relationships” (Albino, Berardi and Dangelico, 2015). Information and Communications 
Technology (ICT) also offer new avenues for openness by providing access to SNS 
content created through the interaction of users via highly accessible Web-based 
technologies. SNSs can refer to both the enabling tools and technology as well as the 
content generated by them. As SNSs are integral to the applications mentioned, this 
research argues that SNSs play a major role in current digital platforms and tend towards 
an explorative view over the discussions they host during disasters. Accordingly, the main 
research question became: “How can the role of social network services (SNSs) as a major 
component in digital platforms be materialized?”.  

This study proposed a systematic way to gain insights from SNSs data to better 
understand unification and cohesion in discussions on SNSs. Furthermore, for a better 
handle on the systematic approach to SNS data, an experiment regarding the Fukushima 
incident was conducted. The systematic SNS data analysis was replicated to collect data 
from Twitter to observe the topical evolution of the discussion over time. 
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4.5.2 Results and main contributions 

In order to retrieve relevant data on the Fukushima incident, a search query was 
constructed to initiate Application Programming Interface (API) in Twitter. A systematic 
process was designed and utilized to get the required information from the collected SNSs 
data. The process is composed and presented graphically in Figure 18. 

 

Figure 18. Twitter content analysis with Azure Cloud Computing Platform 

In general, this study intended to learn about hidden similarities in discussion topics. 
Topic modeling uses a Nonparametric Bayesian Model to measure the similarity in 
documents and generates the topics. There are many techniques that are used to obtain 
topic models, in this study the Latent Dirichlet Allocation (LDA) was utilized. LDA was 
used as a probabilistic model for classifying tweets. The validation accuracy was 
maximized when there were 15 LDA topics. In other words, this model is best used for 
explaining the distribution of discussion topics when clustering is set for 15 topics. Topic 
models are generative, which means that they model texts as if they were generated from 
a certain probability distribution. The motivation behind this analysis was to observe the 
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distribution of topics of discussion in an SNS and examine the topical proximity as time 
evolves. Regarding the analysis of tweets from the Fukushima incident, after data 
retrieval, processing, and topical analysis, the matrixes presented in Figure 19 is one 
application showing the probabilistic distribution of discussion topics generated, also 
explaining the most variance in the data. 

 

Figure 19. Estimated average distance between discussions discrete topic over three time periods 

The trend was plotted for three separate time periods (2011-2013, 2013-2015, and 2015-
2017) to enable comparison of topical evolution on SNS discussions. This analysis shows 
that the topical structure of the discussion progressed in close proximity to a third period 
from a more topical distance at the beginning of the discussion in Period 1. It is clearly 
visible that the discussions’ topical coordination merged closer to a kind of diagonal 
position in the matrix in the third period; while in the first period, the fifteen detected 
topical discussions were positioned with a shorter estimated distance from one another. 
The periodic analysis of topical distance in major discussions on SNS platforms identified 
a pattern of collective knowledge formation and dissemination.  

The contribution of this study to the field is yet another exemplification of exploiting 
SNSs data. This systematic methodological process enabled the efficiently and effectively 
processing of SNS data for insightful information which opens the door to including an 
SNS component to digital platform studies. Understanding these newly-emerging SNSs 
can help to define the footprint or scaffolding for making a progressive, dynamic 
framework that will steer towards the achievement of digital objectives. This agenda 
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further defines the advancements in computational capabilities necessary for developing 
accurate competencies of SNS textual content.  

4.6 Summary 

Overall, the five publications contributed to an understanding of social network services, 
their positioning in an ecosystem approach to innovation, and the way to operationalize 
their data. For a summary of the papers’ contributions, see Table 6. 

Table 6 Summary of the five publications in this thesis 
Publication Research objective Main contribution 
I: Emergence and 
Dissemination of 
Ecosystem Concept in 
Innovation Studies: A 
Systematic Literature 
Review Study 

To understand the core 
discussion around the 
ecosystem concept in 
innovation studies 

Furthering the academic discussion 
that promotes the use of the 
ecosystem concept in innovation 
studies  

II: General System Theory 
Attributes in Innovation 
Ecosystem Research 
Landscape: A Bibliometric 
and Content Analysis of 
the Literature 

To study the system 
attributes in an 
ecosystem approach to 
innovation studies 

Exploring the presence of system 
attributes in the core innovation 
ecosystem literature. Adding to the 
literature by arguing that a lack of 
dynamism and stating of the goal of a 
discussion in the extended literature 
reduced coherency and furthering the 
extension of the domain to other 
disciplines. 

III: Advanced Methods: 
Operationalizing Social 
Network Services Data – 
Deep Content Analysis to 
Comprehend Brand 
Presence 

To operationalize SNS 
textual data to 
materialize the role of 
content and content 
producer in interactions 
observed 

Adopting more nuanced approaches 
to utilize dynamic data sources and 
discover the societal interaction in a 
major component of the innovation 
ecosystem known as social network 
services (SNSs). The findings 
demonstrated how different 
categories of content generators and 
negativity bias is driving the 
sentimentality of micro 
communications on SNSs.  

IV: Efficiency Assessment 
of the Social Capital 
Capacity on 
Entrepreneurial Activity: 
A Perspective Driven from 
Social Media 

Incorporate SNS data to 
represent social capital 
in entrepreneurially-
oriented activities 
among other metrics to 
assess the efficiency of 
economies. 

Demonstrating the importance of 
including SNS data in innovation 
measurement practices. Capturing 
and incorporating the accurate social 
capital from SNSs interactions which 
can reveal undermining capacities in 
economies which were presented by 
Data Envelopment Analysis (DEA) 
efficiency assessment ratio. 
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V: Crowd Intelligence 
Participation in Digital 
Ecosystem: Systematic 
Process for Driving 
Insight from Social 
Network Services Data 

To examine the 
escalation of a digital 
ecosystem by observing 
how a mass intelligence 
crowd participates in an 
SNS platform during 
disastrous societal 
challenges 

Showing the essential role of SNS 
platforms in digital ecosystems. A 
pattern of discussion around coherent 
topics evolved out of the continued 
participation of users in the platform 
causing the formation of coherent 
topics.  
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5 CONCLUSIONS 
This chapter presents the overall conclusions of this thesis by summarizing the findings 
and their contribution to this thesis, or their answering of the research questions. 
Theoretical contributions will be discussed separately, and applications to managerial 
practice will be outlined. Additionally, the limitations of this research and future research 
directions are discussed to prompt further exploration into this important topic. 

5.1 Addressing the research questions 

This thesis focused on the advancement of the ecosystem approach to innovation studies 
by introducing social network services (SNSs) as a new data source. With the advent of 
social media platforms, or SNSs, and the massive number of discussions represented in 
them, it has become necessary to include these valuable data sources, yet the 
operationalization of user-generated content in SNSs as a major component of the 
innovation ecosystem has not been effectively and efficiently studied. While the literature 
on the emerging ecosystem approach towards innovation lays the ground work for 
undertaking novel big data sources, there is a need to consider the inclusion of SNSs 
content. Accordingly, the main research objective of the thesis was formulated as 
Positioning social network services within the ecosystem approach to innovation. 

The theoretical background of the thesis looked at the measurement and evaluation of 
innovation from an evolutionary economics and innovation management perspective. 
Innovation is increasingly recognized as a distributed and collective process that involves 
a variety of components and their interaction. As a result, innovation performance has 
been captured using various perspectives, methods and, indicators. The development of 
innovation indicators over the years clearly indicates a shift towards the recognition of 
intangible, or soft, aspects of innovation. Applying systems and network science to this 
concept has triggered an important evolution in innovation evaluation studies, which has 
resulted in a shift in focus from linear to nonlinear approaches. This evolving process of 
innovation evaluation is also represented in the shift away from tangible indicators, such 
as scientific publications and patents, to more intangible indicators, like human capital, 
social capital, and brand presence. The importance of intangible aspects in these studies 
is apparent in their inclusion as an additional helix to the traditional triple helix of 
“university-industry-government relations.” Despite the discussion and recognition of 
intangibles, especially social capital, in various studies, measuring these variables is a 
complex and difficult process. The thesis first research question “What is the role of SNSs 
as one of the multitude of components in the innovation ecosystem?” set out to investigate 
the value of social network services when an ecosystem approach to innovation studies is 
adopted. The first task of this thesis was to understand the growing literature of the 
“innovation ecosystem.” In Publication I, innovation ecosystem literature was observed; 
by utilizing bibliometric data collected from Web of Science, an indexing database of 
scientific articles, the major contributors to the debate were identified. The innovation 
ecosystem as an emerging concept was benchmarked against the closely-related concept 
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of the innovation system and the analysis also took into account the author’s collaboration 
network and any major topical discussion. The results of the first publication 
distinguished the innovation ecosystem as an emerging concept with different 
contributions to the scientific debate on a holistic view of innovation. Further elaboration 
of this concept took place in Publication II, where an attempt to perform an in-depth 
analysis of the innovation ecosystem literature by exploring its major attributes was made, 
resulting in an acceptance of the ecosystem approach of the literature. Publication II 
establishes the system attributes (Components, Interaction, Dynamism, Environment and 
Goal) of an ecosystem by revisiting General System Theory, which then called for 
elaboration of these attributes within the innovation ecosystem literature. The findings in 
Publication II revealed that the dynamism and goal aspects were not been sufficiently 
discussed in the innovation ecosystem literature. The definition of dynamism, according 
to General System Theory, refers to continuous change in a system suggesting that 
attention should be given to recent live-stream data sources. Social media, or social 
network services (SNSs), facilitate the creation and sharing of information via virtual 
communities and/or networks, which can have instant social implication on account of 
their wide user base. Consecutively, the next step was to use SNS data to address the 
second research question: How can SNSs be utilized and materialize as a component in 
the innovation ecosystem? 

With the advent of mass communication hosted by social network services (SNS) came a 
novel opportunity to utilize publicly-available data sources to speak to one of the less 
tangible but more important components of innovation evaluation practices—social 
capital. Theoretically, the notion of social capital is essential to evaluating innovation or 
sketching out innovation ecosystems. A practical approach toward utilizing SNS data was 
taken at the micro-level in Publication III and at the meso-level in Publication IV. 
Publication III is an attempt to operationalize SNS data by leveraging machine learning 
applications and natural language processing to gain greater insights. The case study 
performed in Publication III discovered a relationship between the type of content 
producers in an SNS (in our case Twitter) and the category that content fits into and the 
level of interaction their content receives. To exemplify this relationship, an aggregate 
view of SNSs data was challenged by incorporating profiles of content producers, as these 
explained the variance in the polarity of content sentiment. The results imposed different 
carrying capacities (negative and positive) on highly impactful content, in this case: 
tweets, as the content under investigation. The results revealed that the weight and value 
of messages with negative polarity far outweighed those with positive and neutral ones. 
This negative bias can perhaps be explained by the fact that content was generated by 
both personal and professional user categories.  

For a meso-level approach, Publication IV used countries as a level of analysis with the 
intent to incorporate SNS data for an efficient analysis of the social-economical aspects 
of the countries studied. Twitter was selected as the SNS for this study as it provided data 
appropriate for the context of the study. The startup ecosystem of each country was 
targeted to capture entrepreneurial-related discussion on the platform. The practice of 
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utilizing SNS data for this study aimed to capture entrepreneurial-oriented activities 
which the resulting metric consolidated to evaluate economy efficiency.  

The last publication of this thesis argued that SNSs played a major role in current digital 
platforms and took an explorative look at the discussion surrounding a specific disaster 
situation hosted on an SNS. This study advanced the second research question of this 
thesis by automatizing much of the analytical process for SNS data. The SNSs data 
analytical process was designed in a cloud-based system to perform an independent task 
in one accessible environment. Multiple sets of processes, such as text cleaning, language 
detection, translation and text categorization were applied in order to detect the major 
discussion points around the topic on the SNSs. An analysis of periodic topical distance 
in major discussions on SNSs identified a pattern of collective knowledge formation and 
dissemination. This systematic methodological process enabled SNS data to provide 
insightful information both efficiently and effectively and opened a possible avenue for 
the inclusion of an SNS component in digital platform studies. 

Overall, all these publications supported the main objective of the thesis by tackling the 
two major research questions relating to the conceptual positioning and practical 
operationalization of SNS data when adopting an ecosystem approach to innovation 
studies. Not only that, but the application of advanced textual analytical methods helped 
the researchers better understand, recognize, and support the critical role of SNS data in 
capacity-building activities. 

5.2 Theoretical implications 

The theoretical contributions of this dissertation can be categorized into two main areas. 
The theoretical grounding was built on the literature around an ecosystem approach to 
innovation studies, with particular attention given to the role of social network services. 
More specifically, analytical approaches to social network services data were considered 
to gain insight into the role of this data in the ecosystem. This dissertation contributed to 
the conceptualization of intangibles within innovation measurement regimes by focusing 
on social network services as a medium for societal discussion. Earlier work by Phillips 
(2006) and Carayannis and Campbell (2009) also call for going beyond the technological 
aspects of the innovation ecosystem to gain insight from soft elements, such as: culture, 
organization, and institution in order to enrich the dimensions of the innovation 
ecosystem.   

First, this thesis’ contribution adds to the conceptualization of the innovation ecosystem, 
which remains ambiguous despite earlier attempts at conceptualization (Oh et al., 2016). 
The ecosystem approach to innovation studies was benchmarked with a systems approach 
to innovation studies which overlaps with the ecosystem approach in many ways. That 
being said, the bibliometric and content analysis of the two bodies of literature helped to 
distinguish the innovation ecosystem as its own domain and allow for its dissemination. 
This knowledge is quite helpful for members of the scientific community interested in the 
major topical contributions of the innovation ecosystem and how it differs from a systems 
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approach to innovation. Furthermore, searching through the growing body of published 
works on the innovation ecosystem, an attempt was made to observe the general system 
attributes within said literature. The investigation of GST in the innovation ecosystem 
literature suggests an elaboration of two system attributes: dynamism and goal. A detailed 
analysis of an ecosystem approach to innovation studies will enable future researchers to 
comprehend the growing body of knowledge and its value added to new contributions to 
the literature. The conceptualization of the innovation ecosystem was not only developed 
but also applied empirically in this dissertation. Detailed attention was paid in three 
separate studies (Publications III, IV, and V) to social network services data. 

Secondly, this thesis demonstrated the use of social network services data at the micro- 
and meso-level. Publication III was the micro-level perspective that was gleaned from 
SNSs discussion regarding flagship product of sample of five companies. By exploring 
the sentimentality of Twitter content with regards to the brands under investigation, the 
“negativity bias” theory was most interestingly confirmed. This negative bias, also known 
as the negativity effect theory, states that, even of equal intensity, things of a more 
negative nature (e.g. unpleasant thoughts, emotions or social interactions; traumatic 
events) have a greater effect on a person’s psychological state and processes than those 
that are neutral or positive (Lewicka, Czapinski and Peeters, 1992; Baumeister et al., 
2001; Rozin and Royzman, 2001). This initial confirmation of the original theory by the 
data was promising as an example of the capability of data to answer new questions. 
Earlier literature observed how SNSs might impact interpersonal relationships and, 
ultimately, the effects of social capital (Utz and Muscanell, 2015). Nonetheless, an 
analytical approach towards SNS data exploited the network structure among people as 
well as properties, such as strong and weak ties to social capital (Binder & Sutcliffe 2014; 
Antheunis et al. 2015; Nicole B. Ellison et al. 2006). Consequently, in this research 
significant weight was placed on investigating the content in SNSs, whereas the network 
structure served as a connection between the active entities. Therefore, this publication 
developed and tested a hypothesis to better understand the role both content producer and 
type of content played in regards to the sentimentality of the public viewer. The findings 
in Publication III also contributed to the social media research literature by introducing 
the variability within data from SNS content. In reference to the causal-chain framework 
of social media research proposed by Ngai et al. (2015), the spectrum of mediators and 
moderators was expanded when this research introduced the layers embedded in SNS 
content (type of generating user and type of content) into the process of moving from 
antecedents towards outcomes. 

5.3 Managerial implications 

Innovation ecosystem research has only been performed for two decades, so too little is 
still known about how firms can fully leverage the added values to enhance innovation 
performance. However, this thesis attempted to not only theoretically argue for the 
importance of social network services in the innovation ecosystem but also empirically 
link its methodological practices for better comprehension and employment of SNS data. 



 5 CONCLUSIONS   77 
 
Given the importance of SNSs in understanding the innovation ecosystem, this section 
will offer applicable and emerging implications for practicing managers.   

From a managerial perspective, it is no longer sufficient to treat innovation as a linear 
process where resources are channeled at one end and new products and/or processes 
emerge from that end. The innovation measurement and evaluation framework was 
expanded on to recognize soft aspects of innovation (intangibles) for an accurate 
understanding of this concept. An ecosystem approach to innovation enables an active 
study of innovation by considering a diverse set of components and complementarities 
and embedding interactions among their networks. Mass communication platforms such 
as SNSs allows for an easy adjustment to and membership in the collaborative network 
and a transaction of public opinion in ecosystems. The findings of this dissertation imply 
that social media (here: the SNS) is a component which should be considered when 
assessing innovation. SNSs are instrumental to businesses across the globe and can now 
spread a brand message to a wider audience more than ever before. Companies maintain 
their relationships with public and media over SNSs; and, therefore, SNSs are an 
important complimentary within a company’s innovation ecosystem. The techniques and 
procedures adopted for conducting the case studies in Publication III can be used by both 
academics and practitioners to measure a firm’s brand presence and marketing of 
innovation. The process for utilizing SNS data involves targeting relevant discussions, 
retrieving and preparing data, and constructing and implementing a machine learning 
model. Moreover, with automation and classification employed through machine learning 
models, additional features generated from the SNSs data was beneficial in many ways. 
The process for communicating the process of data processing and analysis and 
information retrieval and discovery has been included in the publications for replication 
purposes.    

The findings of this thesis demonstrate that the type of profile and type of content that the 
profile generates in SNSs is perceived differently by users. This implies that marketing 
managers should consider the role of profiles and their purpose for generating content as 
their influence on a general audience can vary significantly. This implies that units, such 
as customer services and advertisements in SNSs, need to be adaptive to be able to tailor 
to the various needs of their customers. The evidence presented in these cases can serve 
as the foundation for the ways that SNS data can be operationalized. This viewpoint arose 
from the realization that SNS data generated novel views and numerous suggestions for 
the better gauging and operationalizing of data for insightful information, thereby 
boosting the efficiency and effectiveness of SNS data use (see, for example, Publications 
III, IV and V). These new insights into the handling of SNS data would benefit businesses 
who research user profiles before marketing or promoting their products and services. 
This would give them a competitive edge and, simultaneously highlight the importance 
of SNSs as a necessary component of the ecosystem approach to analyzing a 
phenomenon. 

Any conclusions for managerial consideration based on this thesis must also be carefully 
scrutinized for the possibility of alternative explanations. The broad nature of the study 
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of the innovation ecosystem can extend to a number of entities, and the amount of 
information that is captured and presented can often be overwhelming to the end-user. As 
was acknowledged by Basole et al. (2015), the challenge of how the study and 
conceptualization of a particular innovation ecosystem and its entities is carried out often 
relates to the context of the problem.  

5.4 Assessment of the research 

In scientific research, the principles of validity and reliability are the fundamental 
cornerstones of the scientific method (Creswell, 2014). For a study to be valid, it needs 
both to address the questions under investigation and use appropriate methods and design 
to collect and analyze data (Yin, 2013). In other words, the integrity of a study rests on 
whether its conclusions are valid (Creswell, 2014), with validity referring to the capturing 
of truth with no regard to outside influences or personal preferences (Saunders et al., 
2012). On the other hand, reliability discusses the consistency or repeatability of research 
measures. The reliability aspect of a research project can be improved in several ways. 
One way is to carefully document the different phases of the research process as they 
proceed. According to Yin (2013), this documentation can improve reliability in a case 
study as it enables the same practices to be performed all over again.  

In this research, the Design Science Research Methodology (DSRM) was considered and 
the principles by Peffers (2007) were employed to carry out research that met the study 
objective. By definition, the DSR process is to design a purposeful artifact to address a 
relevant problem (Hevner et al., 2004; Peffers, Tuunanen and Rothenberger, 2007). 
Artifact construction should be accomplished in a transparent and replicable way, 
demonstrating practical feasibility as well as methodological validity (Hevner et al., 
2004). In order for other researchers to be able to reconstruct the design experiment, a 
description of the procedure for utilizing the artifact (e.g., test scripts, scenarios, 
flowcharts) and the way to collect and analyze data (e.g., step-by-step description, 
validation protocols) are required (Mettler, Eurich and Winter, 2014).  

In this study, the aim was to position social network services (SNSs) within the ecosystem 
approach towards innovation studies. This approach of utilizing and materializing SNSs 
as an attribute in the innovation ecosystem involved the novel use of SNS data analytics. 
The utility of the artifact is examined in various case studies (Publications III, IV and V). 
The literature necessary for conceptualizing SNSs as attributes of the innovation 
ecosystem was systematically collected and analyzed (section 3.1). Furthermore, to 
operationalize SNSs, data was obtained from the popular application known as Twitter 
and systematically collected and analyzed (Section 3.2). Internal validity was maintained 
in all of the publications where the artifact was in practice. Testing for the validity of the 
construct regarding SNS data processing optimally followed the exact same procedures 
as that of statistical models. A relevant accuracy measure for the sentiment classifier in 
Publication III was calculated. This indicates the acceptable accuracy rate for 
implementing the Naive Bayes classifier to detecting tweet sentiment. For example, 
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accuracy was reported as the proportion of true results (both true positives and true 
negatives) in the total number of cases examined in Publication III.  

This study adopted two major methodological approaches which were carried out during 
this research: systematic review and bibliometric analysis of literature and social network 
services data collection and analytics have been documented in detail. Eventually, 
documenting the research process in more detail will increase the reliability of this 
research as it will make the process replicable for other researchers. Presently, all of the 
sub-studies of this research are published in the form of separate research articles; the 
multiple case study as research project reports. 

5.5 Limitations and suggestions for future research 

Due to the emerging nature of the research under investigation in this thesis, the 
challenges and recommendations are more relevant than ever for both academics and 
business professionals. The objective of this thesis was to raise awareness of the roles of 
social network services in the innovation ecosystem context. This dissertation shows that 
it is crucial to place the soft aspects and intangibilities into consideration while studying 
the innovation ecosystem. With regards to using social network services data to better 
understand the innovation ecosystem, this thesis provided preliminary insight into the 
topic. SNSs are evolving platforms—changing due to user expectations while 
simultaneously causing user behavior to change. In short, we can conclude that the way 
that SNSs were used last year changed the way that they are being used this year. This 
dynamic feedback system requires an evolving approach to its measurement. Moreover, 
this evolving nature can also be applied to characteristics of the innovation ecosystem on 
account of its ability to adapt and evolve (Adomavicius et al., 2006; Basole, 2009). 

The availability of data from SNS platforms can be considered one of the major 
limitations for doing research on SNSs data. While some platforms offer public 
Application Programming Interface (API)s to retrieve at least a sample set of historical 
and livestream data, this did not hold for other major SNSs platforms. Users exploit 
different SNSs for different purposes; therefore, it is necessary to observe other SNSs 
platforms. In all of the case studies, Twitter data was used because its structure and 
availability through an open access API made data collection feasible. On the other hand, 
the structure and policies of other platforms, such as Facebook, make the possibility of 
utilizing data from this platform impossible for research purposes. Any technical and 
organizational measures were implemented according to General Data Protection 
Regulation (GDPR) (EU) 2016/679 during the course of data handling and drafting of 
these studies. 

The skepticism that comes with using new ways and methods of measuring has always 
been a necessary evil for academics and practitioners, but over time they usually become 
part of the common base of understanding. As an example, Martin and Irvine's (1984) 
early work on the use of bibliometrics as an indicator was not appreciated by governments 
and scientists when it was first released (Brusoni, Prencipe and Salter, 1998; Martin, 
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1999). However, after only a decade, bibliometrics became one of the official 
measurement tools used by governments to assess science and research quality.  

In a technologically- and digitally-mediated world where various levels of connectivity 
and interactions can be envisioned for the stakeholders of an ecosystem, it is necessary to 
be able to distinguish an innovation ecosystem. This creates the need for a new set of 
skills for diagnosing and designing ecosystems and determining how stakeholders can 
capture value by monetizing the result and opportunities (Parker, Van Alstyne and Jiang, 
2016; Helfat and Raubitschek, 2018). The principle focus of this thesis was gain a greater 
understanding of how social network services data can inform the study of the innovation 
ecosystem. The discussion of objectives, methods, and findings in this research provided 
an intensive review of the importance of SNSs and ways to incorporate their data. The 
effect of SNSs has been significant and should not be ignored. The direction for future 
research should help to discover both the positive and negative sides of SNSs in our 
individual lives, societies, and economies. With all the interest in SNSs, the extending 
body of research conducted on SNSs will intensify in the future, which should reveal an 
understanding of the true value of SNSs.
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Abstract 

The abundant academic literature on ecosystem 
approach has attracted the attention of many 
researchers in various fields (such as business and 
management, innovation and entrepreneurship). The 
debate is questioning whether ecosystem as a concept 
is going towards a matured path. This article, 
contributes to this debate by applying bibliometric 
analysis approach on two similar comparable 
concepts of “system” and “ecosystem” within the 
boundaries of Business and Management (B&M) 
discipline. The co-citation analysis shows that the 
“system” concept is structured on a stable body of 
references and disseminated into various fields and 
subdomains. While the “ecosystem” concept is at 
early development phase, and it is expected to be 
identified as a distinguished field which provides 
explicit added value to innovation related research 
community. This paper provides the network 
structure of the collaborating authors, compares the 
disseminating pattern of the concepts and performs 
an advance topical analysis of respected literatures. 

1. Introduction

The term ecosystem has been used with a
substantial interest by scholars in field of innovation 
management [1].  The term has been borrowed by 
variety of scientific domains and indeed has been co-
opted in the press in the past few years to describe 
various phenomena [13,15]. 

Ecosystem is a derived term from system. The 
difference between ecosystem and system is that an 
ecosystem is a community of living organisms in 
conjunction with the nonliving components of their 
environment (things like air, water and mineral soil), 
interacting as a system [4]. In simple words, 
ecosystem is a system formed by an ecological 

community and its environment that functions as a 
unit, while system is a collection of organized things; 
as in a solar system [4]. 

The ecosystem concept has roots in ecology, 
where it claims that it consists of the biological 
community that occurs in some local, and the 
physical and chemical factors that make up its non-
living or abiotic environment. Ecology is branch 
which studies living organisms and their interaction 
with the environment they inhabit [14]. 

The term has been utilized in fields of  business 
and economics by Rothschild in 1990 [17]. In 
Rothschild’s book “Bionomics”, he is promoting the 
understanding of biology in direction of 
understanding our economic future. He points to 
ecological dimensions of economy and elaborates 
interesting parallel and analogies between business 
and biology. Bionomics is defined as the branch of 
ecology that examines the economic relations 
between organisms (organizations) and their 
environment [17]. The bionomic perspective 
illuminates the interaction of forces that maintain 
stability while spawning changes. Later on, Moore in 
1993 [11] took the ground and introduced the term 
“Business ecosystem” by which he emphasized the 
essentiality of competition among ecosystem 
components. The author further stressed the 
dynamics that regenerate the interactions between 
organisms and the environment. 

Previous works have defined and distinguished 
the concept of ecosystem and gave it a framework 
[6,8,10]. While, the “ecosystem” phrase itself was not 
very successful in embedding itself in new literature, 
it has also been criticized for lack of clarity[13]. The 
emergence of the concept “ecosystem” in business 
and management studies, has attracted scholars 
attention toward tracking this growth and exploring 
the dissemination of the concept to other fields. The 
major challenge of any noble and emerging concept 
is to define itself and disseminate to other disciplines 
and domains of study. The contribution of  this paper 
is exploring the operationalization ,impact 
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assessment of the ecosystem concept and its further 
dissemination to other disciplines. 

One way to analyze the creation of knowledge 
and its diffusion in an emerging field is to use 
references co-citation analysis [9,20]. References co-
citation analysis is a useful approach when it comes 
to exploring the knowledge structure of a research 
domain [21]. This analytical technique also serves to 
discover knowledge diffusion and influence among a 
research community. It sheds light on the networks of 
references, the social construction of a field, and on 
its intellectual advances. Yet, co-citation analysis 
does not directly provide insights on future trends. 
This research has leveraged the advancements in 
bibliometrics data analytics (refers to statistical 
analysis of written publications) for exploring the 
evolutionary path of the concept of ecosystem in 
B&M studies. 

To contribute to the debate on weather or not the 
ecosystem concept has been able to establish itself in 
innovation studies within the boundaries of B&M 
discipline, this paper take comparison into the 
context and decided to take into consideration the 
“system” concept for benchmarking purposes. The 
initial investigation showed that both of the concepts 
(system and ecosystem) have been widely adopted in 
innovation studies literature, therefore it would be 
sensible practically and contextually to limit the 
scope to the innovation studies domain. It will be 
investigated whether ecosystem has the 
characteristics of a concept or approach through a 
bibliometric analysis of the literature within the 
boundaries of B&M discipline. On the other 
spectrum, the concept of system will be investigated 
to see its usage and adoption overtime since it is a 
well-established concept and close to the meaning of 
ecosystem. The comparison of system and ecosystem 
concept in B&M discipline will provide a fair 
comparison ground to observe the dissemination 
trend of the concepts. 

To this end, the literature which adopted the 
concepts of system and ecosystem within boundaries 
of B&M discipline (characteristics such as: major 
publication venues, main used keywords, influential 
papers) will be identified. Second, the structures of 
the literature and the most inflectional scientific 
articles as the core literature for each of the concepts 
will be explored. An analysis will be conducted to 
evaluate the network structure and density of the core 
literature for each concept. Later on, the analysis will 
be escalated by encountering the co-citations of the 
papers which have often cited the core literature and 
by analyzing their respected domains, the areas 
which the concepts have been disseminated will be 
discovered.  

The paper is organized as follows; second section 
presents the methodological approach. Then the 
bibliometric analysis will be outlined based on the 
procedure which is described in the methodology 
section. Thereafter, the findings, discussion and 
conclusions are presented, the final section. 

 
2. Methodology and data 
 

In this section, the method used to identify and 
analyze the bibliometric data will be presented 
(consisting of: title, abstract, year of publication, 
authors, publication venue, keywords, list of 
references). The searching queries and data collection 
process will be explained in detail as well. 
 
2.1. Data collection 
 

The concept of ecosystem and system which has 
been adopted in the B&M discipline will be analyzed. 
Thereby, the focus is on research articles that 
addressed the terms or variation of the terms in their 
titles. For that purpose, Web of Science (previously 
known as (ISI) Web of Knowledge) has been used as 
a searching database that includes 90 million 
documents indexed and is considered to be one of the 
most important databases for scientific bibliometric 
data. The Web of Science (WoS) core collection will 
be incorporated to enrich the coverage to all type of 
indexed documents. 
 
2.2 Methodology 
 

Bibliometric data analysis was conducted as a 
means to provide quantitative analysis of academic 
literature [12]. Bibliometrics is known as statistical 
analysis of written publications and citation analysis. 
The bibliometric method is based on constructing the 
citation graph, a network or graph representation of 
the citations between documents. Many research 
fields use bibliometric methods to explore the impact 
of their field, set of researchers, or a particular paper 
[16]. 

The bibliometric data analysis was facilitated by 
the help of toolkit for Network Analysis Interface for 
Literature Studies “NAILS” that has been developed 
and published via a conference paper by 2015 [7]. 
The motivation for using NAILS was to promote its 
usability and availability as the only open-source 
cloud based toolkit for bibliometric analysis. Despite 
of expensive commercialize, closed system tools 
which are required to be setup and need expert 
knowledge in data preparation and processing, 
NAILS proposed an open, extensible tool with even 
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more automated workflows which will make this 
bibliographic analysis available to a wider part of the 
community of researchers. The literature analysis tool 
“NAILS”, which uses a series of custom statistical 
and network analysis functions, offers its users an 
overview of literature datasets retrieved from WoS. 
(access from:  http://nailsproject.net). 
      The overall process which is conducted for the 
systematic literature review for the concepts of 
system and ecosystem is illustrated in Figure 1. 
 

 
Figure 1. Steps for conducting bibliometric 

analysis with Nails 

The steps were accordingly: 
Step 1: Scientific information retrieved from targeted 
database (Thomson Reuters Web of Science Core 
Collection), which was utilized for building the 
search query with initial keywords. The query was 
built by using the keywords and boolean operators 
(e.g. innovate* AND (ecosystem* OR eco-system*)) 
and then executed.  
Step 2: After the query search in the WoS core 
collection, initial refining (including and excluding of 
the records) have been done for the result records.  

Step 2.1: The refined dataset including the 
citation data was downloaded in tab-delimited 
format from WoS manually.  

Step 2.2: The downloaded bibliometric data was 
bundled by a compression tool (option for 
compression is available in Mac and Windows) 
and was uploaded onto the Nails 
(http://hammer.nailsproject.net) online 
interface. 

Once the analysis has been initiated on NAILS, new 
metrics were calculated such as PageRank (It counts 
the number and quality of links to a paper to 
determine a rough estimate of its importance) and In-

Degree (Provides the number of citations coming into 
a paper in a directed graph) on the citation data of the 
records. As part of the new metrics, a tailor-made 
report was generated that provides an 
abstract/keyword analysis, productive 
authors/journals and gives recommendations for 
including top publications based on the citation data. 
In addition, required data files were also generated in 
order to graph the network of the records visually. 

The Steps 3 and 4 happened as the goal is to dig 
into a particular domain of study in the concerned 
discipline. The following sub steps for step 3 and 4 
are preceded in the same way as described for the 
step 2. The bibliometric data from scientific 
publications were further leveraged for a more 
extensive and accurate literature analysis. In order to 
investigate the dissemination of the concerned 
research domains, the core literature has been 
detected so to see how often and in what rate the core 
literature has been cited.   

Detecting the “core literatures” is one of the 
effective ways for distinguishing impactful papers in 
a concerned domain of study and its relevant 
literatures [3]. Core literature or documents are 
advantageous to identify further relevant documents 
by following the formers’ strong and medium-strong 
links. The notion of core literature was first presented 
by Small [19] in connection with co-citation analysis. 
The concept has been escalated by Glänzel and 
Czerwon [5] on the basis of bibliographic coupling to 
identify literatures which form important nodes in the 
network of scholarly communication. In general, the 
focus on bibliometric analysis is on the citation 
networks of individual publications. Cooper et al. [3] 
showed that citation connections could express the 
relevance to the topic of discussions. Therefore, if a 
set of records is more highly cited by other 
publications in a certain domain field, then these 
records have a greater possibility of belonging to the 
same domain field.  

The interpretation of “core literature” in this 
paper, represents the most related and impactful 
papers in the concerned domain of study. Meanwhile, 
they might not necessarily be interlinked as the 
concerned discipline might be an emerging one or the 
topic is highly multidisciplinary in nature. The core 
literature was then utilized to identify documents 
which have often cited the core literature. Figure 2 is 
a good representation of the definition of “core 
literature” illustrated in this research 
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Figure 2. Visualization of the core literature 

 
The process of defining the core literature is 

manual and the main target is to define the relevancy 
to the core literature as proxy for filtering the relevant 
articles. Figure 3 is an illustration of how the practice 
has been utilized schematically. 
 
 

 
Figure 3. Core literature analysis 

After distinguishing the core literature, the 
records were downloaded and transferred to NAILS 
for an initial overview (compare with the sub steps 
2.1 and 2.2 which were described previously). 

The process for collecting the papers which 
have cited the core literature was manually extensive 
to conduct, but it is necessary in order to see the 
dissemination pattern of the core literature. The 
process includes collecting the full bibliometric data 
from these references. By retaining the citation’s 
bibliometric data that cited the core literature, it 
would be clear which papers have cited the most of 
the core literature and in general to what fields they 
have been disseminated.  

Extracted citations get analyzed within the core 
literature in NAILS, new indexes were calculated in 
the NAILS report, which shows an indication of the 
relevancy of the records in regards to the core 
literature. The fact that the citations to the core 
literature depends on availability of them relative to 
the publication time has been encountered. Therefore, 
the ratio has been developed that highlights the 
relevancy of the records to the core literature based 

on the number of citations which has been made in 
the papers (Formula 1). “Times cited per year” is 
another indication which illustrates the quality of the 
paper based on the average citation which it gets each 
year. 

!"#"$%&'"	)&*"+
= Number	of	Citation	to	Core	Literature
Number	of	Available	Core	Literature 	×100 

 
Formula 1. Relevance index 
 
      Following section, the applied procedure will be 
utilized to understand how the system and ecosystem 
concepts have been adopted in B&M discipline. A 
detailed comparison will be constructed for the usage 
of the two concepts of system and ecosystem within 
the context of innovation. The detection of the core 
literature for the two concepts is necessary to 
understand the dissemination of the concepts into 
other study domains. 

 
3. System concept in business and 
management discipline 
 

Here, the practice is to show the usage of system 
approach in B&M discipline and how innovation 
studies adopted the concept. The search query was 
built using the keywords and boolean operators and 
wildcard like “*” (The use of asterisk (*) as a 
truncation symbol allowed the databases to look for 
different endings of the word). The search executed 
in the title. Usage of system and its variation (i.e. 
system/s, systematic/s, systemic/s) in WoS core 
collection for English language has been looked at 
which the initial results ended up with 1,844,467 
records. 
 
Search words in Title system* 
Time span August 2016 
 All years 
 WoS core collection: 

Indexes: SCI-EXPANDED, 
SSCI, A&HCI, CPCI-S, 
CPCI-SSH, BKCI-S, BKCI-
SSH, ESCI, CCR-
EXPANDED, IC. 

Search refining criteria English language 
 

According to WoS subject categories, more than 
50% of the results are dominated by categories such 
as electrical engineering, automation, computer 
science in artificial intelligence, information systems 
and telecommunications. Refining the initial results 
into B&M discipline (the domain isolation was 
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facilitated by using WoS subject categories) led to 
70,083 records. 

Due to the big size of the results, only top 3,000 
cited publication has been analyzed with the NAILS 
toolkit in order to have a better overview of the usage 
of the concept of system in B&M studies. The 
keyword analysis indicated; decision support and 
information systems, supply chain management and 
simulation as the top popular keywords and user 
satisfaction, knowledge management and innovation 
as highly cited keywords (The full report can be 
found from this link online). 

Topic modeling technique has been applied to 
analyze the abstracts contents. The technique is a 
type of statistical model for discovering the abstract 
"topics" that occur in a collection of documents in 
order to explore hidden semantic structures in a text 
body [2]. More precisely, the visualized application 
of the “Latent Dirichlet allocation” introduced by 
Sievert and colleagues [18] was utilized in order to 
perform the topic generation of the analyzed 
abstracts. Figure 4 is an illustration of the popular 
distant topics/themes related to the system concept 
used in B&M discipline. (The interactive 
visualization for the topical abstract analysis is 
available from this link online). 

 

	
Figure 4. Abstracts topical clustering for system 

concept in B&M 

The domain boundaries have been narrowed to 
innovation studies by adding another criterion 

“innovate*” into the searching query. The results 
became 2,140 records that had applied the system 
approach and were within the boundaries of B&M 
and contain the context of innovation.  

The top popular keywords were: Innovation, 
regional and national innovation system. Whereas, 
triple helix (university-industry-government 
relations) was among the top highly cited keywords 
after Innovation and innovation system. The top 25 
publications have high number of in-degree which 
shows the interconnectivity of the concept of system 
in the innovation studies literatures (The full report 
can be found from this link online). 

The process for detecting the core literature was 
initiated. The 2,140 records were organized and 
selected according to the PageRank, In-Degree and 
number of accumulative citation. The title and 
abstract of the top ranked paper have been read in 
order to make sure they are within the subject. 67 
core literature studies dealing with system concept in 
business and management with the context of 
innovation were selected (The NAILS analysis report 
for core literature from this link online). 

The analysis is continued by collecting the 
bibliometric data of papers which have cited the core 
literature for the purpose of 1) defining the relevant 
papers who adopted the concept; 2): understanding 
the dissemination of the concept into other 
disciplines. Finally 7,225 full bibliometric data and 
all the citation of the core literature were extracted 
(The NAILS analysis online report for the citations to 
the core from this link online). 

Processing the extracted citations analyzed 
within the core literature in NAILS, Relevance index 
was calculated in NAILS report, which shows an 
indication of the relevancy of the records regarding to 
the core literature. The minimum criteria have been 
considered for relevancy to core literature to be at 
least 2 times reference to the core literature. With that 
criteria, the result ended up to be 1,593 records which 
have cited the minimum of 2 of the articles in the 
core literature. To illustrate the dissemination impact, 
the number of 19,102 citations has been carried out 
by the 1,593 paper with minimum 2 reference to the 
core. 

Figure 5 shows the distribution of the generated 
citations based on number of times the papers (1,593) 
have been citing the core literature. For example, the 
papers which have 2 of the core literature in their 
references (a proxy for relevancy), have generated 
10,756 citations in total. 
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Figure 5 number of citations generated by papers 

citing the core literature	 

In Figure 6 an attention has been paid at the 
subject categories which the papers citing the core 
literature have managed to penetrate. 

 

 
Figure 6. Distribution of the subject category of 

the core literature citations 

As it can be seen from Figure 6, business and 
economics with various orientations were generating 
the highest amount of citation and impact, in relative 
terms. It is also visible that the dissemination of the 
core concept had an effect in Environmental sciences, 
Geography and industrial engineering. 
 
4. Ecosystem concept in business and 
management discipline 

  
Looking up the term “ecosystem” and its 

variations in WoS core collection database, retrieved 
38,940 results. A descriptive analysis on the results 
identified, that the majority use of the term is in 
ecology, biology, oceanography, forestry and 
environmental discipline while business and 
management affiliated materials represents only 6.3% 
of the documents. There is much conceptual 
ambiguity surrounding ecosystems as it had been 
discussed in introduction. Ecosystems are a 
metaphor, taken from biology, which is often ill-
defined. Ecosystem is highly fashionable label 
therefore its important to notice the underling 
phenomenon which might be very similar. Other 
terms have been used extensively to capture 
ecosystem concept which is needed to be taken into 
account. Therefore, in order to not to focus on label 
“ecosystem”, the term ecosystem should be 
expanded. In order to achieve that, terms which 
associate with the concept of ecosystem are required 
to be collected. In this regard, a descriptive analysis 
should be run on the publications which have the 
ecosystem term in titles in B&M discipline to see 
which term associate with ecosystem. The search in 
WoS for looking up the term ecosystem (i.e. eco-
system*, eco system* and ecosystem*) in WoS core 
collection database retrieved 643 records. By running 
a NAILS analysis on the retrieved bibliometric data, 
it has been noticed that among the popular keywords, 
terms such as platform, value network, innovation 
network, quadruple helix and mode 3 innovation 
ecosystem exists. The keywords were incorporated in 
the WoS search query. 

 
Search words in 
Title 

(ecosystem*) OR ("eco 
system*") OR (eco-
system*)OR (platform*) OR 
(“value network*”) OR 
(“quadruple helix”) OR 
(“innovation network*”) OR 
(“mode 3 innovation ecosystem*”) 

Development day August 2016 
Time span All years 
Databases WoS core collection: 

Indexes: SCI-EXPANDED, SSCI, 
A&HCI, CPCI-S, CPCI-SSH, 
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BKCI-S, BKCI-SSH, ESCI, CCR-
EXPANDED, IC. 

Search refining 
criteria 

English language 

 
 The search resulted to 3,260 records in B&M 

discipline. The keyword analysis with NAILS 
indicated popular keywords such as: ecosystem 
services, innovation, platform, innovation networks 
and most cited keywords as: ecosystem services and 
valuation (The NAILS analysis report from this link 
online).  

Figure 7 illustrates the abstract topical cluster 
analysis for the publication related to ecosystem 
concept in B&M discipline boundaries. (The 
interactive visualization for the topical abstract 
analysis is available from this link online) 

 

	
Figure 7. Abstracts topical clustering for 

ecosystem concept in B&M 

Analyzing the abstracts of the papers with topic 
modeling (LDA), illustrated that the popular distant 
topics/themes which ecosystem have been used in 
B&M discipline. Ecosystem related literature is 
apparent in different topics (1,2) while platform 
related literature is apparent in topics (3,4,5,6). 
Innovation topic is shared with both ecosystem and 
platform only in topic 1 (which has a healthcare 
theme). 

The study domain boundaries narrowed to innovation 
studies by adding another criterion “innovat*” into 
the searching query. The results became 988 which 
represents the records that have applied ecosystem 
approach and are within the boundaries of B&M and 
contain the context of innovation (The full report can 
be found from this link online). 

The popular keywords were: innovation 
ecosystem and its combination obviously, open 
innovation, entrepreneurship, learning processes, 
collaboration and knowledge management. Whereas 
the highly cited keywords were: business ecosystem, 
vertical integration, technological change ecosystem 
services, social and traditional media, online 
ecosystems and marketing metrics. 

The top 50 publications have relatively much 
lower In-Degree ratio within the publication that 
represents the low interconnectivity of literature. For 
the purpose of detecting the core literature, the 988 
records were organized and selected according to the 
PageRank, In-Degree and number of accumulative 
citation. The title and abstract of the top ranked paper 
has been read in order to make sure they are within 
the subject. 42 core papers dealt with the ecosystem 
concept in innovation studies within the boundaries 
of B&M study (The full report can be found from this 
link online).  

The analysis continues by collecting the papers 
which have cited the core literature and accordingly 
their bibliometric data. The purpose for this was to, 
1): defining the relevant papers who have adopted the 
concept, and 2): understanding the dissemination of 
the concept into other subject categories. 5,335 full 
bibliometric data were extracted (The full report can 
be found from this link online). Considering the 
minimum of 2 references to the core literature, 286 
papers have meet the criteria. The distribution of the 
relevant papers regarding the number of times they 
have cited the core literature is illustrated in Figure 8. 
 

 
Figure 8. number of citations generated by papers 

citing the core literature 

#	generated	citation
%	citation	to	the	core
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In Figure 9, subject categories have been observed so 
to see the penetration of the core literature.  

 
Figure 9. Distribution of the subject category of 

the core literature citations 

The disseminated subject categories which 
received citation and generate impact are business, 
management and economy and operation research. 
The notion of ecosystem within business and 
management discipline had defused to areas such 
psychology, computer and information science, 
environmental, urban and life sciences as well as 
industrial and engineering. 

 
5. Findings  
 

The citation network structure of the two concepts 
of system and ecosystem in innovation studies within 
the boundaries of business and management 
discipline has been reviewed. In the initial phase, the 
required bibliometric data have been searched and 
retrieved then based on the defined process the cloud 
based toolkit for bibliometric analysis “NAILS” had 
been leveraged to perform the analysis. The 
investigation was meant to compare the performance 
and network structure of system and ecosystem 
concept in innovation studies. 

The magnitude of the usage of system concept 
was 21 times bigger comparing to ecosystem concept 
in all publication outlets in business and management 
discipline. Getting to innovation studies, an 
assessment of the adoption of both concepts revealed 
that the system concept was only 2 times bigger than 
the ecosystem concept which is an indication of a 

relatively bigger contribution of the latter concept 
into the innovation study domain. 

The topical analysis of the abstracts revealed that, 
papers applying the ecosystem concept are covering 
more distinct topics than system concept related 
papers. Comparing the Figures 4 and 7, the six topics 
clustered papers applying the ecosystem concept 
have relatively far distance from each other which 
implies higher diversity in the literature, whereas the 
topical cluster for the system concept papers have 
closest distance by each other. 

The comparison of dissemination of the two 
concepts are very informative as it clearly can be 
seen that the system concept has been disseminated 
in planning developing and environmental studies in 
higher extend comparing to ecosystem concept. On 
the other hand, ecosystem concept was superior in 
disseminating to areas such as psychology, computer 
and information sciences and urban studies. The 
dissemination pattern for the system concept in 
innovation studies are mainly generated by 
publications with 2 referred core literature while for 
ecosystem concept 3 and 4 referred papers has higher 
portion. The overall dissemination of the system 
concept in citation terms translated to be 750 papers 
from core literature which generated over 19,102 
citations. The dissemination of the concept of 
ecosystem to the literature is counted as 286 paper 
which managed to generate 6,138 citations.  

Moreover, an analysis performed on author’s 
network for the both concepts which is shown in the 
Figures 10 and 11. The network is consisting of 
nodes which represent authors and edges which 
represents collaboration or coauthor ship. 

 
Figure 10. System concept in innovation context 
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Figure 11. Ecosystem concept in innovation 

context 

Comparing the network structures, it can be 
observed that less relative collaboration is happening 
among authors researching the ecosystem concept in 
the core literature than those focusing on the system 
concept in the core literature. Translating these 
patterns to numbers, the average degree (The mean 
amount of connections per node on the graph) is 
2.484 for Figure 10 whereas for Figure 11 equals to 
1.835. The other important metric is graph density 
which is a ratio of the number of edges per node to 
the number of possible edges. The graph density ratio 
for Figure 10 is 0.02 while for Figure 11 is lower at 
number 0.015. The reported ratio indicates that 
although there exist highly cited individual nodes in 
the ecosystem concept core literatures (high In-
Degree value of nodes), the authors were not able to 
find each other and collaborate. The result of low 
level of collaboration for the ecosystem concept 
leaders is eminent while looking at dissemination 
pattern of the articles citing the core literature. The 
diversified and less cited escalated articles are a 
result of the missing depth and conceptual ground 
work from the ecosystem concept core literature. It is 
very dominant that lack of unity in the knowledge 
base of ecosystem concept in B&M caused by the 
variety usage of keywords (e.g. ecosystem, open 
innovation, entrepreneurship, collaboration, 
platforms, and networks) which weakens the 
momentum for the diffusion of the concept. 

A further implication from NAILS analysis 
report of the bibliometric data is that the system 
concept has focused on communities and venues for 
publication, while the ecosystem showed a dispersed 
behavior on appearing in publication venues. 

 
6. Discussion and conclusion 
 

This study has contributed to the field of 
innovation management literature in several ways. 
First, it introduces a structured approach for 
analyzing bibliometric data with an orientation of 
tracking a concept dissemination. This approach 
offers a new perspective for understanding how a 
concept or theory has been disseminated and what the 
patterns of the author’s network are. Second, this 
study offered a methodological approach into an 
ongoing debate regarding the system vs ecosystem 
concepts in an innovation studies context, thereby the 
attempt is to look at the structure of bibliometric data 
and citation network. 

The analysis in this paper presents a deeper 
understanding of the usage of the concepts of system 
and ecosystem in business and management as a 
discipline, by interpreting their bibliometric 
characteristics, and determining the current maturity 
of the fields based on their dissemination orientation. 

Comparing to a system as a concept, the initiation 
of the concept of ecosystem in B&M studies was 
carried out with a lack of consistency and 
interconnectivity of authors. One explanation for the 
fragmentation of author’s collaboration might be 
caused by the new terms usage that eventually 
removes the connection with older same concept 
publications. This fact of moving to a new word 
usage influences the citation in which it departures 
and loose of origins. This paper suggests that it is 
important to develop a commonly understood 
ecosystem vocabulary that allows a comparison 
among studies. Furthermore, a shortage of micro 
level case studies to illustrate the usage of the 
designed frameworks is suggested. A comparison of 
such case studies looking into innovation system vs 
innovation ecosystem would help to differentiate the 
concepts clearly. Further research on innovation and 
ecosystem would ideally investigate in more detail, 
what ecosystem concept approach is needed in 
different situations. The concept evolutionary path 
should be guided in order to identify theoretical 
approaches, such as, principles, indices, models, 
frameworks, and tools. These approaches would form 
the necessary foundation for future empirical 
research and theory development and validation. 

It is concluded that ecosystem as a newly 
emerging concept in innovation studies is maturing 
by the number of publications, but it is still not 
attached to an epistemological orientation. 
Considering the maturity of the usage of system in 
innovation studies within the boundaries of B&M, 
this study suggests the use of a unified definition and 
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metrics and calls for a collaboration with the authors 
within the already established community. 
Concurrently, while the concept ecosystem might add 
complexity to the current understanding of the system 
concept that currently dominates B&M, the former 
adds a new perspective or at least pinpoint the aspects 
which were underestimated previously. it is hoped 
that this review invites researchers to initiate more 
rigor research helping to expand our understanding of 
the concept of innovation ecosystem. 
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General System Theory Attributes in Innovation Ecosystem Research 
Landscape: A Bibliometric and Content Analysis of the Literature 

 
 

Abstract 

Research on the “innovation ecosystem” has been active for the last 10 years and continues to 
garner interest from both the scholarly and practitioner communities. The broad-based interest 
has caused the growth in literature, but simultaneously the cumulative knowledge has become 
fragmented. This study highlights through the application of General Systems Theory (GST), 
how we can identify and examine five major system attributes in the emerging ecosystem 
approach in the literature. Systematic literature review and bibliometric data analysis identifies 
the core literature. Applying GST reveals the lack of clarity and elaboration on dynamism and 
goal attributes. The overall nature of the research is exploratory and considers as the first 
attempt to identify the intellectual structure of GST in the emerging ecosystem approach within 
innovation studies. Scientific paper’s full text analysis utilized in parallel with bibliometric 
methods to provide an accurate insight of the concept development. Finally, the review and 
analysis of the literature closes by discussing future research avenues in innovation ecosystems, 
suggesting implications for researchers and practitioners. 
 
 
Keywords: General system theory; Innovation ecosystem; Bibliometric analysis; Content 
analysis; Systematic literature review 
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1. Introduction 

The availability of scientific papers in full text and in machine-readable formats has become 
more and more widespread thanks to platforms such as Web of Science, Scopus and Google 
Scholar. In particular, the field of scientometrics is concerned with “the quantitative aspects of 
the generation, propagation, and utilization of scientific information” (Braun et al. 1987). 
Bibliometrics traditionally relies on the analysis of metadata of scientific papers and citation 
analysis is considered as an important scientometric technique to measure and evaluate a 
publication impact (Vinkler 2010). Due to this structured attempt for indexing the scientific 
papers, the rise of open access toolkits such as VOSviewer and NAILS have made bibliometric 
and citation analytics free, accessible and easy to perform. Scholars in many knowledge 
domains rely heavily on scientometric techniques to search for and retrieve records and 
publications pertinent to their research interests. Scintometrics is crucial to reduce complex 
research areas to more relevant and small sets of preselected document set. Yet the problem is 
complicated when hundreds of documents are meeting the criteria of a search. In addition, 
unstructured nature of most documents which, unlike databases will increase the difficulty to 
systematically approach relevant records. Bibliometric and citation analysis methods are proved 
valuable tools to monitor and chart scientific processes, yet several criticism of citation based 
measures has been pointed out (Bornmann and Marx 2014; Eysenbach 2011; Gorraiz et al. 
2014; Jonkers et al. 2014; Waltman et al. 2013). Up to now full-text mining efforts on scientific 
papers are rarely utilized to provide data for enhancing bibliometric analyses insights. While 
bibliometrics traditionally relies on the analysis of metadata of scientific papers, in this research 
we explore the ways in which bibliometric methods can benefit from full-text analysis of 
scientific papers. While moving to full-text creates a much richer dataset, but simultaneously 
calls for new ways of analysis. To structure the complex set created by the full-text, we apply 
GST to uncover attributes embedded to the full-texts. We focus on a case study on the emerging 
concept of “innovation ecosystems” in order to study the semantic dimensions of the full text 
published records in addition to the bibliometric data insights. 
 
Research on “innovation ecosystems” begun roughly ten years ago and continues to garner 
burgeoning interest from both the scholarly and practitioner communities. Ecosystem as a 
concept is used as biological metaphor for innovation in an attempt to explain the interaction 
dynamics of the relationships formed between various components of the innovation system 
whose functional goal is to maximize the efficiency of the system as a whole (J. F. Moore 1993; 
Rothschild 1990). Innovation ecosystem has been introduced from business and management 
(B&M) perspectives such as strategy, innovation management, collaborative networks and 
clusters, which are defined as a network of collaborative components complimenting and 
competing each other for a value proposition (e.g. (Adner 2006; Adner and Kapoor 2010; Ritala 
et al. 2013)). Ecosystems adds to the existing literature on innovation systems by emphasizing 
the complex network effects within the system and using an analogy from biology, we hope to 
better capture this complexity. 
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The broad-based interest, spanning multiple disciplines, have caused the knowledge base for 
ecosystems to become fragmented. The validity of ecosystems analogy to innovation systems 
has been critiqued where for example Oh et al. (2016) suggested that the concept of innovation 
ecosystem has begun to infiltrate spaces more traditionally described by such concepts as 
innovation system, triple-helix, or cluster which then this has led to ambiguous usage and 
application of the concept. A debate is undergoing on the validity and the value added of the 
ecosystem approach to innovation (Oh et al. 2016; Ritala and Almpanopoulou 2017). There 
appears to be no consensus about the progress made in the academic literature on the concept of 
ecosystems. The take-away from the debate is that too many unconnected concepts has made 
understanding of the concept difficult if not impossible. 
 
In order to reduce the conceptual ambiguity of the concept of innovation ecosystem, this study 
uses GST as a lens to evaluate the discussion in the literature. Systems thinking is the cognitive 
process of studying and understanding systems of every kind. This framework is increasingly 
being used to tackle problems in a wide variety of disciplines, such as business, management 
and innovation studies (Jenkins and Youle 1968; Johannessen 2013; Mele et al. 2010). The 
systems approach in general assists in studying the functions of complex organizations and has 
been utilized as the base for the new kinds of approaches and therefore its terminology such as 
“ecosystem”, has emerged to describe these organizations (Anderson 1999; Mele et al. 2010; 
Peltoniemi and Vuori 2004). 
 
In this study, we analyze the ecosystem approach in the context of innovation studies in order to 
examine major system attributes discussed within the literature. The investigation is 
operationalized through GST and its five major attributes: components, interaction, dynamism, 
environment and goal. The quantitative analysis is complemented with an in-depth qualitative 
assessment and review of the literature. To guide the study, the following research question has 
been set:  
 

• How has the systems approach and its attributes been adopted into innovation 
ecosystem literature? 

 
The bibliometric analysis reveals the core body of knowledge in innovation ecosystem 
literature. The study identifies the major system attributes and further diagnoses the system 
attributes within the emerging literature of “innovation ecosystem”. The main contributions of 
this paper are 1) A mixed-method approach applying GST to full-text science documents and 2) 
detecting the system attributes that have been discussed more than others have. These 
contributions are followed by discussions to identify fertile areas for future research.  
 
The next section, reviews the traditional discussions on the systems and consequently 
ecosystem approach in business and management studies. The GST attributes are extracted 
from this literature review.  
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2. What is innovation ecosystem? 

One of the trending prefixes to the ecosystem term within the context of Business & 
Management (BM) literature is “innovation ecosystems”. Looking at the possible origins of the 
use of the ecosystem term, we can identify several factors that could explain its emergence and 
adoption. Innovation is an increasingly distributed and collective process involving a variety of 
components and interaction among them (Freeman and Luc 1997). Scholars have proposed the 
construct of innovation ecosystem to capture the multiplicity and complexity of the innovation 
process (see, e.g., Adner, 2006; Iansiti and Levien, 2004; Moore, 1993). Ecosystem in 
innovation studies context has been defined as the alignment structure of a multilateral set of 
partners that need to interact for a focal value proposition to materialize (Adner 2017). The term 
”ecosystem” was first utilized in the fields of business and economics by Rothschild (1990). In 
Rothschild’s book “Bionomics”, he is promoting understanding economics through how 
biological systems operate. Later on, Moore in (1993) took the ground and introduced the term 
“Business ecosystem” by which he emphasized the essentiality of competition among 
ecosystem components. Moore further stressed the dynamics that regenerate the interactions 
between organisms and the environment. Based on Suominen (2016), innovation ecosystem is a 
distinguished cluster, thriving by itself as a standalone domain among clusters such as business 
ecosystem, knowledge ecosystem, digital ecosystem and platform, but scholarly discourse is not 
set on this or any other definition of an innovation ecosystem or platform. 
 
Terms platform and ecosystem are often seen to be connected even to the point that the terms 
are used interchangeably; however, there is an important distinction between the terms. Adner 
(2014) sees platforms as elements of a broader ecosystem, in which ecosystems are 
“communities of associated actors defined by their networks and platform affiliations”. While 
ecosystems focus on structure and interdependence, platforms are concerned with governance. 
Platforms, he explains, “hold a hub position in a network of interactions” and “exercise power 
through centrality”. Platforms also have an interest in the governance of interfaces, as well as 
their access, incentives, and control. Platforms can play the role of what Adner refers to as a 
“focal actor” in an ecosystem. Similarly, it has been argued that platforms often have a leader or 
a “keystone firm” which plays a central, orchestrating role within the platform’s network or 
ecosystem (Gawer and Cusumano 2014; Iansiti and Levien 2004). Therefore, platform is 
conceptualized as a federation and coordination caused by a leadership to the constitutive 
agents who can innovate and compete; an ecosystem, on the other hand, suggests a more 
equitable relationship, specifically different pieces that work together to mutual benefits. 
 
This paper is taking one step further into a detailed diagnosis of the contextual structure of 
extant literature to see how the ecosystem framework has been appropriated. To date, there are 
approximately 900 papers adopting the term ecosystem within B&M and organizational studies. 
An analysis of the highly referenced work within the community reveals a distinguished cluster 
of “innovation ecosystem”. Yet, by reading the paper abstracts and the reference list, it is 
apparent that majority of the papers use the term ecosystem but are not referring to the scholarly 
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community as the reference point. The core of innovation ecosystem literature draws from the 
work of Moore (1993), Dhanaraj (2006) and Chesbrough (2003). The work highlight issues 
such as triple-helix and university-industry interaction and regional and sector-based innovation 
systems. Literature suggests that innovation ecosystems are distinct from innovation systems 
because they are not confined to a particular nation, geographic region, or industry. 
Nevertheless, the theoretical foundation, point of departure from existing literature, and even 
the definition of innovation ecosystems remains little understood as pointed out by Suominen 
(2016) and Hajikhani (2017), and subsequently form the focus of this study. 
 
This paper focuses on novel approaches to enrich bibliometric data by the full text processing of 
the papers. Full text offers a new field of investigation, where the major problems arise around 
the concepts definitions and elaborations, which needs to be utilized in parallel with 
bibliometric methods to provide an accurate insight of the concept development. In the next 
section, the attributes of the holistic view are investigated by referring to traditional and classic 
discussions of systems in business and management studies. The general system theory 
attributes are extracted from these discussions in order to diagnose the growing literature on 
ecosystemic approach on a subdomain of innovation context. 

3. System approach 

A systems approach is commonly adopted in various disciplines because it offers a way to 
approach complex and persistent problems more effectively (Goodman 2015). Systems 
approach offers an interdisciplinary manner to explore systems in nature, in society and in many 
scientific domains as well as a framework with which we can investigate phenomena from a 
holistic approach (Capra 1997). Systems approach encompasses a wide field of research with 
different conceptualizations and areas of focus (e.g. Mele (2010) offers a brief review on system 
approach to B&M discipline). 
 
Foundational to systems thinking was Von Bertalanffy’s work on introduction of general 
systems theory (GST) in the late 1920s (Mele et al. 2010). Von Bertalanffy defines GST as “a 
logical-mathematical discipline, in itself purely formal but applicable to the various empirical 
sciences”. For sciences concerned with ‘organizational wholes,’ GST would be of similar 
significance to probability theory for sciences concerned with ‘chance events’; the latter, too, is 
a formal mathematical discipline which can be applied to diverse fields such as 
thermodynamics, biological and medical experimentation, genetics, life insurance statistics, etc. 
(Wieland et al. 2012). GST, like complexity theory, emerged from the realization that a 
reductionist view of the world, where objects and events could be understood in terms of their 
constituent parts and where these parts fit together like cogs in a machine, could not adequately 
capture the complexity of adaptive systems. (Bertalanffy 1969). Because GST utilizes a logical 
and formal approach to analyze and describe the phenomena under investigation, it can be 
applied to numerous scientific disciplines with distinct and disparate conceptualizations and 
areas of focus (Wieland et al. 2012). 
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A systems definition is very context-driven. Various organizations can define system 
architecture in different ways. Von Bertalanffy wanted to further identify the connection 
between business organizations and their environment, and to do so, he explored the 
relationships between employees, customers, and company output. His theories can best be 
illustrated by this quote from his compilation of articles titled General System Theory: 
Foundations, Development, and Applications: 
 
 “We may state as characteristic of modern science that this scheme of isolable units 
acting in one-way  causality has proved to be insufficient. Hence the appearance, in all 
fields of science, of notions like  wholeness, holistic, organismic, gestalt, etc., which all signify 
that, in the last resort, we must think in  terms of systems of elements in mutual interaction.” 
(Bertalanffy 1969) 
 
What he means is that each element of a system must be looked at individually. Additionally, 
the result of the interactions must be explored, as well as the whole that is created as a result of 
those interactions (Saylor 2005). 
 
A system can be defined as an entity that forms a coherent whole, with a boundary around it 
which functions both to distinguish internal and external elements and to identify input and 
output relating to and emerging from the entity (Mele et al. 2010). A systems theory is a 
theoretical perspective that analyzes a phenomenon seen as a whole and not as simply the sum 
of elementary parts, focusing on the interactions and on the relationships between parts in order 
to understand an entity’s organization, function, and outcomes. This perspective implies a 
dialogue between holism and reductionism (Mele et al. 2010). One its most important 
characteristics is that it is composed of hierarchy of sub-systems. For example, the world can be 
considered-to be a system in which various national economies are sub-systems. Figure 1 
represents the conceptual sketch of a system. 

 
Figure 1. System Definition, adopted from Emmanuel Fuchs (2007) 
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Based on the reviewing the GST literature, we categorize the five major attributes of a system 
accordingly: 

Attribute #1 (Components): A system consists of interacting elements. It is set of inter-
related and inter-dependent parts arranged in a manner that produces a unified whole. 
Other names to describe this attribute are: Actors, components, users, stakeholders 
(positions), and entities. 

Attribute #2 (Interaction): The various sub-systems should be studied in their inter-
relationships rather than in isolation from each other. The emphasis is on relations, 
communication, and the process in which the system generates links, activities, and 
interactions to describe the interacting elements. 

Attribute #3 (Dynamism): A system does not exist in a vacuum. It receives information, 
material, and energy from other systems as inputs. These inputs undergo a 
transformation process within a system and leave the system as output to other systems. 
It has also been referred as the status of continuous change in the system. 

Attribute #4 (Environment): An organizational system has a boundary that determines 
which parts are internal and which are external. An organization is a dynamic system as 
it is responsive to its environment. It is vulnerable to change in its environment. This 
attribute considers the notion of the boundary/boarder of the system. 

Attribute #5 (Goal): A desired result or possible outcome that a system envisions to 
achieve is called the state of a goal in system literature. This attribute points out the 
purpose and mission of the system structure. 

The extracted attributes can be seen in the seminal works on innovation ecosystems by Adner 
(2006 and 2010). Components has been explicitly referred as such (either complementors or 
intermediaries) among firms and end customers. Interaction is mentioned by the collaborative 
network and collaborative arrangements in the context of reducing the cost of a firm’s 
coordination. Dynamism has been discussed as the evolutionary process within the ecosystem 
where a process takes place iteratively as assessment of the target for maximizing the value 
proposition of the ecosystem. Environment is accounted for by focused case studies. Finally, 
Goal is reflected in the context of the study of risk assessment and expectation alignment. 
 
We suggests that system theory and its attributes can provide a powerful perspective and 
methodological lens for the analysis of the newly emerging ecosystem approach in innovation 
studies. Therefore, by introduction of system’s main attributes, it is possible to examine and 
detect the attributes in the focus literature. 
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4. Methodology 

The research is conducted through a mixed methods study that utilizes both qualitative and 
quantitative methods. A systematic mapping study was selected as the research methodology 
for this study. Bibliometric data analysis was utilized to collect the relevant literature. 
Automated full-text analytics, text segment identification, extraction and coding of articles 
combined with manual supervision to observe the discussion of system attributes. 
 

4.1. Data retrieval and bibliometric analysis 

Due to the vast volume of publications, methods for analyzing, organizing, and accessing 
information from large databases are in great need. Systematic reviews aim to address these 
problems by identifying, critically evaluating, and integrating the findings of all relevant, high-
quality individual studies addressing one or more research questions (Baumeister and Leary. 
1997; Cooper 2003). A modified version of the systematic mapping process described in 
Petersen (2008) was used for the study. We also use guidelines for a systematic literature 
review described by Kitchenham and Charters (2004) to search for relevant papers. 
Bibliometric data analysis was conducted to provide quantitative analysis of academic 
literature. Bibliometrics is known as statistical analysis of written publications and citation 
analysis (Nicolaisen 2010). Many research fields use bibliometric methods to explore the 
impact of their field, set of researchers, or a particular paper (Glänzel 2015). We use 
bibliometrics to explore the literature, which is relevant for further and qualitative content 
analysis. The bibliometric data collection and analysis was done with Network Analysis 
Interface for Literature Studies “NAILS”1. 
 
Web of Science (previously known as ISI Web of Knowledge) includes 90 million documents 
indexed and is considered to be one of the most important databases for scientific bibliometric 
data. The Web of Science (WoS) core collection was incorporated to enrich the coverage to all 
types of indexed documents. 
 
The literature review reveals that the adoption of the ecosystem approach in innovation studies 
has been influenced by several complementary streams of research. In order to simplify the 
classification of the relevant literature, we used a combination of previously-identified 
supporting subject areas from WoS to consolidate and group the various publication outlets into 
five broad research streams (see Table 1).  
 

Table 1. Functional discipline categories 

                                                
 
1	Network Analysis Interface for Literature Studies “NAILS” developed and published by 2015 
Knutas et al. (Knutas et al. 2015) access from: http://nailsproject.net	
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Category Functional discipline (sub discipline) 
I MANAGEMENT 

II BUSINESS 
III OPERATIONS RESEARCH MANAGEMENT 

SCIENCE 
IV SOCIAL SCIENCES INTERDISCIPLINARY 
V ECONOMICS 

 
Bibliometric data retrieved from targeted database (Thomson Reuters Web of Science Core 
Collection), was utilized for building the search query with initial keywords. The query was 
built by using the keywords and boolean operators in order to be executed. Table 2 shows the 
searching query and the development date of the search.  
 

Table 2. Searching query 
Search words  innovation AND (“ecosystem*” OR “eco-

system*” OR “eco system”) 
Development date  Jun 2017 
Databases  Web of knowledge (core collection) 

 
Due to the specificity of the search query, the results has been fitted in the particular domain of 
innovation studies. The search resulted in 136 records. For these results an initial refining 
(including and excluding of the records) was done. This was done by retrieving the full-text 
version of the articles. The articles were retrieved using the WoS linkages to publisher’s 
databases. In cases where online access was not available, the paper was obtained through the 
scholar’s online research profiles (e.g. Research Gate). The full text of each article was 
reviewed by the author to eliminate those articles that did not meet the selection criteria. The 
main exclusion criteria for articles was that the publication needs to refer to innovation 
ecosystem directly in the title. This draws from the assumption that by having innovation 
ecosystem in the title we can be certain that the articles selected sufficiently describes and 
captures the breadth of potential topics associated with the approach of ecosystem in innovation 
studies. The selection process led to of the final dataset having 109 records data was imported 
to NAILS for in-depth analysis.  
 
A general analysis of the data shows the exponential rise in the count of publications in recent 
years, which reflects increased interest in the topic. Figure 2 shows both yearly volume and 
accumulative measures of number of publications.  
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Figure 2. Publication volume 

 
The NAILS analysis tool automatically calculates several metrics, such as PageRank (counts of 
the number and quality of links to a paper to determine a rough estimate of its importance) and 
In-Degree (the number of citations to a paper in a directed graph). A tailor-made report of these 
metrics was generated that provides an abstract/keyword analysis, productive authors/journals, 
and recommendations for relevant publications based on the citation data (Link to the NAILS 
report). In the Findings section below, analysis of the 109 records’ bibliometric data is 
presented to document the core literature on the topic of “innovation ecosystem”. A full content 
analysis was performed to the selected core literature for deeper review. A coding system was 
implemented to specify the use of system attributes defined in the previous section. 
 

4.2. System attributes in literature 

Text mining methods have benefited the traditional analysis of literature immensely (Basole et 
al. 2013; Bragge et al. 2007; Porter et al. 2002). Traditional literature analysis may be 
compromised by unintentional and intentional bias in the selection, interpretation, and 
organization of content, while the use of text mining strengthens the discovery and insights, 
especially from large data sources (Delen and Crossland 2007). Text analytics, also known as 
text mining, overcame these problems to a large extent by adding depth and intelligence to our 
ability to utilize a growing mass of unstructured text. However, the machine is incapable of 
understanding the context of a text; therefore a mixed method is required with human attention 
to enrich the analysis. Therefore, the methodological approach of this paper is to leverage text 
analytics in a mixed setup of quantitative and qualitative analysis of the literature.  
 
Identification of system attributes in the selected literature was facilitated by automatic text 
segment extraction. Lexical queries were constructed based on each system attribute’s 
definition as rules that specify what text segment should be identified and processed. Lexical 
queries organize the decision logic of identification and extraction of relevant text segments and 
combinations of text segments. Examples include identification of two or more terms in pre-
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defined word proximity of each other. For example, if the interest is to understand the level of 
comprehension of a systems approach and accordingly the discussion on the matter of system 
attributes within the articles, this scenario would require the identification of factors within one 
paragraph proximity to the keywords related to system attribute #1 (actors and/or its 
equivalents) as well as to the keywords related to other four system attributes. Searching rules 
are operationalized using a string of boolean logic statements, shown in Table 3. 
 

Table 3. System attributes searching queries 
System 
attributes 

Query Example 

Attribute #1 actor*, component*, user*, stakeholder*, 
entit*, position*, element*, part* 

... is a challenging issue as 
participants leave and join the 
network… 

Attribute #2 relation*, communication, link*, activit*, 
interact*, interrelated, inter-related, 
interdependent, inter-dependent, inter-
relationship*, interrelationship*, 
interdependent, inter-dependent*, 
“dynamic system", dynamism, dynamic 

... the graph corresponds to an 
interaction between the 
participants who are… 

Attribute #3 input*, transformation, output* ... process, rather than an output, 
which always involves the 
participation… 

Attribute #4 boundary, internal, external, responsive, 
environment, boarder*, sub-system*, 
structure 

... boundaries, structure, and 
dynamics arising from 
relationships… 

Attribute #5 purpose, mission, evolution*, co-
evolution* 

... calling for understanding of co-
evolutionary processes across 
systemic levels in… 

 
The analysis was performed using the MAXQDA software package (MAXQDA, 2017). Search 
queries were used to identify the text segments. MAXQDA analyzed the literature in response 
to the search query and rules, then generated text segments, identified co-occurrence of text 
segments, and provided insights on coded segments’ occurrence patterns. In total, 500 coded 
sections were randomly chosen for manual inspection to ensure accuracy. In order to estimate 
the overall accuracy of the system’s attributes text segments detection, we calculate the Recall 
and Precision as the commonly used evaluation measures. The mentioned measures challenge 
the accuracy of the selection of relevant text segments. The precision means how many detected 
text segments regarding the system attribute query are relevant and the recall looks for how 
many relevant text segments regarding the system attributes query has been selected. In our 
case, the system attributes searching query precision is 82% while its recall is 87%. There is no 
standard measures for this specific study context. In simple terms, the high precision ratio 
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means that the system attribute search query returned substantially more relevant results than 
irrelevant ones, while high recall means that the system attribute search query returned most of 
the relevant results. 

5. Findings 

The study of systems approach adoption to ecosystem literature was a primary topic of interest 
in this research. Due to the emerging nature of the ecosystem concept in innovation studies, the 
publication venues are disparate and it is difficult to identify a publication host for the concept 
development, discussion, and debates. Figure 3 shows the frequency of the most productive 
(quantity of publications) and popular (Sorted by higher number of received citations) 
publication venues and authors.  
 

  

 
Figure 3. Frequency of most productive/popular publication venues and authors 



13 
 
 

 
The most popular publication venues have been “Technology and Management Review”, 
“International Journal of Technology Management” and “International Forum on Knowledge 
Management” while the most cited publications were “Strategic Management Journal”, 
“Harvard Business Review” and “International Journal of Technology Management”. Although 
journals are among the top publications, which focus on innovation ecosystem literature, still 
over two-thirds of all innovation ecosystem studies were published as part of a conference 
proceedings. This perhaps suggests that ecosystem concept has not yet been adopted as a core 
topic of interest in the innovation literature. Additionally, most referenced articles among the 
innovation ecosystem literature has been published in “Journal of Research Policy”, “Strategic 
Management Journal”, “Harvard Business Review” and “Organizational Science”. 
 
Citation patterns are relevant to see which publications have been influential on the discussion 
and help to discover the patterns of knowledge diffusion. The network consists of nodes, which 
represent papers and edges which represent citations. As shown in Appendix 1, the size of the 
nodes indicates the in-degree value (the mean amount of connections per node on the graph) 
and an edge shows a citation between nodes.  
Appendix 1 illustrates the evolutionary path of “innovation ecosystem” literature, taking the 
work of Adner as a point of reference. The network visualization illustrates the formation of the 
core literature of innovation ecosystem and the periphery. The first phase shows the works 
having innovation ecosystem as the terminology in their titles; the size of the nodes indicates 
the cumulative citation counts of the nodes. The work of Adner (2006) is visible as a dark node. 
The grey nodes are representing articles discussing innovation ecosystem related topics, which 
appeared before Adner’s (2006) work. The red nodes are the ones appearing after Adner’s 
(2006) work.  
The evolutionary citation network reveals that among the innovation ecosystem related papers 
only 10% of publications are aligned with the core of innovation ecosystems literature. The 
other 90% approach innovation ecosystems from many different points of departure. Analysis 
of the textual content of the 90 % reveals interesting information. Big data and ICT emerge as 
central terms among 73% of the records. This relationship shows the usage of ecosystem to 
describe applications of data analytics in innovation studies. The term ecosystem has been 
considered in order to give introduction and unveiling studies, which incorporate big data 
analytics. Meanwhile over time the popularity of the terminology caused more framing and 
solid definition which a core and periphery is visible in the recent years. 
 
This study focuses on the ones, which are connected and form a cluster base on citations. A 
seminal discussion by Adner on the topic of innovation ecosystem started in 2006 and after 
there has been a stream of literature on the topic. We focus on the studies, which are central to 
the discussions. The centrality to the discussion is based on citations and set by the in degree of 
publication. Core literature was also expected to have citations to the minimum two of the 
papers in the initial collection. This creates a core literature 13 publications. Table 4 illustrates 
the core set of publications on the discussion of innovation ecosystem. 
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Table 4. "Innovation ecosystem" core literature 
Year 
Published 

Authors 
Full Name 

Document Title Publication Name Document 
Type 

Times 
Cited 

In-
Degree 

2010 ADNER, RON; 
KAPOOR, 
RAHUL 

VALUE CREATION IN 
INNOVATION ECOSYSTEMS: 
HOW THE STRUCTURE OF 
TECHNOLOGICAL 
INTERDEPENDENCE AFFECTS 
FIRM PERFORMANCE IN NEW 
TECHNOLOGY GENERATIONS 

STRATEGIC 
MANAGEMENT 
JOURNAL 

Article 222 23 

2006 ADNER, R MATCH YOUR INNOVATION 
STRATEGY TO YOUR 
INNOVATION ECOSYSTEM 

HARVARD 
BUSINESS 
REVIEW 

Article 179 19 

2014 GAWER, 
ANNABELLE; 
CUSUMANO, 
MICHAEL A. 

INDUSTRY PLATFORMS AND 
ECOSYSTEM INNOVATION 

JOURNAL OF 
PRODUCT 
INNOVATION 
MANAGEMENT 

Article 53 3 

2013 NAMBISAN, 
SATISH; 
BARON, 
ROBERT A. 

ENTREPRENEURSHIP IN 
INNOVATION ECOSYSTEMS: 
ENTREPRENEURS SELF-
REGULATORY PROCESSES AND 
THEIR IMPLICATIONS FOR NEW 
VENTURE SUCCESS 

ENTREPRENEU
RSHIP THEORY 
AND PRACTICE 

Article 22 5 

2013 RITALA, 
PAAVO; 
AGOURIDAS, 
VASSILIS; 
ASSIMAKOPOU
LOS, DIMITRIS; 
GIES, OTTO 

VALUE CREATION AND 
CAPTURE MECHANISMS IN 
INNOVATION ECOSYSTEMS: A 
COMPARATIVE CASE STUDY 

INTERNATION
AL JOURNAL 
OF 
TECHNOLOGY 
MANAGEMENT 

Article 11 2 

2013 LETEN, BART; 
VANHAVERBE
KE, WIM; 
ROIJAKKERS, 
NADINE; 
CLERIX, 
ANDRE; VAN 
HELLEPUTTE, 
JOHAN 

IP MODELS TO ORCHESTRATE 
INNOVATION ECOSYSTEMS: 
IMEC, A PUBLIC RESEARCH 
INSTITUTE IN NANO-
ELECTRONICS 

CALIFORNIA 
MANAGEMENT 
REVIEW 

Article 9 1 

2014 FRENKEL, A; 
MAITAL, S 

MAPPING NATIONAL 
INNOVATION ECOSYSTEMS: 
FOUNDATIONS FOR POLICY 
CONSENSUS 

MAPPING 
NATIONAL 
INNOVATION 
ECOSYSTEMS: 
FOUNDATIONS 
FOR POLICY 
CONSENSUS 

Book 7 2 

2014 STILL, KAISA; 
HUHTAMAKI, 
JUKKA; 
RUSSELL, 
MARTHA G.; 
RUBENS, NEIL 

INSIGHTS FOR 
ORCHESTRATING INNOVATION 
ECOSYSTEMS: THE CASE OF 
EIT ICT LABS AND DATA-
DRIVEN NETWORK 
VISUALISATIONS 

INTERNATION
AL JOURNAL 
OF 
TECHNOLOGY 
MANAGEMENT 

Article 6 1 

2013 BRUSONI, 
STEFANO; 
PRENCIPE, 
ANDREA 

THE ORGANIZATION OF 
INNOVATION IN ECOSYSTEMS: 
PROBLEM FRAMING, PROBLEM 
SOLVING, AND PATTERNS OF 
COUPLING 

COLLABORATI
ON AND 
COMPETITION 
IN BUSINESS 
ECOSYSTEMS 

Article; 
Book 
Chapter 

6 1 

2015 GASTALDI, 
LUCA; APPIO, 
FRANCESCO 
PAOLO; 
MARTINI, 
ANTONELLA; 
CORSO, 
MARIANO 

ACADEMICS AS 
ORCHESTRATORS OF 
CONTINUOUS INNOVATION 
ECOSYSTEMS: TOWARDS A 
FOURTH GENERATION OF CI 
INITIATIVES 

INTERNATION
AL JOURNAL 
OF 
TECHNOLOGY 
MANAGEMENT 

Article 3 1 
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2014 JUCEVICIUS, 
GIEDRIUS; 
GRUMADAITE, 
KRISTINA 

SMART DEVELOPMENT OF 
INNOVATION ECOSYSTEM 

19TH 
INTERNATION
AL SCIENTIFIC 
CONFERENCE 
ECONOMICS 
AND 
MANAGEMENT 
2014 (ICEM-
2014) 

Proceedin
gs Paper 

3 1 

2016 PELLIKKA, 
JARKKO; ALI-
VEHMAS, TIMO 

MANAGING INNOVATION 
ECOSYSTEMS TO CREATE AND 
CAPTURE VALUE IN ICT 
INDUSTRIES 

TECHNOLOGY 
INNOVATION 
MANAGEMENT 
REVIEW 

Article 2 1 

2016 VIITANEN, 
JUKKA 

PROFILING REGIONAL 
INNOVATION ECOSYSTEMS AS 
FUNCTIONAL COLLABORATIVE 
SYSTEMS: THE CASE OF 
CAMBRIDGE 

TECHNOLOGY 
INNOVATION 
MANAGEMENT 
REVIEW 

Article 2 1 

 
The attributes were categorized using the system definition in Section 3 and the 
operationalization of the analysis was explained in Section 4.2. The automated process of 
detecting the textual parts discussion any of the system attributes was facilitated with 
vocabulary affiliated with each distinguished system attribute. The process was followed by a 
manual review of the detected textual segments and confirming the assignments of the system 
attributes. Figure 5 is a cross tabulation which illustrates the classification of the system’s 
attributes discussed within the papers.  
 

Attribute #1 
(Components
)

Attribute #2 
(Interaction)

Attribute #3 
(Dynamism)

Attribute #4 
(Environment
)

Attribute #5 
(Goal)

(Gawer and Cusumano, 2014) 118 36 0 57 17
(Pellikka and Ali-Vehmas, 2016) 32 33 1 22 3
(Viitanen, 2016) 420 157 14 182 68
(Leten et al., 2013) 110 9 3 19 6
(Adner, 2006) 59 6 2 15 0
(Adner and Kapoor, 2010) 143 69 4 68 12
(Jucevičius and Grumadaitė, 21 23 8 11 5
(Gastaldi et al., 2013) 33 54 9 24 9
(Brusoni and Prencipe, 2013) 72 72 1 116 15
(Nambisan and Baron, 2013) 56 57 1 41 1
(Ritala et al., 2013) 133 64 0 45 18
(Still et al., 2014) 71 111 27 30 11  
 

Figure 5 Distribution of system attributes in the core literature. (Calculation of the 
symbol size refers to each publication) 

 
The co-occurrence of codes for system attributes indicates the inter-relatedness and inter-
dependence of system attributes discussion among literatures. The following diagram (Figure 6) 
is a code co-occurrence model, which displays the system attributes text segments overlapping 
in the studied literature. The system attributes are shown as labels with their respective names 
and a line to represent the co-occurrence of the codes in a document. 
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Figure 6. System attributes text segments co-occurrence model. 

 
The co-occurrence of system attribute #1, #2 and #4 indicates that the discussions of 
components, environment and interaction are happening interchangeably within a closer 
proximity. This implies that the notion of introducing components of an ecosystem and 
discussing the interaction among them has been fairly established and the description of 
environment attribute co-exists strongly with the other two attributes. Conversely, the 
discussion of attributes associated to dynamism and goal of the system has not occurred with 
the same strength in the literature. 

6. Discussion 

The concept of ecosystem in business and strategy has been extensively discussed within the 
recent years. This discussion centered on the notion that the biological analogy of a system with 
different components being linked together through nutrient cycles and energy flows. Although 
analogies play a crucial role in human comprehension of complex systems, we need to 
understand the analogy made to understand its usefulness and applicability. This study has 
made an effort to highlight how the ecosystem term is used in current literature. Particularly this 
identifies what part of the biological analogy is useful for the business and strategy literature.  
 
The study created, through an automatic text segment extraction analysis, five system attributes, 
which all were visible in various portions among the studied literature. In making these 
attributes explicit, the study adds to the current understanding by highlighting the type of 
nutrients and energy flows we look towards while using the analogy. The study provided a 
comprehensive classification and analysis business and strategy related ecosystem literature. In 
total, 109 articles identified from all peer reviewed publication venues over the past two 
decades from WoS core collection. The bibliometric data of the publications was utilized to 
extract 13 publications as the core set of publications, which are the foundational on the topic of 
innovation ecosystem.  
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The results highlight why we have adopted the term ecosystem. The core literature uses the 
term to focus in particular to components, their interaction in a given environment. This seems 
to be the motivation of talking about innovation ecosystem – using the terminological shift to 
argue that we would need to look more thoroughly on the complexities of actors and actor roles 
within a value production system.  In Adner’s (2006) work, the core thesis is that within an 
ecosystem components (firms) through interaction are able to create value that no single actor in 
the system is capable to create. The additionality of the ecosystem is totally embedded on the 
components and their interactions, in particular thought he complementing nature of the 
components (James F Moore 1996). Similarly, the environment is front and center to the debate. 
Moore (1996) writes about the co-evolution of the environment and that their needs to be a 
shared understanding on the environment (Iansiti & Levien 2004) the components are working 
in. 
 
The results encourage more attention to be put on the Dynamism and Goal system attributes. 
Dynamism as a system attribute was intended to be a holistic glance on solutions which results 
in collaborative innovation that recognizes the role of inputs. The outputs of a component are 
considered as an initiative input for another component. The importance of collective input and 
assessing expectations in order to evaluate the ecosystem risk was taken by appreciating a group 
risk-assessment process that will deliver better expectations and more relevant strategy (Adner 
2006). Adner (2010) perceived the notion of dynamism as the process that the outputs of 
upstream suppliers serve as inputs to the focal actor. Gawer (2014) conceptualized dynamism as 
transformation and evolution to a certain stage caused by forces such as network effects and 
competition. The notion of goal as a system attribute considers the whole system structure as a 
set to produce and justify a certain goal. This is often called the purpose, outcome, or goal of a 
system. The presentation of a system goal occurs variably in each individual paper. Most 
prominent the goal attribute is in case studies, such as Wang et al. (2014) for smart cities or 
Rong et al. (2013) on optimizing a decision-making process within the public sector. As 
dynamism and goal are seen in the current literature, they imply towards case studies with 
particular dynamic behavior and share goal. However, at a theoretical level a shared goal and 
somewhat implicit dynamic behavior among components of the system should be expected. 
Within the business and strategy domain, we can expect that actors make strategic decision to 
act in an ecosystem. Actors’ capability to manage their position and that of other in the 
ecosystem governs their ability to create and capture value from participation (Hannah 2013). 
Current literature, however, suggests that actors operate towards their own goals and that there 
is now shared understanding of dynamism or goals with an ecosystem (Jacobides et al. 2014). 
This assumption requires more attention, as being able to change and share a goal seem central 
to ecosystem health - a key indicator of “well-being, longevity and performance” of the 
ecosystem (Hyrynsalmi et al. 2012). 
 
GST has been advanced from conceptual ground to a more solid toolkit set. System dynamics 
has adopted an engineering approach and introduced a set of toolkits to capture and materialize 
the system approach. System dynamics offers an approach to understanding 
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the nonlinear behavior of complex systems over time using a set of constructs such as stocks, 
flows, internal feedback loops, table functions, and time delays (Sterman 2000). Also, an 
attempt has been made to bridge the complexity of a system by network visualization (Russell 
et al. 2011). Network visualization and social network metrics adoption have benefited the 
community to document the ecosystem evolution. Network visualization can provide evidence 
about ecosystem transformation and opportunities for orchestrating this transformation (Still et 
al. 2014). Social Network Analysis has been utilized for better understanding of ecosystem 
transformation. Visual representation of social networks is important to understanding the 
network data and conveying the result of the analysis (Huhtamäki and Rubens 2016). However, 
the limitation with capability of handling the data and various properties of nodes make the 
method incapable of showing the full transformation of outcomes from a certain stage of a 
system to another stage. 
 
To conclude, the results provide interesting implications to further emphasize system 
component usage in innovation ecosystem literature. The work invites other scholars to 
contribute to the evolution and development of the systemic nature of the ecosystem concept 
within innovation studies. We need to employ models and tools that can simplify the 
complexity of social and economic exchange in a meaningful way without eliminating the 
richness that a solid traditional system approach provides. The resources for these models and 
tools can be found through a collaborative effort from diverse academic disciplines to provide 
the cross-fertilization that is needed for the next step of analysis. 
 
From a theoretical perspective, this paper contributes to the overall understanding of the 
ecosystem approach adoption in innovation literature and the areas where the approach should 
be improved or further studied. From a methodological perspective, this study shows the design, 
applicability, and value of text analytics and citation analysis for concept evolution, knowledge 
discovery, and literature reviews, and is one of few attempts to do so in the broad set of 
literature in the field. Studies such as this provide a quantitative analysis of the state of the art as 
a complement to traditional qualitative methods of reviewing the literature. They can be used as 
a tool to identify the authors, documents, and journals most widely read among the researchers 
in a given discipline and also to detect relational links between them as a basis for more 
qualitative reviews.  
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Marketing is the front end strategy of firms to communicate the value of their product or services to 
customers; therefore, innovations in marketing have tremendous value in comparison to the whole 
innovation strategy of firms. The emergence of social network services (SNSs) as a dominant 
communication platform among firms and users provides an opportunity to evaluate the 
innovativeness of a firm’s marketing strategy. With an analysis of twitter data, the study indicates how 
users react to content from different profile types. This result could inspire firms and the social media 
strategists of companies to diversify their content over multiple user profiles.   

Keywords: Social network services; twitter; sentiment analysis; crowd intelligence evaluation; brand 
presence. 

1. Introduction

If the first Internet revolution was its wide adoption as a personal and business platform, 
then the second Internet revolution has undoubtedly been the recent explosion in 
technologies affiliated with Social Networking Services (SNSs). SNSs can be described as 
online tools to share content, opinions, perspectives and insights. Users can create content, 
or merely observe and disseminate material [Holtzblatt (2011)]. 

Records show a remarked yearly increase in new SNS users, which will only accelerate 
because of the growing popularity of social media among all demographics. Social network 
services such as Facebook and Twitter are quite dominant today and has users worldwide. 
These technologies have changed how people lead their social lives, fundamentally and 
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altered marketing and communications. Eventually, users’ trust is built and forming in 
SNSs, and proof of that is the level of trust among people and content in social media 
regarding their health and wellness issues [Elkin (2008)]. Moreover, social network 
services has shown an enormous impact on how private-sector businesses operate. The 
essence of the SNSs is the relationships and connections they enable between people and 
organizations [Nair (2011)]  

The necessity of moving toward social media is obvious; companies are entering these 
areas because they are immensely popular and thus an economical and highly efficient way 
to reach large audiences [Kaplan and Haenlein (2010)]. Earlier studies also prove that many 
major businesses have already moved to this area of communication [Stelzner (2013)]. 
Eventually, with the emergence of SNSs another front line is created for challenging 
companies to be innovative in channels which they maintain in social media.  

The wisdom of the crowd, documented on the web, is apparently playing a key role in 
our major decisions in almost any context [Nair (2011)]. Therefore, investigating a 
practical way of how to explore and mine valuable information from user-generated data 
will be important. Particularly User-Generated Content (UGC) in social media could be 
capable of capturing some features such as the public viewpoint regarding offered products 
and services by firms in favor of developing innovative marketing strategies. 

Among the mainstream SNSs, the popularity of twitter grows exponentially. Launched 
in 2006, Twitter has created a new social phenomenon and has attracted more than 288 
million monthly active users as of 2014, posting 500 million tweets per day [Static brain 
(2013)]. Based on the twitter platform, a wide variety of research issues in mining twitter 
data has been investigated. Studies have explored extracting public sentiment [Pang and 
Lee (2008); Go et al. (2009); Das and Chen (2007); Pang et al. (2002)] in a variety of cases, 
but in this study we set out to look deeper by adding another important dimension, which 
is the content generator’s impact on grabbing public (users) attention. This is due to the 
fact that some criteria’s play an important role for a tweet being read and distributed. The 
number of retweets and followers of a profile are some of these essential factors. In this 
study, we aim not only to investigate the overall sentiment polarity of the public regarding 
a specific product category, but also to look deep into the top content which makes the 
company’s image. For the purpose of content evaluation a survey was designed and crowd 
intelligence evaluation was collected regarding the top content related to a company’s 
product during the period of investigation. 

The paper is organized as follows: We start by discussing the emergence of Social 
Network Services (SNSs) and thus the importance of being innovative in SNSs from a 
firm’s perspective. Advancements in computer sciences and text analysis techniques 
provide an opportunity to extract meaningful assumptions from content in SNSs. We then 
elaborate a case study of the top US smartphone manufacturers in Section 2 and construct 
the research questions. In Section 3, the attempt is to retrieve data from Twitter, and the 
searching queries for this purpose will be designed accordingly. More specifically, the top 
tweets were detected based on their generated impact, and the types of profile were 
categorized based on our five twitter profile types defined. Later on, sentiment analysis 
will be utilized to understand the polarity of tweets (positive or negative). In addition, a 
survey was designed in order to perform crowd intelligence evaluation regarding the 
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content of tweets. Finally, multiple variables were constructed and a correlation analysis 
was executed in order to explore the possible relationships. As a result, we shall develop a 
number of propositions on a firm’s social media marketing strategies. 

2. Literature Review

From the perspective of companies and businesses, being innovative in advertisement is a 
key challenge for firms to distinguish themselves and raise public awareness. With the 
diversification of media channels, the necessity of understanding each media channel, its 
characteristics, and its effect need to be considered. The development of Social Networking 
Services (SNSs) is one of the key phrases of the next generation internet. Web 2.0 provides 
a platform where new SNSs have emerged to facilitate the building of virtual relationships 
online. The broadening of the usage of social media in everyday life eventually made the 
social media an important channel for marketing. SNSs have become a rich source of User-
Generated Content (UGC), and they are attracting a growing interest in various research 
domains, including sentiment analysis [Pang and Lee (2008)], scientometrics [Eysenbach 
(2011)], online user behavior [Fu and Shen (2014)], and user profile detection [Ikeda et al. 
(2013); Galán-García et al. (2014)]. 

Social network services connect businesses to end-consumers effectively at a low cost 
[He et al. (2013)], influence customer awareness and behavior, and bring together the 
likeminded [Hutton (1998)], which are the advantages that have made SNSs the center of 
attention in different industries. The unparalleled efficiency of SNSs compared to 
traditional communication channels prompted a statement from industry leaders 
encouraging companies to manage online environments by participating in Twitter and 
Facebook, among others [Kaplan and Haenlein (2010)]. 

While there is a surge in the amount of content being generated in SNSs, no clear 
indication of the quality of these types of content exists. Assessing the quality of the content 
is rather subjective and cannot be captured by current technologies. The challenge still 
remains to provide innovative and eye-catching content. Once in a while a video in 
YouTube gets viral which reminds us of the rapid changing of human taste for consuming 
content in social media [Zarella (2013)]. This will also alert companies about the fast 
evolution of this era and the need to adapt and to be innovative regarding their content and 
distribution channels. 

To the extent of our knowledge, most studies have looked at the overall sentiment of 
the public in regard to a company’s brand presence, without incorporating the source of 
the content and its embedded intention. The quality of content in social media is highly 
important, as intelligent individual cherry-pick content for further attention. Recent 
research has also recognized the importance of the issue, but the mechanisms for the 
filtering process are still biased and unknown. This will accentuate the importance of high 
quality content and, relevant to that, the content producer and the intention of sharing will 
play a remarkable role. 

With the advancement of analyzing human language data and the tools widely available 
for this purpose, the opportunity is available to see how social media content is attached to 
real world events. Also, with the emergence of crowd intelligence services, which provide 
the human labor, we had the advantage and firsthand experience of outsourcing a load of 
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manual work. Due to complexity in profile detection, no absolute solution for profile 
categorization exists. Practices for detecting spam profiles [Thomas et al. (2011); Uddin et 
al. (2014)] are available, but the intention was to identify the profiles within the specific 
category of the concern of our study. This process requires additional attention and sources 
rather than twitter information itself. 

In order to elaborate the importance of social media content and user perceptions of 
companies we conducted a case study. The focus of the case study was on smartphone 
manufactures in the United States in order to avoid geographical and cultural sampling 
errors. In the US, 169 million people own smartphones (70 % mobile market penetration). 
According to ComScore§ [Comscore (2014)], during the six months ending in July, Apple 
ranked as the top Original Equipment Manufacturer (OEM) with 41.9 % of US smartphone 
subscribers. Samsung ranked second with a 27.7 % market share, followed by LG with 6.6 
%, Motorola with 6.1 %, and HTC with 5.1 %. Table 1 is showing the percentage share of 
the smartphone market in the US. 

Table 1.   Share (%) of smartphone OEMs. 

 Feb-14 May-14 Jul-14 Average 
Apple 41.3 41.9 42.4 41.9 
Samsung 27.0 27.8 28.4 27.7 
LG 6.8 6.5 6.4 6.6 
Motorola 6.3 6.3 5.7 6.1 
HTC 5.4 5.1 4.7 5.1 

 
This study, examined the content exists on twitter for the five highest market 

shareholders in the smartphone industry for a particular time period. Natural Language 
Processing (NLP) techniques supplemented with sentiment analysis were applied to 
analyze unstructured text content on twitter. In addition, crowd intelligence was used to 
evaluate the quality of content perceived regarding the most impactful tweet’s content 
relevant for each company’s product. Furthermore, an inspection has been performed on 
the characteristics of the profile which generated the top tweets and their relative influence 
on explaining public sentiment polarity. Specifically, the study attempts to answer the 
following questions. 
 
- How the content quality perceived from user perspective in SNSs varies among different      
type of content generators? 
- How does the public sentiment reflect upon content’s sentiment polarity within different 
category of content providers in SNSs? 
 

The potential contribution of the paper can be linked to technology management tools 
as they play an important role in helping to make decisions in complex and dynamic 
environments [Phaal et al. (2006); Keltsch et al. (2011)]. Our study could provide an 
additional configuration for the technology management toolkit to understand the brand 
presence of firms in social networking services. 

 
§ ComScore is an American internet analytics company providing marketing data and analytics to many of the 
world’s largest enterprises, agencies, and publishers. 
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3. Data collection and methodology 

3.1. Social media data 

Twitter platform was selected for retrieving the company’s product related textual data. A 
social networking and microblogging service, Twitter allows users to post real-time 
messages, tweets, restricted to 140 characters in length. The users of Twitter use the “@” 
symbol to refer to other users, which automatically alerts them. Hashtags “#” are used to 
mark topics primarily in order to increase the visibility of the tweets. Users can follow 
other users and/or be followed by other users (followers). Once a user follows another user, 
the generated tweets from the follower’s user account will be automatically linked and 
shown on the user’s home page. The unique characteristics and features of Twitter as a 
microblogging service are illustrated in Figure 1. 
 

 
Figure 1.   Twitter infographic diagram (adapted from Uddin et al. 2014). 

With respect to twitter characteristics, the searching queries have been constructed in a 
way that captures the most relevant content regarding the specific product category of the 
studied companies. Desired products for each company has been selected from 
Phonearena.com (Premium website for mobile phone information and specifications). 
Study period has been set for 1 year, from January 2014 till end of December 2014. 
Geographical location has been fixed for United States and English language has been set. 
The constructed searching queries can be find in Appendix A.     

At this stage we used the twitter search web interface** and broke the queries into 
various time intervals in order to allow an easier/smoother capturing process of past tweets. 
This consists of 12 iterative process (for 12 months) of running queries for each respected 
case company. The responding matches loaded into a modified light performance browser 
for better management of the system memory. In the next step, the loaded content with the 
same format as it displayed in the browser, transferred to an application that can show the 
same quality content as it’s an important step for cleaning and categorizing data. In order 
to extract the required information easier with greater precision, a rich text editor 
application “MS Word” has been used. Tweets identical features such as username, time, 
and location plus textual formatting features such as text color and text size have been 
 
** https://twitter.com/search-advanced 
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benefited for separating different data types automatically. For better data management and 
analysis, a tabular program had been used, in a way to operate on data represented as cells 
of an array, organized in rows and columns, widely known as the spreadsheet. “MS Excel” 
as a spreadsheet program had been used for this purpose. With some minor modifications 
for transferring the textual data into a sensible format. 

The total amount of tweets retrieved for the targeted companies over the period was 
about 292,000 tweets. Apple smartphones related tweets consist 60% of all retrieved 
tweets, following that Samsung with 28%, HTC with 6%, Motorola with 4% and LG with 
2%.  

In the next section we will encounter the number of the followers of the twitter profiles, 
generating the tweets, in order to sort the tweets accordingly from the highest to the lowest. 
This is a promising way to identify the tweets with a high impact as the profile has a higher 
number of followers. Furthermore we shall detect different profile type of tweets. 

3.2. Types of Twitter Profiles 

The main motivation for twitter profile investigation mainly initiated from the fact that 
humans as intelligent individuals will impose complex factors where it comes to consume 
and disseminate information in SNSs. Moreover, the quality of content highly affiliates 
with the content generator characteristics and intention as different purposes create 
different needs; therefore each profile type serves a different purpose. Twitter profile 
categorization highly depends on the intention of the study.  We therefore chose to 
construct five different types of twitter profile with below descriptions. 
 

I. Personal profiles: These accounts contain personal content and have no tie or 
mention of corporate or brand information. They are created by individuals who 
do not want to be associated with their employer. Technically, the accounts have 
been created for the purpose of acquiring news, learning, fun, etc. Generally, these 
individuals show a low to mild behavior in their social interaction. 

II. Professional profiles: These are personal users who communicate with 
professional intent on Twitter. They share useful information about specific topics 
and are involved in healthy discussion related to their area of interest and 
expertise. Professional users tend to be highly interactive: they follow many and 
are also followed by many. 

III. Corporate and business profiles: These users are different from personal and 
professional users in that they follow a marketing and business agenda on Twitter. 
Their profile description strongly depicts their motive, and similar behavior can 
be observed in their tweeting behavior. Frequent tweeting and less interaction are 
the two key factors that distinguish business users from both personal and 
professional users. The type of content might be primarily corporate content. This 
account can be managed by a team, often sporting the proper brand name of a 
company, and provide corporate news, deals, and support. 

IV. Feed/news profiles: These profile types represent automated services that post 
tweets with information taken from news websites such as CNN and BBC or from 
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different RSS feeds. The intentions of these tweets are news broadcasting, and 
they cover various areas. 

V. Viral/marketing services and spam profiles: These are mostly automated 
computer programs (bots), run behind the profile. The rate of this profile 
appearing and disappearing is rather high, as Twitter can detect the patterns and 
block these profiles. They provide a high portion of twitter content but at the same 
time are not easy to see because their content might not get spread compared to 
other types.  

Having extracted the twitter username from the data extraction task, we polled twitter’s 
public timeline through the twitter API and retrieved user profile info such as the number 
of followers (followers_count). For each company we sorted the tweets according to the 
followers count of the corresponding account. Therefore, the tweet generated by the 
account with higher number of followers, was located at the top. Then we looked at the top 
10 twitter accounts for each month for every company and classified these user profiles 
manually within our five defined categories. With manual annotation, the 600 shortlisted 
twitter accounts were classified within the five categories defined in section 3.2. The next 
section sets out to analyze tweet sentiment.  

3.3. Sentiment analysis 

Finding the polarity of public opinion from the retrieved tweets is facilitated by an 
automated Sentiment Analysis (SA) technique. The purpose of the implementation is to be 
able to automatically classify a tweet sentiment as a positive or negative for a big set of 
data. The implementation of sentiment analysis of tweets using Python and the Natural 
Language Toolkit (NLTK)†† was adopted from Luce [(2012)]. To understand the perceived 
sentiment of tweet content, we needed a corpus of tweet ratings. The computer, however, 
needs a training corpus or documents with information to learn from, and increasing the 
volume of documents will leads to better results. In sentiment analysis, the training corpus 
always involves example documents annotated manually into categories. Having learned 
from example, the computer can apply the acquired knowledge to new documents (a hold-
out corpus or training set) and classify them into sentiment categories. In order to construct 
a training set, a multi domain dataset of Blitzer et al. [(2007)] had been utilized. The 
database is a product reviews from six Amazon product domains (book, dvd, electronics, 
kitchen, music, video) which has been manually annotated and classified as either positive 
or negative. Instruction has been followed from Luce [(2012)] in order to create a classifier 
by extraction of relevant word features and labeling. The constructed variable ‘training set’ 
includes the labeled feature sets which contain a list of tuples which each tuple containing 
the feature dictionary and the sentiment string embedded to it. Now, we have our training 
set which can train our classifier for predicting the opinion polarity of unseen tweets. Figure 
2 is an illustration of the steps for conducting the sentiment analysis. 
 

 
†† http://www.nltk.org/ 
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Figure 2 Sentiment analysis steps (adapted from Luce 2012). 

The classification methods for performing sentiment analysis are many (e.g. Naive Bayes, 
Maximum Entropy, SVM). Naive Bayes is the algorithm which was used in our research 
in order to classify documents in categories of positive and negative sentiment. Bayesian 
classifiers are based on the Bayes rule which sees conditional probabilities so that the 
condition can be conveniently flipped around. A conditional probability is usually written 
P(X | Y) meaning that event X will occur, given evidence Y. This probability can be 
determined according to the Bayes rule when all we have is the probability of the opposite 
result and of the two components individually: P(X | Y) = P(X)P(Y | X) / P(Y). This 
facilitates estimating the probability of something based on examples of it occurring [Lewis 
(1998)].  

Naive Bayes is a simple model which works well on text categorization [Weikum 
(2002)]. Even though text categorization based on the Naive Bayes model is simple and its 
conditional independence assumption is not valid in reality, it still performs surprisingly 
well [Lewis (1998)]. Domingos and Pazzani [(1996)] even showed that it is ideal for certain 
problem classes with highly dependent features. We tuned the Naive Bayes classifier in 
way that it uses the prior probability of each label which is frequency of each label in the 
training set, and the contribution from each feature. 

Here, we are estimating the probability of a document being positive or negative, given 
its contents. This is convenient, because our data set has yielded examples of positive and 
negative opinions. Thus, the initial formula is  

 ! " # = 	!	 " ! # "
! #  (1) 

 
where c is a specific class and t is text we want to classify. P(c) and P(t) are the prior 
probabilities of this class and this text, and P(t | c) is the probability that the text appears 
given this class. Here, the value of class c might be positive or negative, and t is just a 
sentence. 
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The goal is choosing the value of c to maximize P(c | t): Considering “w” as word, 
where P(wi | c) is the probability of the ith feature in text t appears given the class c. We 
need to train parameters P(c) and P(wi | c). The Naive Bayes model produces these 
parameters effortlessly, since they are just the maximum likelihood estimations (MLEs) of 
each. When making a prediction about a new sentence t, we calculate the log likelihood 
P(c) +∑ilogP(wi|c) of different classes, and take the class with the highest log likelihood 
as prediction. In practice, this needs smoothing to avoid zero probabilities, which occur 
when there is an unseen word when making prediction [Narayanan et al. (2013)]. 

Let’s go through an example of a text ‘My phone is not good’. The first step will discard 
any feature names that are not known by classifier if exists. Next step is to find the log 
probability for each label. The probability of each label (‘positive’ and ‘negative’) is by 
default 0.5. Due to our implemented training set the word ‘good’ weights on the positive 
side but the word ‘not’ is part of more negative text in our training set so the output from 
the classifier is ‘negative’. With the same logic we happen to see the following text: ‘This 
phone is not bad’ would return ‘negative’ even if it is ‘positive’. Again, a large and well-
chosen sample will help with the accuracy of the classifier. 

In order to estimate the accuracy of the sentiment classifier on the training set, an 
accuracy measure has been calculated accordingly. As the trained model will be used to 
predict the polarity of an unseen tweet, knowing the accuracy ratio is important. In pattern 
recognition and information retrieval with binary classification, the accuracy is the 
proportion of true results (both true positives and true negatives) among the total number 
of cases examined. Accuracy is measured by the area under the ROC (Receiver Operator 
Characteristic) curve which an area of 1 represents a perfect test; an area of 0.5 represents 
a worthless test. Figure 3 is an illustration of ROC curve which corresponds to our classifier 
model. 
 

 
Figure 3.    ROC curve. 

 
Accuracy ratio has been used as metric to evaluate the usefulness of a model: 
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&""'()"* = +! + 	+-
+! + .! + .- + +-    (2) 

where 
 

TP = Number of True Positive,  
FP = Number of False Positive  
TN = Number of True Negative,  
FN = Number of False Negative 
 

Our results from the acquired Naive Bayes classification algorithm indicates 76% of 
accuracy measure which is the area covered under the ROC curve. The acceptable accuracy 
rate suggests that using the Naive Bayes classifier for detecting tweet sentiment could be 
used in practice. 

After the sentiment detection, a high share of neutral tweets is understandable and has 
been addressed by other researchers following the same practice [Kwak et al. (2010); Yu 
et al. (2013)]. We also ignored the neutral sentiment result and considered using the 
positive and negative detected results for the same reasons: subjective expressions always 
imply either positive or negative feelings. Moreover, from the methodological perspective 
(machine learning) the mature sentiment repository is not yet available to efficiently and 
accurately identify neutral sentiment. The detected portion of positive and negative 
sentiment for each company in each month is presented in Appendix B. 

The result in this section helped us to understand the overall sentiment polarity carried 
by content on twitter regarding the company’s product. In the next section the attempt is to 
evaluate the content on twitter from the human perspective. The calculated scores for the 
tweets sentiment transferred to spreadsheet for further analysis. 

3.4. Crowd intelligence content evaluation 

This subsection tries to investigate which type of tweets gets higher evaluation from 
individuals based on their producers. Within our initial shortlisting of twitter profiles with 
the highest number of followers, we tend to focus on contents of the top tweets from these 
profiles accordingly.  

Due to the development of internet-based tools, we outsourced work to individuals in 
order to construct the survey. Technically we applied the concept of crowdsourcing which 
has been defined as a practice of getting ideas and services from a large group of people 
willing to contribute their input. This type of outsourcing can be applied to various 
activities and most notably to tedious tasks [Safire (2009)]. 

In order to capture the level of the user’s interest for these top tweets, a survey was 
designed, asking the likelihood of users reading the represented content. Mechanical Turk 
(MTurk), a service from Amazon, was used to perform the content evaluation task. 
A crowdsourcing internet marketplace, MTurk allows individuals and businesses (known 
as requesters) to coordinate the input of individuals in performing tasks that cannot be 
computerized. Tweets are notoriously hard to classify given all the abbreviations, sarcasm, 
and hash tags; therefore individuals may give the best results. Participants were asked to 
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evaluate their interest of reading a content on a Likert scale (1=not at all interested to 
5=very interested). 300 people get involved with the questionnaire and evaluated the 
tweet’s content quality. Each individual participant was provided with a randomly selected 
question (out of 120 variation of questions) to do the evaluation task. Appendix D is 
showing one sample of such questions. The detailed crowd content evaluation score can be 
seen in Appendix C whereas the distribution of the results can be seen in Appendix E which 
will be discussed further in the next section. 

4. Findings 

For answering the research questions, the calculated indices were considered, and the 
following variables were constructed in order to investigate the relationships between 
them. Table 2 shows the constructed variables with their description.  
 

Table 2.   Cconstructed variables with their description. 

Variable Description 
PERSON_USER_COUNT it Total tweets posted by personal profiles for company i in month t 
PERSON_USER_POS it The number of positive sentiment tweets by personal profiles for 

company i in month t 
PERSON_USER_NEG it The number of negative sentiment tweets by personal profiles for 

company i in month t 
PROF_USER_COUNT it Total tweets posted by professional profiles for company i in month t 
PROF_USER_POS it The number of positive sentiment tweets by professional profiles for 

company i in month t 
PROF_USER_NEG it The number of negative tweets by professional profiles for company i 

in month t 
COAP_USER_COUNT it Total tweets posted by corporate and business profiles for company i 

in month t 
COAP_USER_POS it The number of positive sentiment tweets from corporate and business 

profiles for company i in month t 
COAP_USER_NEG it The number of negative sentiment tweets from corporate and business 

profiles for company i in month t 
NEWS_USER_COUNT it Total tweets posted by feed/news profiles for company i in month t 
NEWS_USER_POS it The number of positive sentiment tweets from feed/news profiles for 

company i in month t 
NEWS_USER_NEG it The number of negative sentiment tweets from feed/news profiles for 

company i in month t 
VIRAL_USER_COUNT it Total tweets posted by viral/marketing services and spam profiles for 

company i in month t 
VIRAL_USER_POS it The number of positive sentiment tweets from viral/marketing services 

and spam profiles for company i in month t 
VIRAL_USER_NEG it The number of negative sentiment tweets from viral/marketing 

services and spam profiles for company i in month t 
OVERALLCAT_NEG_SENT it The number of negative sentiment detected in top tweets in 5 

categories for company i in month t 
OVERALLCAT_POS_SENT it The number of positive sentiment detected in top tweets in 5 

categories for company i in month t 
 
Refereeing to the profile detection and categorization task which explained in section 3.2, 
figure 4 is a representation of the 600 twitter profiles which has been detected and 
categorized manually. As it can be seen from the figure, the distribution of the detected 
profiles for each company case is very different. Companies such as Apple, Samsung and 
LG has bigger portion of professional content producers whereas for HTC and Motorola 
the dominance category is News and Corporate account types. Relatively, the proportional 



A. Hajikhani, J. Porras & H. Melkas 
 

12 

figure for viral type of account is very miner in all companies and that mainly is due to the 
mechanism that the tweets were shortlisted for profile categorization task. The shortlisting 
mechanism was based on the number of followers of the twitter profile which eventually 
is a proxy for interesting content that will left out the spam type of a content. 

The right side of the figure 4 is an illustration of crowd evaluation survey regarding the 
quality of a tweet content. The fact that can be depicted from the crowd intelligence 
evaluation survey, result is that the participants found the contents relatively interesting to 
read as the evaluation results are skewed towards the right. This can be understandable as 
long as the content’s material for the survey where shortlisted based on the impact of the 
content producers which is a proxy for a content being interesting. However, what can be 
observed from the results is that professional user content is more interesting and in the 
second place the pure personal content is interesting for participants to read. The other 
point worth to be noted is the corporate content that have the lower valuation score from 
participants. 
 

 
Figure 4.   Profile distribution and content evaluation. 

 
Regarding the second research question, a test has been designed to investigate the 
influence of top contents (tweets) to the public sentiment. Therefore, for each individual 
case company, a Pearson's product-moment correlation was ran to assess the relationship 
between public sentiment and overall categorical sentiment detected for each company. 
Table 3, shows the result of the Pearson’s correlation analysis between public sentiment as 
dependent variable and the overall categorical sentiment calculated for each individual 
company as independent variable. The test had been handled in separate for positive and 
negative detected tweets. The correlation matrix has been simplified and the results are 
represented in table 3. 
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Table 3.  Pearson’s correlation estimation of public sentiment and categorical sentiment. 
Variable Pearson Correlation 

Apple Samsung HTC Motorola LG 
Overall public positive sentiment as dependent variable  
OVERALLCAT_POS_SENT it .233 

(.465) 
.037 

(.910) 
.068 

(.833) 
.459 

(.134) 
-.021 
(.949) 

Overall public negative sentiment as dependent variable 
OVERALLCAT_NEG_SENT it .785** 

(.002) 
.583* 
(.047) 

.552 
(0.63) 

.867** 
(.000) 

.860** 
(.000) 

**. Statistically significant at p < .01 level 
*. Statistically significant at p < .05 level 
 
There is a statistically significant relationship for 4 case companies. The results impose the 
different carrying capacity of negative and positive high impactful content (tweets).In 
Table 4 we extend the analysis in order to estimate how the overall public sentiment result 
explains the relationship between the sentiments within the contents of each particular 
twitter profile category we detected earlier. 
 

Table 4.   Correlation coefficient estimation for overall twitter sentiment results with twitter top content 
sentiment 

Variable Pearson Correlation 
Apple Samsung HTC Motorola LG 

Overall positive sentiment as dependent variable 
PERSON_USER_POS it -.550 

(.064) 
-.168 
(.603) 

.069 
(.831) 

.195 
(.544) 

-.192 
(.551) 

PROF_USER_POS it .226 
(.480) 

.117 
(.718) 

-.315 
(.318) 

-.033 
(918) 

-.298 
(.347) 

COAP_USER_POS it .088 
(.785) 

-.260 
(415) 

.511 
(.090) 

-.166 
(.605) 

.321 
(.309) 

NEWS_USER_POS it .480 
(.114) 

.223 
(486) 

-.207 
(.519) 

.393 
(.207) 

.103 
(.750) 

VIRAL_USER_POS it -- -- -.578* 
(.049) 

-- -- 

Overall negative sentiment as dependent variable 
PERSON_USER_NEG it -- .747** 

(.005) 
-.056 
(.864) 

.660* 
(.020) 

.549 
(.065) 

PROF_USER_NEG it .932** 
(.000) 

-.381 
(.221) 

.365 
(.244) 

.097 
(.765) 

.794** 
(.002) 

COAP_USER_NEG it -.464 
(.129) 

.226 
(.480) 

-- -- -- 

NEWS_USER_NEG it -.267 
(.401) 

-.457 
(.135) 

.633* 
(.027) 

.048 
(.881) 

-.210 
(.513) 

VIRAL_USER_NEG it -- -- -- -- -- 
**. Statistically significant at p < .01 level 
*. Statistically significant at p < .05 level 
 
Results in table 3 revealed significant relationship between negative sentiment from public 
and negative categorical sentiment captured in top tweets. Hereby, we are expecting to see 
how the strong relationships appear in categories of profile within top tweets. As it can be 
seen from table 4, in four out of five case companies, personal and professional users’ 
tweets carrying negative sentiment had a positive relationship with the overall negative 
sentiment captured for each company. This result burdens the fact of the weight and value 
of negative massages compared to the positive and neutral ones. The moderate effect of 
negative news and its role in financial markets has also been captured and explained in 
earlier studies [Xin Xu and Zhang (2013)]. 
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5. Discussion and Conclusion 

Crowd evaluation of company’s related content in Social Network Services (SNSs) 
revealed the importance of its quality rather than its quantity. This magnifies the 
importance of content representing companies in SNSs and emphasizes on the innovative 
ways of producing and delivering it. 

In this study we utilized sentiment analysis techniques in order to understand the overall 
polarity of public sentiment regarding specific companies’ products. At the same time, a 
crowd intelligence evaluation of top tweets for each company was also made as we 
recognized the importance of the content producer and his or her intent to share it in social 
media. Adding to the literature on innovation in social media marketing, our findings 
introduce the content producer’s impact on shaping a company’s image through public 
opinion. While being innovative in social media is rather vague and nearly impossible to 
capture, we illustrate how the users of social media prefer to look at more human and 
generic content rather than pure advertisements and corporate announcements. 

Specifically, we showed that overall sentiment perceived from content in Social 
Network Services (SNSs) does not necessarily relate to what normal users might perceive 
of a brand. When viewing content providers categorically in social media (Twitter), 
professional users who were not affiliated with any company got higher scores in crowd 
intelligence evaluation for getting their content read. 
Next we investigated, how public sentiment sensitivity is triggered by most interested 
content in SNSs. The results had been indicated that negative sentiment polarity coming 
from the top tweets has more explanatory power to explain the public sentiment. The same 
effect has not been shown in categorical positive sentiment. In a more detailed view, 
negative sentiment detected in personal and professional content showed a positive 
relationship with overall negative sentiment. This again amplifies the importance of this 
humanistic type of content producers in social media.   

The impact of negative tweet’s sentiment indicates the importance of top content in 
terms of representing a company’s image in social media. Admittedly, the overall 
sentiment result may not be a sufficient indicator for understanding the company’s image 
among the public. Due to the fact that all the content (tweets) is not subjected to equal 
audiences, the content generator plays a significant role as a distribution channel which 
finally contributes to forming the company’s image in SNSs. 

In summary, our results suggest that sentiment analysis can contribute to our ability to 
understand the user’s perceived understanding of a company’s specific products. 
Importantly, a detailed view of content generators and the level of their influence in social 
media would highly add to this understanding. While information exchange mechanism is 
different when it comes to other type of SNSs platforms, a future study could deeper our 
understanding of company’s image in other type of SNSs channels. 

6. Managerial Implications 

The present work provides theoretical contributions with a relevant impact on a variety of 
contiguous fields. It encompasses the elaboration of innovative marketing methods with 
social network services and can help corporations to adjust their advertising strategies. 
Marketing in social media has complex logistics. Currently, it is the matter of good content, 
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good timing, and the right distribution channel. As the public showed a high tendency to 
look for more humanistic profile types such as personal and professional accounts, a 
company with different twitter accounts makes a brand more preferable to individuals and 
can help to bond a connection. Meanwhile, this strategy of multiple accounts provides the 
customers with a great service portal. Their success is evident as more and more brands are 
adopting this approach. 

Playing on the strengths of each, the different types of profiles are useful for a branding 
strategy. Internal coordination with a process and policy, however, will also help to provide 
a common and high-quality experience to customers. It is vital to understand which type is 
right for the company’s social media, where the culture and goals of the organization set 
the course. Companies can have several twitter accounts to serve different purposes. One 
account can be used to share factual information, whereas another can be in a supportive 
role and the other one can meant to help employees who have little connection to the 
product or customers. To ensure the quality and effectiveness of these accounts, however, 
it is important to establish beforehand whether they have an audience and that enough effort 
is put to keeping them up-to-date with fast response rates. 
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Appendix A 
Table A.1.   Twitter searching queries 

Company Product Searching query 

Apple Iphone 5, 5s, 5c, 6, 6 plus Results for Iphone 5s OR 5c OR 6 OR plus lang:en near:"United 
States" since:2014-1-1 until:2014-12-30 

Samsung Galaxy S series including 

II III 4, note 

Results for samsung Galexy OR II OR III OR 4 OR note lang:en 
near:"United States" since:2014-1-1 until:2014-12-30 

LG G3, G2, G pro 2, G flex, 

optimus G pro 

Result for LG OR G3 OR G2 OR G OR G pro 2 OR G flex OR 
optimus G pro lang:en near:"United States" since:2014-1-1 
until:2014-12-30 

Motorola Droid series, MOTO Result for Motorola OR Droid series OR MOTO lang:en 
near:"United States" since:2014-1-1 until:2014-12-30 

HTC ONE, DESIRE Result for HTC OR one OR desire lang:en near:"United States" 
since:2014-1-1 until:2014-12-30 

Appendix B 

   Sentiment Jan-
14 

Feb-
14 

Mar-
14 

Apr-
14 

May-
14 

Jun-
14 

Jul-
14 

Aug-
14 

Sep-
14 

Oct-
14 

Nov-
14 

Dec-
14 

Apple 
Negative 37% 48% 54% 27% 32% 49% 58% 45% 25% 30% 48% 31% 

Positive 63% 52% 46% 73% 68% 51% 42% 55% 75% 70% 52% 69% 

Samsung 
Negative 52% 55% 30% 31% 27% 74% 25% 42% 47% 40% 40% 65% 

Positive 48% 45% 70% 69% 73% 26% 75% 58% 53% 60% 60% 35% 

LG 
Negative 42% 40% 48% 37% 35% 55% 26% 29% 25% 63% 18% 22% 

Positive 58% 60% 52% 63% 65% 45% 74% 71% 75% 37% 82% 78% 

Motorola 
Negative 70% 65% 63% 70% 82% 63% 65% 60% 76% 58% 57% 58% 

Positive 30% 35% 37% 30% 18% 37% 35% 40% 24% 42% 43% 42% 

HTC 
Negative 52% 50% 42% 56% 35% 22% 57% 63% 37% 42% 73% 35% 

Positive 48% 50% 58% 44% 65% 78% 43% 37% 63% 58% 27% 65% 

Appendix C 

 Jan-
14 

Feb-
14 

Mar-
14 

Apr-
14 

May-
14 

Jun-
14 

Jul-
14 

Aug-
14 

Sep-
14 

Oct-
14 

Nov-
14 

Dec-
14 

Overall 

Apple 0.60 0.80 0.73 0.60 0.33 0.67 0.47 0.87 0.67 0.80 0.73 0.60 0.66 
Samsung 0.60 0.47 0.60 0.80 0.80 0.47 0.67 0.60 0.53 0.47 0.53 0.33 0.57 
LG 0.53 0.47 0.33 0.60 0.67 0.73 0.73 0.87 0.47 0.60 0.33 0.40 0.56 
Motorola 0.33 0.60 0.47 0.47 0.33 0.67 0.60 0.80 0.47 0.40 0.67 0.80 0.55 
HTC 0.40 0.53 0.53 0.53 0.47 0.67 0.40 0.33 0.53 0.67 0.33 0.53 0.49 
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Appendix D 
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Appendix E 
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Abstract— Innovation is the main engine of a 
sustained economic growth that leads to a vibrant 
economy. Meanwhile, the large and diverse array of 
participants and resources are constructing an 
ecosystem where the synergies contribute to ongoing 
innovation and flourish in a modern economy. One 
major dimension of a healthy innovation ecosystem is 
illustrated in the social-economical aspects of society 
known as entrepreneurship. Our research concern is to 
capture the efficiency of social capital capacity towards 
entrepreneurship-oriented activities in society at large. 
The approach is to look at the perspective in the form of 
an input and output where inputs are the governmental 
efforts for educating human capital in the society and the 
output is the entrepreneurial-oriented activities and 
desires. Special focus was given to social network 
services in order to capture entrepreneurial activity as 
well as leverage established reports in the country level 
performance benchmarking practices regarding 
innovation and entrepreneurship. The level of analysis is 
country level by looking at a sample of European 
countries. In order to assess the efficiency of input efforts 
to be transformed into output, a non-parametric method 
dominant in operation research and economics known as 
Data Envelopment Analysis (DEA) has been utilized. 
Efficiency measures are calculated which generate a 
new scale and ranking accordingly, with an emphasis on 
efficiency rather than proficiency of social capital 
capacity. 

I. INTRODUCTION

Innovation and entrepreneurship concepts are
highly intertwined and dependent on each other [1]. 
In a seminal work in the field of Business, 
Economics and Management, Drucker focused on 
two aspects of innovation: the process of innovation 
(i.e. how innovators search for opportunities and 
transform them into a new practice in the 

1
 www.gemconsortium.org/ 

marketplace) and the practice of “entrepreneurship” 
(i.e. how an organization embeds the practice 
through institutional processes) [2]. 

When two disciplines are so closely aligned, as 
are innovation and entrepreneurship, in order to get 
actionable information, there is a need to look at 
entrepreneurship and innovation interchangeably. 
Consequently, various scholars have attempted to 
calculate, capture, compare and report 
measurements of innovation and entrepreneurship 
activities in the form of an index. The index 
compares a region or county for assessing and 
benchmarking innovation and entrepreneurship 
capacity, and is commonly used by corporate and 
government officials to compare countries. The 
reports and assessments are in the form of an annual 
ranking of countries by their capacity for, and 
success in, innovation or entrepreneurship. The 
reports comprise surveys and in-depth interviews to 
measure the partnerships with various organizations 
and institutions in order to calculate the measures. 
GII1 (Global Innovation Index) and GEM2 (Global
Entrepreneurship Monitor) are some recognized 
reports on evaluating countries’ innovation level 
and their entrepreneurial activity. The mentioned 
annual reports measure various aspects of an 
economy (country). Their measurement varies from 
economical aspects to social and cultural structures 
of the countries. 

The holistic and systemic perspective of an 
economy's performance in innovation and 
entrepreneurship provided from the mentioned 
report, triggers the question of the most influential 
measures among the many introduced. The quality 
and education level of human capital is one of the 

2
 https://www.globalinnovationindex.org/ 
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crucial factors for a successful innovation and 
entrepreneurial ecosystem. According to recent 
research, start-ups which had higher education 
among their founders had higher survival rate [3]. 
The importance of human capital has been pointed 
out by reports like GII in the year 2014. Meanwhile 
researchers have discussed the phenomenon from 
other dimensions such as culture. Culture is to the 
organization what personality is to the individual: 
“a hidden, yet unifying theme that provides 
meaning, direction, and mobilization” [4]. In the 
literature on the Quadruple helix proposed by 
Carayannis and Campbell, the focus is on social 
capacity [5]. In the fourth helix, particular attention 
is on highlighting the importance of human capital 
and large social capital in fostering innovation. 
Richard Florida has recognized the importance of 
embedded capacity in human capital and has coined 
the term “creative class” as a key driving force for 
economic development of post-industrial cities in 
the United States. Florida's work proposes that a 
new or emergent class of knowledge workers, 
intellectuals and artists is an ascendant economic 
force, representing either 1.) a major shift away 
from traditional agriculture or industry-based 
economies, or 2.) a general restructuring into more 
complex economic hierarchies [6]. While it is 
important to encounter the social and human capital 
capacity in to the analysis, it’s hard to capture the 
influence of society with regards to 
entrepreneurship and entrepreneurial activity. 
Therefore, one flaw within the current reporting is 
that the attempt to use new data sources such as 
social media outlet to capture such a dynamic 
construct hasn’t been seriously considered. 

With the emergence of social media and 
widespread availability of access to the internet 
which led to the development of new forms of 
communication, vast opportunities are forming for 
capturing mass social interactions on social media 
platforms. Statista, an online portal for market data, 
estimates there will be some 2.67 billion social 
media users around the globe in 2018, up from 1.91 
billion in 2014 [7]. Another Web analytics 
company, Compete, reports that among the top 10 
websites in 2010, social networking sites (SNS) 
accounted for some 75% of total page views in the 
US, up from 31% in 2001 and 40% in 2006 [8]. The 
increased worldwide usage of smartphones and 
mobile devices is leading to high user engagement 
rates with SNS platforms [9]. SNS employ mobile 
and web-based technologies to create highly 
interactive platforms, ultimately enabling 

individuals and communities to share, co-create and 
discuss. The importance of social media outlets as 
valuable data sources establishes by the feature of 
pulsing societal concerns, while enable the further 
study and investigation on interactions between 
individuals and communities on social media 
platform. 

In this study, the focus will be first on ways to 
capture the capacity of society in an economy in 
terms of its impact on entrepreneurial oriented 
activities. Second, the investigation will be 
accompanied by integrating data points which 
identify the activities on social network services 
platforms related to entrepreneurship. The 
methodological approach in the study will 
implement a benchmarking model to evaluate the 
operational efficiency of the resources invested and 
the relative outcomes in the context of European 
countries. 

To guide our study, we set the following research 
questions: 

- How to operationalize social network services
data to evaluate the social capital capacity 
of an economy regarding entrepreneurial-
oriented activities? 

- How to evaluate the efficiency of an economy
based on its social capacity towards its 
entrepreneurial-oriented activities? 

This paper is structured as follows: In the 
following section, the importance of social capital 
and its educational capacity will be discussed and 
the previous literature will be reviewed. Further 
investigation and experiments will be conducted on 
a social network service platform in order to capture 
entrepreneurial-oriented activity in a set of 
countries. Next, the Data Envelopment Analysis 
model will be constructed for benchmarking of the 
studied countries. The process will carefully 
disclose capturing of the social capital capacity in 
terms of education, entrepreneurial intention and 
activity of the studied countries. The calculated 
efficiency scores and the resulted rankings in 
quantifiable terms in an analytical frame of DEA 
analysis will provide a new perspective on 
economies’ performance on utilizing their social 
capital resources toward entrepreneurial-oriented 
activity and innovation. 

II. LITERATURE REVIEW

Entrepreneurship and innovation are recognized
as critical factors for the wealth and 
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competitiveness of a nation. Entrepreneurship, or 
the act of entrepreneurs, are crucial in any 
innovation ecosystem. Innovation is an inherently 
human endeavor, and successful innovation 
happens when people with skills, experience, and 
capabilities come together to understand or predict, 
and then address, other people’s challenges. Talent, 
like capital and technology, is a key success factor 
for innovation, and inspiring potential talent will 
drive innovation and growth. The systems approach 
has been used to describe the multifaceted nature of 
innovation at various levels - national, regional, 
technological, and sectorial. The systems approach 
recognizes the interaction among the many actors 
and other “determinants of innovation processes, 
that influence the development and diffusion of 
innovations” [10]. This approach leads to 
understanding the processes by which research 
capabilities build knowledge, then transfer the 
knowledge to support business development; these 
processes are often understood in the context of the 
Triple Helix of business, government and academic 
interaction [11]. Earlier discussion of the 
'Quadruple Helix' included the additional 
perspective of the media-based and culture-based 
public. What results is an emerging fractal 
knowledge and innovation ecosystem configured 
for the knowledge economy and society.  

The complexity of designing and studding 
innovation programs have been risen to a new level 
and the reason assumed to be the systematic 
approach toward studding such a complex 
phenomenon. The previous simplified linier models 
of explaining the innovation such as research and 
development (R&D) expenditure is no longer 
adequate [12]. Indicators previously adapted from 
the assessment of industrial R&D evaluation are no 
longer sufficient to display the influence of 
programs on various parts of the innovation system 
and a systematic perspective requires more 
sophisticated and comprehensive means of 
evaluating the effectiveness of an innovation 
program [13]. Meanwhile, a major factor for this 
change of innovation process is the quality of 
human capital linked to the innovation activities 
carried out in countries. Other factors, such as 
technology and capital, also influence the 
innovation process; however, these directly 
correlate with the human factor, and therefore 
nurturing human capital will result in increased 
capacity for technology and other kinds of capital, 
leading to a solid foundation for innovation. 

Entrepreneurship and the human element in 
innovation can lead to better results at all levels. 

The definition of human capital in the Oxford 
Dictionary is the skills, knowledge, and experience 
possessed by an individual or population, viewed in 
terms of their value or cost to an organization or 
country [14]. In an organizational context, this 
capital is the constantly renewable source of 
creativity and innovativeness, and human 
capital refers to the collective value of the 
organization's intellectual capital (competencies, 
knowledge, and skills) in the form of its employees 
[15]. On the other hand, structural and 
organizational capital includes “all the non-human 
storehouses” of knowledge within a firm [16], 
ranging from information systems, databases, and 
intellectual properties to culture-carrying artefacts 
of organization [17]–[19]. From organizational 
perspective, strong human capital is needed to 
leverage the ability of the firm as a whole 
organization to perform certain activities to a 
superior level relative to competitors [20], and by 
investing in human capital and its proactiveness 
and innovativeness, the organization will benefit 
through increased performance. This corresponds 
to the views of Bateman and Crant [21] regarding 
the role of employees in proactive firm behavior. 
From an economical perspective, Adam Smith in 
his seminal work “Wealth of Nations” recognized 
the notion of human capital as the forth type of 
capital, which defied it as the acquired and useful 
abilities of all the inhabitants or members of the 
society [22]. Adam Smith articulates “The 
acquisition of such talents, by the maintenance of 
the acquirer during his education, study, or 
apprenticeship, always costs a real expense, which 
is a capital fixed and realized, as it were, in his 
person. Those talents, as they make a part of his 
fortune, so do they likewise that of the society to 
which he belongs” [23]. Alternatively, human 
capital is a collection of all of the knowledge, 
talents, skills, abilities, experience, intelligence, 
training, judgment, and wisdom possessed 
individually and collectively by individuals in a 
population. It is an aggregate economic view of the 
human being who is acting within economies; this 
view is an attempt to capture the social, biological, 
cultural and psychological complexity as they 
interact in explicit and/or economic transactions 
[24]. 

From sociological perspective, recent writings 
depict the notion of social capital, which has 
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extended the concept from an individual asset to a 
feature of communities and even nations. Another 
similar concept of entrepreneurial capacity was 
discussed in literature from an economical 
viewpoint, indicating that the increase in the 
quality of social capital causes not only a surge in 
economic activity, but also redistribution in favor 
of future generations [25]. From organizational 
perspective, entrepreneurial capacity allows a firm 
to capitalize on a broad scope of fresh, alternative 
perspectives that may fundamentally challenge 
embedded assumptions and path-dependent 
cognitive schemas that a firm uses [26]. We 
conjectured that the motivating factor for such 
entrepreneurial capacity might be the desire to 
acquire human capital and its accumulation which 
thereby influences the social capital.

Understanding how social capital leads to human 
capital is essential. The acquisition of social capital 
requires deliberate investment of both economic 
and cultural resources. Moreover, social capital 
may have its greatest impact in the accumulation of 
human capital, including the skills and knowledge 
that allow individuals to perform economically 
valuable labor [27], [28]. Education is considered 
as the primary vehicle through which people 
acquire human capital and achieve upward 
mobility, but what is the equivalent for social 
capital?

Social capital development on the internet via social 
networking websites such 
as Twitter or Facebook tends to be bridging capital 
according to one study, though "virtual" social 
capital is a new area of research [29]. Another 
perspective holds that the rapid growth of social 
networking sites suggests that individuals are 
creating a virtual network consisting of both 
bonding and bridging social capital. Twitter is 
currently one of the most popular social networking 
sites and touts many advantages to its users 
including serving as a social lubricant for 
individuals who otherwise have difficulties forming 
and maintaining both strong and weak ties with 
others [30]. 

Jih-Hsuan et al. [31] offer a noteworthy application 
of the scale of social media by measuring 
international residents originating from locations 
outside of the United States. The study found that 
social media platforms like Facebook provide an 
opportunity building social capital by connecting 
with Americans before arriving and then 

maintaining old relationships from home upon 
arriving to the States. The ultimate outcome of the 
study indicates that social capital is measurable and 
is a concept that may be operationalized to 
understand strategies for coping with cross-cultural 
immersion through online engagement. 

There is no widely held consensus on how to 
measure social capital, which has become a debate 
in itself; this lack of consensus is a barrier for 
understanding how social capital affects the 
creation of human capital. In the context of this 
experiment, social capital by the act of an 
individual’s participation in new communication 
outlets like social media platforms regarding 
entrepreneurial-oriented discussions will be 
recognized and defined. Effective adoption and 
execution of activities in social media is likely to 
require for an investment in social capital regarding 
proactiveness in entrepreneurial-oriented manners 
in society. 

The study will carefully select the required 
variables for conducting an efficiency comparison 
of the studied countries. One of the main 
benchmarking methods widely applied is Data 
Envelopment Analysis (DEA) which has been a 
popular research topic in the previous decade and 
will be leveraged in this study. Data Envelopment 
Analysis (DEA) traces its origin back more than two 
decades to Charnes, Cooper, and Rhodes' 1987 
paper [32]. The DEA model in its original form 
represented the performance or efficiency of the 
decision-making unit as the ratio of weighted 
outputs to weighted inputs, and has seen rapid 
expansion in recent years. 

III. ENTREPRENEURIAL ACTIVITY IN SOCIAL
NETWORK SERVICES

The popularity of social networking services 
consistently rises and new uses for the technology 
are frequently being observed. Web 2.0 tools such 
as Twitter provide the opportunity to gather novel 
metrics, accessible through application 
programming interfaces (APIs), which allows for a 
steady stream of data that is easily accessible [33], 
[34]. 

Twitter has become one of the most popular 
micro-blogging services on the Internet. 
Communication on Twitter occurs via small text-
based messages of up to 140 characters. There is a 
small but quickly growing body of literature 
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focusing on Twitter for use in scholarship [24,29]. 
In academic literature, Twitter is often a topic of 
research and is believed not only to aid in diffusing 
innovation [35] but to be able to forecast the stock 
market [36], [37], deal with natural disasters like the 
earthquake in Haiti [38], or evaluate companies’ 
brand presence [39]; Twitter can also simply serve 
as a news channel or an outlet for opinion sharing 
on consumer brands [40]. Twitter has been chosen 
out of other social networks for this research due to 
its structure, simplicity and power for dissemination 
of innovation (as described in Chang 2010 [35]). 

Figure 1 represents the anatomy of a tweet and 
shows what data points would become available 
from a tweet. 

Fig. 1.    Tweet anatomy 

Profile picture: The image of the associated 
account. 

Twitter account name: The name of the 
Twitter account. It might represent a real name of 
an individual, organization, entity or some other 
identification; the name may also be fake. 

Twitter @username: @username is the unique 
identity on Twitter. The @ sign is also used to 
mention people in Tweets, like this: 
Hello @Twitter! 

Tweet timestamp/date: This tells you when the 
Tweet was sent; the geo location of the tweet is also 
available here and is visible by clicking on the tweet 
itself. 

Tweet text: Every tweet is fewer than 140 
characters and may contain text as well as emoji. 

Links: A tweet can carry a link to other 
websites, articles, photos and videos. 

Hashtags: A hashtag is any word or phrase with 
the # symbol immediately in front of it. This symbol 
turns the word into a link that makes it easier to find 
and follow a conversation about that topic. 

Tweet actions: An interaction in form of reply, 
retweet and favoring a Tweet. 

The experiment has been conducted to collect 
the activity related to the startup ecosystem in each 
country, which is a good representation of societal 
practice of entrepreneurship. Startups are 
increasingly seen as significant contributors to 
national job-creation [41]; employment and gross 
national product data demonstrated the shift to an 
innovative startup-dominated economy [41]. 
Therefore, fostering the startup ecosystem is seen as 
the measure for improving national economy [42]. 

Based on surveying the literature and previous 
experiments, we took the assumption that startups 
are considered to be the main societal 
entrepreneurial activity. Twitter is a SNS platform 
which well represents and acts as support 
infrastructure for startups which are socially active. 
The study took the initiative to collect a sample of 
tweets from a region (country) and extract features 
(words and hashtags) related to startup activity; we 
have applied techniques to decompose hashtags, 
analyze them, and reuse the information extracted 
for classification purposes. 

Data are collected using the Twitter Search API 
and the process of capturing relevant tweets for each 
country was benefited by the experiment done in 
Mohout et al 2011 [43] which was an attempt for 
constructing the innovation radar by utilizing 
Twitter data. The initial search for targeting the 
tweets which is oriented about startup activity was 
facilitated by looking at the associated keywords 
and hashtags aligned to each hashtag, as 
experimented in Mahout 2015 [43]. This process 
enabled us to collect and construct a searching 
query tailored for each country (by utilizing geo 
location of tweets to isolate the countries) regarding 
their startup activity discussion on Twitter. In the 
next step, we constructed the searching query in 
order to extract the number of tweets for a year for 
each study country. Figure 2 is an illustration of the 
step taken. 
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Fig. 2.    Twitter analysis process

The result of this experiment is a proxy which 
illustrates the entrepreneurial activity for the 
studied countries. The numbers will be used in the 
output section among other metrics of the DEA 
model in order to calculate the efficiency ratio of 
countries in utilizing their social capital resources 
towards entrepreneurial-oriented activities. 

The ratio indicating countries’ entrepreneurial 
activity on Twitter is normalized by the population 
size and internet penetration rate in each country 
which was obtained from Internet Live Stats 3 . 
Figure 3 is a representation of the designed ratio in 
comparison to internet penetration. It illustrates the 
capacity achieved by a country regarding to the 
entrepreneurial oriented discussion in social media. 

Figure 3 Capacity of entrepreneurial oriented activity in social 
media 

IV. METHODOLOGY

The aim of the study is to assess the effectiveness 
and impact of social capital resources in boosting 

3
Internet live stats: Elaboration of data by International 

Telecommunication Union (ITU) and United Nations 

entrepreneurial-oriented activities. This study 
adopts both quantitative and qualitative 
approaches, depicting the complex issue of 
countries’ entrepreneurial-oriented activity 
through indicators both traditional and new, which 
enables to a benchmarking practice on the analysis 
of the results. The following sections contain brief 
introductions to the rational for experimenting 
benchmarking practice as well as efficiency model, 
the required indicators and model construction to 
perform the analysis. 

A. Benchmarking
The objective of benchmarking is to understand

and evaluate the current position amongst 
competing peers on a particular objective in relation 
to best practice and to identify areas and means of 
performance improvement [44]. Benchmarking 
been used as a tool to improve business or 
organization’ performance and competitiveness in 
business life, and has recently been adopted in both 
public and semi-public sectors [45]. While the 
general aspects of benchmarking include the 
evaluation and improvement of performance by 
learning from others, researchers have also begun 
investigating the scientific approaches to 
benchmarking, proceeding from practice towards 
theorizing [45]. 

The essence of performance analysis inherent in 
benchmarking has been leveraged in this study. 
This idea of a comparison between units of analysis 
by relative efficiency scores is found in the 
performance analysis literature [46]–[48]. Greiling 
2006 [46], describes benchmarking as a process to 
make learning easier as a continuum and systematic 
procedure of measuring products, services, and 
practices aiming at correcting failures and 
improving outcomes. 

 One of the most commonly used benchmarking 
frontier techniques is Data Envelopment Analysis 
(DEA). Efficiency scores among studied countries 
will be projected and ranked accordingly to get a 
concise clear of the highest efficient cases. 

B. Data envelopment analysis
The Data Envelopment Analysis (DEA)

methodology was first introduced by Charnes, 
Cooper and Rhodes in 1978 [32] and then extended 
by Banker, Charnes and Cooper in 1984 [49] This 

Population Division accessible from: 
http://www.internetlivestats.com/internet-users-by-country/ 
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methodology has been widely used for estimating 
technical efficiencies of Decisions Making Units 
(DMU). According to G. Tavares, in the period of 
1978 to 2001 alone, there have been more than 3600 
papers, books, and other written documents by more 
than 1600 authors related to DEA and the numbers 
are ever growing [50]. DEA is a mathematical 
programming method that provides a single 
measure of efficiency. It is calculated with 
information about the use of multiple inputs and 
multiple outputs and results in a score, called a 
frontier in these analyses, which represents the best 
practice. From this best efficiency frontier, the 
relative efficiency of DMUs is calculated. For each 
DMU, DEA presents an efficiency score, typically 
ranging between zero (inefficient) and 1 (efficient), 
which indicates inefficiencies. Furthermore, the 
DEA efficiency frontier can be used as a guideline 
so that inefficient DMUs can improve their inputs 
and outputs and reach the efficiency frontier. The 
maximization of the efficiency ratio will be 
achieved by solving a linear programming problem. 
The mathematical formula represented in the 
following known as “CCR” has been adopted from 
Cooper et al. [50] which is named after the creators 
Charnes, Cooper and Rhodes. 

The model is solved n times to determine the 
relative efficiency for each DMU. 

The CCR-model is sometimes referred to as the 
CRS-model because it builds on the assumption of 
constant returns to scale (CRS). Constant returns to 
scale mean that outputs increase in direct relation to 

an increase in the inputs, or similarly decreases in 
inputs bring about relative decreases in outputs. 
However, different return to scale assumptions may 
have different impacts on the allocation and besides, 
the homogeneity among DMUs also needs to take 
into account. Therefore, it is necessary to consider 
the problem under the variable return to scale (VRS)
assumption (called BCC model) [49]. 
Mathematically, the BCC linear programming 
model may be represented as follows [51]: 

The VRS quality of the model makes it more 
flexible and less strict than the previous CCR-
model. As a rule, CCR-efficiency scores never 
exceed BCC-scores, although the opposite often is 
true. The calculation in the study will present both 
CCR scores and BCC scores. 

1) CONSTRUCTION OF THE DEA-
MODEL 

A model tends to provide a simplification of 
reality to promote better understanding. In 
developing models a trade of is with the selection of 
variables which are capturing the reality and might 
be accused for an objectivity of viewer’s perception. 
This section tries to bring transparency to the 
procedure of constructing the DEA-model. It will 
present the simplification of the efforts on building 
capabilities in social capital as an initial resource 
towards entrepreneurial-oriented environment at a 
country level. Based on the discussion in the 
literature review section on the social capital 
phenomenon and its attributes, which emphasizes 
on skills and knowledge and education, we engage 
in a process of converting the attributes into existing 
variables. The output variables were purposefully 
selected to challenge the efficiency of the capacities 
seen in social capital. Therefore in regards to the 
context of this study the variables selected to 
represent entrepreneurial capacity within society. In 
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Figure 4 an attempt is a simplified sketch of the 
model. 

Fig. 4.    DEA Input and Output model 

The analysis is based on an extensive data set 
which is modified for applicability of the DEA-
model. European countries was the study subject in 
which 22 countries proceeded to analysis due to 
restriction of DEA model with handling missing 
value. Country is the level of analysis due to greater 
availability of data comparing to regions and is a 
sensible level due to language and cultural barrier 
for the context of our study. Each variable is 
normalized by the size of the representing country 
as the intention of the analysis is to challenge the 
efficiency within the capacity provided by the 
country. 

The quantification of inputs and outputs is 
presented in Tables 1 with the description and the 
sources of the variables.  The selected variables 
comprise 7 input and 6 output, all of which are 
relative measures to accommodate for differences 
in country size. We allow the model to use a one-
year time lag between inputs and outputs. 
Therefore, the input data are from year 2015 and 
output data are from year 2016. 

Table 1. Variable discription 
Input 

factors 
Proxy 

Indicator 
Source of 

variable 

Government 
expenditure on 
education (% of 
GDP) 

Government 
operating 
expenditures in 
education, 
including wages 
and salaries and 
excluding capital 
investments in 
buildings and 
equipment, as a 

UNESCO 
Institute for 
Statistics, UIS 
online database 

percentage of gross 
domestic product 
(GDP). 

Government 
expenditure per 
pupil, secondary 
(% of GDP per 
capita) 

Government 
spending on 
education divided 
by the total number 
of secondary 
students, as a 
percentage of GDP 
per capita. 
Government 
expenditure 
(current and 
capital) includes 
government 
spending on 
educational 
institutions (both 
public and private), 
education 
administration, and 
subsidies for 
private entities 
(students/household
s and other private 
entities). 

UNESCO 
Institute for 
Statistics, UIS 
online database 

School life 
expectancy, 
primary to 
tertiary 
education 
(years) 

Total number of 
years of schooling 
that a child of a 
certain age can 
expect to receive in 
the future, 
assuming that the 
probability of his or 
her being enrolled 
in school at any 
particular age is 
equal to the current 
enrolment ratio for 
that age. 

UNESCO 
Institute for 
Statistics, UIS 
online database 

Assessment in 
reading, 
mathematics, 
and science 

The Organisation 
for Economic Co-
operation and 
Development 
(OECD) 
Programme for 
International 
Student Assessment 
(PISA) develops 
threeyearly surveys 
that examine 15-
yearold students’ 
performance in 
reading, 
mathematics, and 
science. The scores 
are calculated in 
each year so that 
the mean is 500 and 
the standard 
deviation 100. The 
scores for China 
come from 
Shanghai; those for 
India from 
Himachal Pradesh 

OECD 
Programme for 
International 
Student 
Assessment 
(PISA) 
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and Tamil Nadu 
(average); those for 
the United Arab 
Emirates from 
Dubai; and those 
for the Bolivarian 
Republic of 
Venezuela from 
Miranda. These 
scores are those 
from the GII 2015 
report. 

Tertiary 
graduates in 
science, 
engineering, 
manufacturing, 
and 
construction (% 
of total tertiary 
graduates) 

The share of all 
tertiary graduates in 
science, 
manufacturing, 
engineering, and 
construction over 
all tertiary 
graduates. 

UNESCO 
Institute for 
Statistics, UIS 
online database 

Researchers, 
full-time 
equivalence 
(FTE) 
(Normalized 
score) 

Researchers per 
million population, 
fulltime 
equivalence. 
Researchers in 
R&D are 
professionals 
engaged in the 
conception or 
creation of new 
knowledge, 
products, processes, 
methods, or 
systems and in the 
management of the 
projects concerned. 
Postgraduate PhD 
students (ISCED97 
level 6) engaged in 
R&D are included. 

UNESCO 
Institute for 
Statistics, UIS 
online database 

New Doctorate 
Graduates 
(Normalized 
score) 

New Doctorate 
Graduates (ISCED 
6) per 1000 
population aged 25-
34

Innovation 
Union 
scoreboard 

Output factors 

QS university 
ranking average 
score of top 3 
universities 

Average score of 
the top three 
universities per 
country. If fewer 
than three 
universities are 
listed in the QS 
ranking of the 
global top 700 
universities, the 
sum of the scores 
of the listed 
universities is 
divided by three, 
thus implying a 
score of zero for 
the non-listed 
universities. 

QS 
Quacquarelli 
Symonds Ltd, 
QS World 
University 
Ranking 
2015/2016, Top 
Universities. 

Entrepreneurial 
intention 

Percentage of 18-
64 population 
(individuals 
involved in any 
stage of 
entrepreneurial 
activity excluded) 
who intend to start 
a business within 
three years 

Global 
Entrepreneurshi
p Monitor 

Entrepreneurshi
p as a desirable 
career choice 

Percentage of 18-
64 population who 
agree with the 
statement that in 
their country, most 
people consider 
starting a business 
as a desirable 
career choice. 

Global 
Entrepreneurshi
p Monitor 

Media attention 
for 
entrepreneurshi
p 

Percentage of 18-
64 population who 
agree with the 
statement that in 
their country, you 
will often see 
stories in the public 
media about 
successful new 
businesses 

Global 
Entrepreneurshi
p Monitor 

Venture capital 
investment 

early stage, 
expansion and 
replacement as % 
of GDP 

Global 
Entrepreneurshi
p Monitor 

Entrepreneurial-
oriented activity 
in social 
network 
services 

A ratio representing 
each country 
discussion in social 
media regarding 
entrepreneurial-
oriented activities 

Twitter  

Following the variable selection and definitions, 
Table 2 is a descriptive statistic of the variables 
which will be used in the DEA model. 

Table 2 Descriptive statistics 
Mean Median Std. 

Deviation 
Min Max 

GOV-EXP-
EDU 73.46667 89.4 33.48134 4.2 95.7 

GOV-EXP-
EDU-PUP 8.809524 5.9 7.376985 4.1 33.6 

SCHLIF 4573.671 4893.2 2925.147 14.1 10678.8 

AS-RED 92.45714 2.2 186.9299 0.7 502.5 

GRAD-SCI 7.647619 4.9 6.543599 3 22.3 
RESEARC
HER 3522.038 3438 1492.296 862 7223.3 

DOCTOR 0.572286 0.526 0.263068 0.14
4 1 

QSRANK 9.738095 4.4 20.74855 0 98.9 
ENTRE-
INTEN 12.51238 11.36 5.787126 5.93 31.7 

ENTRE-
CARER 56.94286 55.56 9.750038 40.6

6 79.11 
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MEDIA-
ENTRE 52.7 51.41 11.18362 33.4

7 75.68 

SOCIAL-
MEDIA 74.72857 73.2 10.01233 61.2 100 

VC-DEAL 0.057974 0.05407
8 0.036789 0.00

093 
0.13635
3 

V. RESULTS AND DISCUSSION

The result of benchmarking and efficiency 
assessment has been facilitated with MaxDEA 
software. MaxDEA basic edition developed by 
Cheng, G., and Z. Qian [52] has been used to 
determine efficiency ratios. The comprehension of 
efficiency ratio should be determined relative to 
other DMUs. It has been recommended to not to 
rely solely on the results of DEA as an individual 
analysis, but it is equally important to understand 
its significance in supporting decision-making 
when properly interpreted in conjunction with 
other information [13]. The relative notion of the 
efficiency score would interpret in a way that 
countries would be compared to each other that 
share a similar mix of inputs, which translates to 
similar possibilities of being efficient. The main 
objectives of DEA is to measure the efficiency of a 
DMUs by a scalar measure ranging between zero 
(the worst) and one (the best). The efficient state of 
DMU in DEA analysis is described in which 
further improvement won’t achieve without 
harming some other input or output. Therefore, in 
the context of this study, countries are turn out 
efficient whom utilized their capacity productively 
than less efficient ones. 
The efficiency scores are estimated using a variable 
return to scale, output oriented DEA with 7 inputs 
and 6 output. Decision making units (DMUs) with 
efficiency scores equal to 1 are efficient, while 
DMUs with scores greater or less than 1 are 
inefficient. Meanwhile it is important to note that 
the efficiency scores are relative scores. High 
relative efficiency scores do not mean that there is 
no room for improving performance. The results of 
these evaluations are displayed below in table 3. 

Table 3.   DEA analysis BCC and CCR efficiency 
scores 

BCC Output 
DMU 

Score CCR output 
DMU 

Score 

Ireland 1 Ireland 1 
Netherlands 1 Netherlands 1 
Luxembourg 1 Luxembourg 1 
Hungary 1 Hungary 1 
Portugal 1 Portugal 1 
Poland 1 Poland 1 
Slovakia 1 Slovakia 1 

Bulgaria 1 Bulgaria 1 
Latvia 1 Latvia 1 
Romania 1 Romania 1 
United 
Kingdom 1 Croatia 0.998495 

Finland 1 Greece 0.99245 
Croatia 1 Italy 0.96797 
Greece 1 Finland 0.959859 

Slovenia 0.995086 United 
Kingdom 0.954028 

Italy 0.969573 Belgium 0.943379 
Germany 0.955024 Slovenia 0.92143 
Belgium 0.946866 Germany 0.905398 
Sweden 0.90235 Sweden 0.879499 
Estonia 0.868719 Estonia 0.829102 
Spain 0.723702 Spain 0.706288 

We have also introduced a variable to represent the 
DMU’s performance regarding the venture capital 
raised funds among the output variables. The 
inclusion of VC variable was meant to see how the 
social capital in terms of education has been 
translated to efficiency on venture capital 
investments as well as entrepreneurial-oriented 
activity. The results of these evaluations are 
displayed in Table 4. 

Table 4.   DEA analysis with VC variable. BCC 
and CCR efficieny scores 

BCC Output 
DMU 

VC 
Score 

CCR 
DMU 

VC 
Score 

Finland 1 Finland 1 
Ireland 1 Ireland 1 
United 
Kingdom 1 United 

Kingdom 1 

Netherlands 1 Netherlands 1 
Luxembourg 1 Luxembourg 1 
Portugal 1 Portugal 1 
Hungary 1 Hungary 1 
Estonia 1 Estonia 1 
Poland 1 Poland 1 
Romania 1 Romania 1 
Latvia 1 Latvia 1 
Bulgaria 1 Bulgaria 1 
Slovakia 1 Slovakia 1 
Sweden 1 Croatia 0.999518 
Croatia 1 Greece 0.99245 
Greece 1 Italy 0.96797 
Slovenia 0.995086 Sweden 0.962335 
Italy 0.969573 Belgium 0.943379 
Germany 0.955024 Germany 0.935738 
Belgium 0.946866 Slovenia 0.92143 
Spain 0.743045 Spain 0.728821 
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VI. DISCUSSION AND CONCLUSION

The study aimed to achieve meaningful setup in 
order to communicate the results in which 
countries position establishes a base on their 
efficiency status on utilizing their capacities. The 
communication of the countries position in scale 
was facilitated by ranking in which the relationship 
between set of items are simplified into sequence 
of ordinal numbers. Rankings make it possible to 
evaluate complex information according to certain 
criteria. Therefore, utilizing the DEA model 
considered necessary to construct and calculate the 
countries ranking. 
Societal and cultural capacity have been 
recognized as  important factors for innovation-
driven economies and have been calculated in 
different forms such as human capital in Global 
Innovation Index 2014 [53]. This paper attempted 
to capture the social capital educational capacity 
and illustrate its indirect effect to the 
entrepreneurship-oriented activities.  
Entrepreneurship-oriented activities are triggered 
by many factors, and it is good to distinguish 
between “necessity entrepreneurs” and 
“opportunity entrepreneurs”. That sort of 
entrepreneurs who are the most valuable are the 
opportunity entrepreneurs, who are the new 
entrepreneurs who are starting their own businesses 
because they see opportunity, not because they are 
out of work and unable to get a job. Therefore, 
distinguishing of this two groups is important and 
leads to a better understanding of the overall 
capacity of a society for introducing opportunity 
entrepreneurs. 
The application of Data Envelopment Analysis is 
proposed as a methodology to overcome the 
problems related to the lack of methodology to 
assign the correct weightings for the calculation of 
indexes and to the subjectivity of the 
interpretations of results [54], [13]. The 
interpretability of efficient scores are due to the 
benchmarking feature which is based on indicators 
that enable decision makers to know the relative 
position of a DMU with respect to others. The 
benchmarking results utilized for the ranking lists 
in Tables 3 and 4, based on the BCC and CCR 
efficiency scores of each country. 

The rankings resulted in CCR calculation had 
similar or lower efficiency scores compering to 
BCC scores. The indication of this difference in 
ranking between the CCR and BBC suggest that 
some countries disadvantaged by the shift to 

constant return to scale assumption. However, 
almost half of the countries obtained the efficient 
status such as Ireland, Netherlands, Luxembourg, 
Hungary, Portugal, Poland, Slovakia, Bulgaria, 
Latvia and Romania. 

It is important to note that the reason to overvalue 
poor countries can be described since the model 
doesn’t encounter economic indicators. The 
intention for this research was to evaluate the social 
capacity and its transformation to entrepreneurial 
oriented activity. Therefore, the model may 
confuse prowess in economic development with 
the ability of entrepreneurial-oriented activities. In 
summary, DEA has potential to become a 
meaningful analysis tool for evaluating the 
achievement of higher capacity in social capital at 
the country level towards entrepreneurial-oriented 
activity. 
The study where able to add a new perspective on 
the established ranking system by proposing 
efficiency rather than proficiency. Non-parametric 
techniques such as DEA model can be applied to 
panel data such as this practice to shed light on 
changes in efficiency over time. The context of the 
study was relevant and important as it focuses on 
the social capital capacity and the efficiency of its 
utilization in an economy leading towards more 
entrepreneurial activity. The study had also 
discussed the importance of social network 
services outlets as the pulses of society and their 
dominant nature in hosting big portion of 
discussion. Furthermore, the SNS data had been 
leveraged in order to capture the vibe and intensity 
of the discussion on the SNS platform about startup 
and entrepreneurial activity. The result of the 
attempt was translated into a metric which was 
used in the DEA model. Therefore, the study and 
constructed model has the unique characteristic of 
examining the efficiency of countries in utilizing 
their social capital resources towards 
entrepreneurial-oriented activity. The efficient 
countries, according to the model, had a better 
balance in regards to their social capital and the 
entrepreneurial-oriented activity in society when 
compared to less efficient ones. 

In order to address the limitation of the study, the 
choices for the theoretical framework (e.g. 
definition of human capital, social capital and 
entrepreneurial activity) have an impact on the 
choice of variables, which also narrows the scope 
of research and the results to be achieved. Although 
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the Data Envelopment Analysis showed a great 
deal of freedom on scale and quality of data which 
can be used but also imposes certain restrictions 
such as sensitivity of the results to the selection of 
inputs and outputs and the lack of possibility for 
testing the specifications. 
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Crowd Intelligence Participation in Digital Ecosystem: Systematic Process for Driving 

Insight from Social Network Services Data 

ABSTRACT 

In the increasingly fast pace of digitalization, Social Network Services (SNS) are 

acting as a major component in the transformation process. Meanwhile, the progress of 

computational power and data analytics techniques necessitate revisiting the massive data 

generated from SNS for accurate insights for better decision making. In this article, we 

propose a systematic process for analyzing SNS data utilizing the advancement in text 

analytics and topic modeling. Furthermore, the proposed methodology derives insight from 

crowd intelligence contributions on Twitter regarding the sample case of Fukushima incident. 

The relevant tweets were retrieved, preprocessed, and textually analyzed to reveal the topic 

evolutionary pattern in the discussions. The topical analysis and visualization indicates more 

coherent and less topic proximity in discussion over time. 

Keywords: Digital Platform; Digitalization; Social Network Services; Content Analysis; 

Online Communication
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Introduction 

Digitalization is the process of integrating digital technology into everyday life, and 

is happening with an increasing trend. In an increasingly digital economy, data is playing a 

major role in digitalization and transformation of routines towards more integration with 

digital technologies. The convergence of extremely large data sets known as “big data,” 

which are generated by technologies such as social media, mobile, analytics, and cloud 

computing, has led to an unprecedented wave of digitalization that is currently fueling 

innovation in businesses and society (Legner et al., 2017). Modern science has become 

collaborative and digital. The Internet has supported the emergence of scientific digital 

platforms that globally connect programmers and users of novel digital scientific products 

such as scientific interactive software tools (Brunswicker, Matei, Zentner, Zentner, & 

Klimeck, 2017).  

In the face of a digital revolution, national and regional governments are increasingly 

defining digitalization as a strategic priority and are setting up large-scale initiatives to foster 

digital transformation of science, industry, and society (European commision, 2016; OECD, 

2016). As digitalization matures at various fronts of economies and societies, participation 

in digital ecosystems and platforms is increasing, along with the reach and range of these 

networks. Navigating through this digital ecosystem has provided a huge number of 

opportunities while introducing challenges as well. ICT have become widely available to the 

general public, both in terms of accessibility as well as cost; as a result, widespread and 
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affordable broadband access is one of the means of promoting a knowledge-based and 

informed society (Eurostat, 2017). The fast progress of technology has resulted in societies 

and communities that are connected and maintaining their communication on platforms such 

as social media or Social Network Services (SNSs). A huge amount of data is generated in 

SNSs so it raises the major research questions as follow: 

• How can the role of Social Network Services (SNSs) as a major component in digital 

platforms be materialized? 

• How does the collective knowledge in the process of generation and dissemination in 

SNSs evolve in structure and coherency? 

We review the emerging digital platform phenomena and scrutinize the theoretical 

perspectives, research methods, and data for better understanding of the concept. Next, we 

obtain a system perspective framework to draw out the important elements of the digital 

platform. After reviewing the digital platforms’ historical roots and specifications, we then 

focus on newly emerging entities such as SNSs and their impact and presence in digital 

platforms. Furthermore, we present ways and technologies in which SNS data can be 

analyzed for better insights. A systematic process will be proposed for SNS data analytics 

and a case study will be employed to put the methodology and proposed computational 

techniques into practice. The other end goal of our research is to better understand process 

and dynamics of knowledge creation among communities in online discussions. 
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Digital Platforms 

Digital platforms bring together two distinct streams of research. The emergence of 

digital technologies provides new avenues that allow the combination of material properties 

and digital properties (i.e., hardware and software) to create artefacts that are both flexible 

and reprogrammable (Kallinikos, Aaltonen, & Marton, 2013; Yoo & Henfridsson, 2010). 

According to Gawer (2014), platform considers as a value creation mechanism for its 

stakeholders that is built around a core and is stable over time. Various conceptualizations of 

digital platforms exist due to the distributed nature of digitalization (Henfridsson, 

Mathiassen, & Svahn, 2014). Therefore, it is necessary to elaborate on the two distinct stream 

of literature from which it borrows. 

A platform is known as the structure which bring together multiple user groups for 

the adoption of technology. Increasing adoption levels can trigger positive feedback cycles 

that further increase the usefulness of the technology (Arthur, 1989). Due to the network 

effect, a technology’s adoption increases by growth of the users (Katz & Shapiro, 1985; 

Shapiro & Varian, 1998). Network effects or network externalities will enrich platforms with 

complementary services, communities of users, higher-quality products, and new market 

opportunities (Dew & Read, 2007). Examples of network effects are social network services, 

which become more valuable if more end-users join the platform. Platforms are closely 

related to ecosystems and therefore the two terminologies has been used interchangeably (de 

Reuver, Sørensen, & Basole, 2017; Hajikhani, 2018). Both platforms and ecosystems are 
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often associated with “network effects” - that is, as the network grows and more users join, 

the more valuable the platform becomes to the owner and to the users themselves, due to 

increased access to a growing network of users and complementary innovations (Gawer & 

Cusumano, 2014). While ecosystems focus on structure and interdependence, platforms are 

concerned with governance. Platforms, explains by Adner (2017), “hold a hub position in a 

network of interactions” and “exercise power through centrality”. 

 

While the management literature on platforms is focused on modularization and 

governance of components in a hierarchical design (Clark, 1985), digital platforms imply 

distributedness and homogenization of data (Kallinikos et al., 2013; Yoo & Henfridsson, 

2010). Such characteristics of digitalization can lead to multiple inheritance in large 

distributed technical arrangements, meaning there is no single owner that owns the platform 

core and dictates its design hierarchy (Henfridsson et al., 2014). With the increasing 

availability of digital data about the digital ecosystem, its components and the relationships 

between them, we have an increased ability to apply data driven analysis and visualization 

approaches to generate novel insights into ecosystems and the role of platforms (de Reuver 

et al., 2017). Digital platforms support new ways of interacting within communities and 

through mediated co-creation. They allow ordinary citizens to share their thoughts while 

consuming others’ content. Therefore, a digital platform can be characterized as a 

sociotechnical assemblage encompassing the technical elements (of software and hardware) 

and associated organizational processes and standards (Tilson, Sørensen, & Lyytinen, 2012). 
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The challenges for materializing digital platforms has been mentioned as comparability of 

research units and unit of the analysis (Tilson, Lyytinen, & Sørensen, 2010). In addition, live 

stream data and large accessibility to data require efficient tools so to encounter the dynamics 

of digital platforms and ecosystems within a time horizon (Tilson et al., 2010). The issue of 

how to govern digital platforms is another continuing challenge to note. There are various 

concerns narrated by De Reuver (2017) with applying digital platform insights into practice, 

including questions such as how can scholars and practitioners effectively manage the intense 

velocity and scale at which data on digital platforms is generated? And how to develop 

computational capabilities and insights that allow greater understanding of changes in the 

platform and the resulting impact on platform components? 

The first step to comprehend the digital platform or ecosystem is to think of the digital 

world as a system of interconnected elements that is (coherently) organized in a way that 

achieves a goal (Meadows, 2011). According to Meadows (2011) the three key concepts in 

this basic definition of system are components, the interconnections, and a function 

or purpose. 

• Components are the things that make up the system. Components don’t always have 

to be physical and tangible; they can also be intangible things that influence the behavior 

of the system. 
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• Interconnections are the relationships that hold the elements of the system together. 

Information flows are another example of interconnection, and are critical for many 

systems, especially digital ones. 

• Function or Purpose is the state which the system is supposed to accomplish. 

 

In this study, we are pursuing a path for focusing on one of the major components of 

digital platforms known as Social Network Services (SNSs). The process of understanding 

SNSs will proceeded by visiting the recent advanced methodological capabilities from data 

analytics, machine learning and visualization. We will continue our investigations with an 

empirical analysis of the dynamics of the discussions in the Twitter as one of the popular 

SNSs. 

Social Network Services Role in Digital Platforms 

Every day, millions of users worldwide are connected and receive their news via 

online social networks, warranting researchers to study the mechanisms behind human 

interactions (Anderson & Caumont, 2014). The influence of social media on political and 

social issues is getting greater and greater (Eom, Puliga, Smailovic, Mozetic, & Caldarelli, 

2015). Internet penetration facilitates interaction in communication services such as email, 

chat, and messaging where this evolutionary path resulted in the domination of Social 

Network Services (SNSs) in today’s information exchange. In other words, with the advent 
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of user-generated content and sharing features, SNS platforms are the new web experience. 

SNSs have been approached from various research disciplines as well as organizational 

studies where electronic networks were discussed as a way to create linkages to external 

knowledge resources. The cornerstone of discussion within electronic networks was the 

possibility to share information quickly, globally, and with large numbers of individuals to 

facilitate knowledge exchange (Powell, Koput, & Smith-Doerr, 1996). In the recent 

assessment made by the World Economic Forum (2017), “social media” is recognized as one 

of the forces driving transformational change across economies, industries, and global issues. 

SNS platforms enabled a shift in the way we communicate with each other. In this way, 

interpersonal interactions are no longer limited by time and space, and can better enable 

people to find and connect with others who share interests and beliefs as they extend 

relationships beyond the physical world. As one of the components of the digital platform, 

the emergence of SNSs has tremendous effects in our societies which yet has not received a 

great deal of attention for research. Figure 1 is a visualization the shows the positioning of 

social media interconnections and interdependencies between other important recognized 

topics according to the World Economic Forum assessment.  
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Figure 1. Social media interlinked positioning among other global challenges 

(Adopted from World Economic Forum Global Trends 2017) 

Among the key issues interacting in social media are content creation and curation, 

social dynamics, and live events. Social media has been a dominant venue where people 

either participate in or passively consume live events as they unfold. Recently, Twitter has 

been used for spreading news and updates around the world and has been shown to have 

application in emergency situations of natural disasters such as earthquakes, floods, 

hurricanes, and wildfires (Hughes & Palen, 2009; Kireyev, Palen, & Anderson, 2009; 

Muralidharan, Rasmussen, Patterson, & Shin, 2011; Starbird, Palen, Hughes, & Vieweg, 
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2010; Vieweg, Hughes, Starbird, & Palen, 2010). Social media’s technology platforms allow 

for multidirectional network communication which can aid officials during disasters to 

compile a list of the injured and deceased, and contact family and friends of victims all while 

connecting and organizing both casualties and responders (Cooper, Yeager, Burkle, & 

Subbarao, 2015). Twitter has shown to have the potential to increase survival during tornado-

related disasters (Lindsay, 2011). It is investigated that social media and SNSs have been 

increasingly used for building and supporting communities and affording self-expression and 

identity construction for individuals in the communities they belong to (Jaeger et al., 2007). 

The capabilities in SNSs have been leveraged to initiate real-time information network 

powered by communities and authorities. 

Understanding the role of SNSs as one of the major components can give a better idea 

of the digital platform. SNSs represent contexts with new responsibilities for both academics 

and practitioners. It is necessary to recognize that these digitally enabled mass 

communication platforms are imposing fundamental shifts in how we understand people, 

society, and technology. The social infrastructure, such as intellectual and social capital, 

presented by SNSs is an indispensable endowment to the digital platforms as it allows 

“connecting people and creating relationships” (Albino, Berardi, & Dangelico, 2015). ICTs 

also offer new avenues for openness by providing access to SNS content and interactions that 

are created through the social interaction of users via highly accessibly Web-based 



 

11 
	

technologies. SNSs can be used to refer to both the enabling tools and technology and to the 

content that is generated by them. 

As SNSs are an integral part of the mentioned applications, the motivation of this 

research is to drive insightful information from SNSs. In the next section, we will propose a 

systematic way for deriving insight from SNSs data so to better understand the unification 

and cohesion in SNS discussions. Furthermore, for better illustration of the systematic 

approach in SNS data, we run an experiment regarding the Fukushima incident. The 

systematic SNS data analysis will be replicated in order to collect data from Twitter so to 

observe the topical evolution of the discussion over time. 

Utilizing Social Network Services Data to Tackle Social Environment Challenges 

On March 2011, Japan’s coast was hit by a 9.0 Mw earthquake which caused a nuclear 

energy accident in the Fukushima power plant. This accident went down in history as the 

second major event of its kind in the world and its effects will stand decades to come.  During 

massive disasters such as this one, people rely on SNSs to get information (Hirschburg, 1986; 

Jung, 2012; Kim, Jung, Cohen, & Ball-Rokeach, 2004; Lowrey, 2004). At that time, SNSs 

were already playing an important role in the daily lives of many people around the world. 

As a result, websites dedicated to explaining radiation and natural events saw a significant 

spike in followers and interactions on Twitter and Facebook. The citizens’ activity on SNSs 

was such that the prime minister’s office decided to then to create a Twitter account dedicated 

to disaster management. The following weeks showed that the activity on social media was 
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not ceasing due to a growing mistrust on the government and mainstream media because the 

radiation records release was delayed (Tsang, 2013). 

One of the solid crowd initiations which was facilitated by SNSs was citizens’ 

participation in measuring radiation caused by the incident. Citizens started buying Geiger 

counters, running out commercially available supplies instantly. At this point the discussion 

turned to building one’s own devices. This discussion was taken up in the Tokyo Hackerspace 

by a multidisciplinary group of people and as a result in a week “bGeigie” was built and that 

was just the beginning of the Safecast initiative. Safecast (blog.safecast.org) empowered 

citizens to build their own Geiger devices and carry them around to collect radiation 

measures. This enabled people to easily monitor their own environments, and to not depend 

on governmental bodies for this kind of vital information. All the collected data is open so 

anyone can use it. Within short time this initiative attracted world experts and became the 

go-to independent source of information on radiation issues around the world. Safecast was 

the result of utilizing the potential in social network services in a chaotic situation. By now, 

Safecast has been able to collect more radiation data than all projects in history and is biggest 

monitoring project that has ever existed. Safecast is one example of SNS data utilization for 

intelligent insight - often also referred as citizen science, crowd-sensing, and crowdsourcing 

– and the data being submitted in this sort of system represents a deliberative act of public 

participation by the interaction of the public with technology-enabled services. The 

evolutionary pattern of discussion in SNSs apparently resulted in a better understanding of 
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the problems which resulted in applications such as Safecast. Over the last decade, similar 

crowd participatory initiatives led to applications such as eBird, Fold.it, Waze, Ushahidi, and 

Galaxyzoo. These applications have been actively supporting citizen-driven data collection 

for a variety of purposes including scientific research and crisis communication, whilst 

serving as means for inclusive engagement, education, and public outreach. Regarding the 

Fukushima incident, we will investigate how the characteristics of the major stakeholders 

and content producers have been changed over the time. Users in Twitter create content while 

resharing posts by retweeting them. In our case we merged the retweet posts as the intention 

is to understand how the original content in Twitter happen to evolve from a topical 

prospective. By using the Twitter API, we constructed our searching query by including 

major hashtags around the topic in both English and Japanese from the starting day of the 

incident (March 11th, 2011) to the day of data collection (January 11th, 2017). We used the 

implemented automatic language detection system of Twitter to identify the language of 

tweets (latter the local Japanese tweets were translated to be included for the content topical 

analysis). The Twitter analytic process was facilitated by Azure cloud computing platform 

(azure.microsoft.com) and the process will be elaborated in the Method section. 

Method 

In this paper, we present the overall architecture of the procedure which has been 

applied to get insight from SNS data. We consider data collected on Twitter (twitter.com), a 

microblogging platform used by millions of bloggers. On Twitter, each user can freely post 
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short messages (up to 140 characters) called “tweets” to their followers. Twitter provides 

application programming interfaces (APIs) to access tweets and information about tweets 

and users. The potential bias of Twitter APIs was discussed by recent research, such the 

access to the random sample set of tweets rather than the full data (González-Bailón, Wang, 

Rivero, Borge-Holthoefer, & Moreno, 2014). In order to retrieve relevant data regarding the 

Fukushima incident, a searching query has been constructed for the Twitter API. In the 

searching query, various specifications can be implemented such as keywords, length, and 

date to target the topic of interest. In our case we construct a query out of a set of keywords 

(“fukushima”, “radioactive”, “nuclear power”, “reactors”, “radioactive”, “meltdown”, 

“radiation”, “earthquake”, “power plant”). Within the specified time frame regarding the case 

study (March 11th, 2011 till January 11th, 2017), 163,000 tweets were retrieved. A 

systematic process has designed and utilized to get the required insight from the collected 

SNS data which is composed and presented graphically in Figure 2. 
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Figure 2. Twitter content analysis with Azure Cloud Computing Platform 

Step 1: Data retrieval methods are often loosely controlled, resulting in out of 

range values. The data pre-processing task is performed to reduce the irrelevant and 

redundant data present in the collected set. The task includes importing data retrieved from 

SNSs (in our case Twitter) and applying the range of filters to first detect the language 

(English or Japanese) and thereafter split the data based on the language. This task is 
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necessary for the forthcoming steps so to normalize the data for a better knowledge discovery 

results. 

Step 2: This task will derive values (features) from the data regarding the context of 

the knowledge discovery process. The package ‘translateR’ from R programming language 

has been used to convert the Japanese tweets to the equivalent English translations. The intent 

for feature extraction is to facilitate the further distinctions and categorization of the data. In 

this process, stopwords and stemming have also been utilized on the combined bag of tweets 

(English and translated Japanese tweets) for better preparation for the next analytical tasks. 

Step 3: Classification of the data occurs in order to reduce the dimensionality of the 

data. It is an approach derived from the general hypothesis of the knowledge discovery task 

so to distinguish the best fit data points from the mass. In our case study, topic modeling has 

been performed so to understand the evolution of discussions on Twitter regarding the 

Fukushima incident over the time. Topic modelling can be described as a method for finding 

a group of words (i.e. a topic) from a collection of documents that best represents the 

information in the collection. It can also be thought of as a form of text mining – a way to 

obtain recurring patterns of words in textual material (Sievert & Shirley, 2014). The separate 

script to perform the topic modeling calculation is batched with the Microsoft azure cloud 

(Microsoft, 2017). 

Step 4: The insights from the results can be provided in a visually appealing way 

which will be explored further in the next section. 
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Results and Summery 

The main reason to apply the unsupervised learning methods with the large amount 

of tweets is to reduce the dimensionality of the retrieved text for better insight. In general, 

we are interested in learning about the latent similarities with discussion topics in three 

periods of the study and the relative collected data. Topic modeling uses a nonparametric 

Bayesian model to measure similarity between documents and measure topics. There are 

many techniques that are used to obtain topic models; in this study, we leveraged Latent 

Dirichlet Allocation (LDA). We use LDA as a discriminative model for classifying tweets. 

The validation accuracy was maximized when there were 15 LDA topics. In other words, the 

model is the best explanatory of discussion topic distribution when the clustering is set for 

15 topics. The motivation in our analysis is to observe the distribution of topics of discussion 

in SNS and examine the topical proximity distance as the time evolves. Regarding the 

analysis of tweets collected for the Fukushima incident, after data retrieval, processing and 

topical analysis, the matrices presented in Figure 3 is one application to show the probabilistic 

distribution of generated discussions topics explain the most variance in the data. 
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Figure 3. Estimated average distance between discrete topic discussions over three 

time periods 

Topic models are generative which means that they model texts as if they were 

generated from a certain probability distribution. In our case, each tweet defines a distribution 

over (hidden) topics or a distribution over words. The posterior probability of latent variables 

given a corpus determines the collection of tweets into topics. Each topic represents a bag of 

tweets which contains the ones with closer word pattern usage similarity. In other words, 

similar tweets are clustered among each other. The trend has been plotted with three separated 
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time periods (2011-2013, 2013-2015, and 2015-2017) so to enable the comparison of topical 

evolution on SNS discussions. Our analysis shows that the topical structure of the discussion 

progresses to a closer proximity in period three from a more topical distance in beginning of 

the discussion in period one. It is clearly visible that the discussions topical coordination have 

merged closer to a certain diagonal position in the matrix in the third period while in the first 

period the 15 detected topical discussion are positioned with a lower estimated distance from 

each other. 

Discussion and Concluding Remarks 

We have noted that the emergence of digital technologies in today’s world introduces 

complexity where it is difficult to gain a deeper scholarly understanding of the structure, 

dynamics, and strategy/behavior of platforms and associated components in the ecosystems 

around digital platforms. As a result of the widespread diffusion of large-scale data, there is 

loss of direct executive control as the complexity across services escalates. The emerging 

data sources can provide important insight to understand digital platforms and ecosystem 

information for different levels and scopes of analysis. A huge amount of data on collective 

behaviors is being generated from SNSs which permeate all levels of society. This 

phenomenon promotes quantitative analysis of these data, with the goal to understand 

collective behaviors and predict them in effective and efficient ways. SNSs are a necessary 

component in the digital ecosystem and should be leveraged in their full capacity. In this 

paper, we discuss the fundamentals of a digital ecosystem and the role of SNSs as the 
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emerging component representing society and the embedded social capital. The ability to 

derive insightful information from digital platforms can be facilitated by recent 

advancements in text analysis and low-cost accessibility to powerful cloud-based toolkits. 

We proposed a systematic process to analyze SNS data to leverage the full potential and 

accurate insight. To put the systematic process into practice, we analyzed dynamics of 

discussions during a disaster, specifically the Fukushima nuclear power plant crisis. In 

particular, we have carried out textual content analysis periodically, to obtain the topical 

evolution of discussion in SNS (in our case Twitter) regarding the Fukushima incident. 

The motivation for this experiment was to understand the role of SNSs as a major 

component in digital platforms for the matters of information flow and community discussion 

evolution. Moreover, advancements in data retrieval, textual analysis, and topic modeling 

have been employed for deriving information from the massive SNS data. We found that 

proximity topic of discussion gets closer over time which forms cohesion. Due to our 

literature study on the incident we identify this cohesion of discussion to be related to various 

reasons such as: 

• Appearance of major stakeholders on Twitter which guided the discussions (i.e. 

Safecast). 

• Distinction of active and reputable content generator profiles over time. 

• The process of having explicit problems and needs dominated in discussion over time. 
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• Societal education over the subject matured and progressed over time with certain 

direction. 

Social Network Services in a digital ecosystem is unique to the context and object of 

the study. Understanding the newly emerging SNSs can help to define the footprint or 

scaffolding for making a progressive, dynamic framework that will steer towards achieving 

digital objectives. The development in computational power and advancement in big data 

analytics requires systematic approaches for leveraging SNS data for valuable insights. This 

study introduces a systemic approach toward analysis of SNS data. This agenda further 

defines the advancements in computational capabilities necessary for developing accurate 

competencies based on SNS textual content. 

Finally, we address a few shortcomings of our study and discuss how to improve it 

with extended analysis. In this study, the influence of highly reputable profiles and the quality 

of the content which they are generating has not been considered, although in reality users 

will typically consider the profile and the quality of content before interacting with it. 

Presumably, the direction for interaction with information on Twitter correlates with the 

quality of the information generator and the content itself. In this direction, our analysis may 

be extended to take into account the wording of tweets; probing other motivations to tweet 

or retweet can also refine the model. These issues are left for future study. 
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