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Abstract

Pentti Huttunen

DATA-PARALLELL. COMPUTATION 1IN PARALLEL AND DISTRIBUTED
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The past few decades have seen a considerable increase in the number of parallel and
distributed systems. With the development of more complex applications, the need for more
powerful systems has emerged and various parallel and distributed environments have been
designed and implemented. Each of the environments, including hardware and software, has
unique strengths and weaknesses. There is no single parallel environment that can be
identified as the best environment for all applications with respect to hardware and software
properties.

The main goal of this thesis is to provide a novel way of performing data-parallel
computation in parallel and distributed environments by utilizing the best characteristics of
difference aspects of parallel computing. For the purpose of this thesis, three aspects of
parallel computing were identified and studied.

First, three parallel environments (shared memory, distributed memory, and a network of
workstations) are evaluated to quantify their suitability for different parallel applications. Due
to the parallel and distributed nature of the environments, networks connecting the processors
in these environments were investigated with respect to their performance characteristics.

Second, scheduling algorithms are studied in order to make them more efficient and effective.
A concept of application-specific information scheduling is introduced. The application-
specific information is data about the workload extracted from an application, which is
provided to a scheduling algorithm. Three scheduling algorithms are enhanced to utilize the
application-specific information to further refine their scheduling properties. A more accurate
description of the workload is especially important in cases where the workunits are
heterogeneous and the parallel environment is heterogeneous and/or non-dedicated. The



results obtained show that the additional information regarding the workload has a positive
impact on the performance of applications.

Third, a programming paradigm for networks of symmetric multiprocessor (SMP)
workstations is introduced. The MPIT programming paradigm incorporates the Message
Passing Interface (MPI) with threads to provide a methodology to write parallel applications
that efficiently utilize the available resources and minimize the overhead. The MPIT allows
for communication and computation to overlap by deploying a dedicated thread for
communication. Furthermore, the programming paradigm implements an application-specific
scheduling algorithm. The scheduling algorithm is executed by the communication thread.
Thus, the scheduling does not affect the execution of the parallel application. Performance
results achieved from the MPIT show that considerable improvements over conventional MPI
applications are achieved.

Keywords: Parallel environments, data-parallelism, scheduling algorithms, MPI, threads,

parallel programming paradigms, MPIT.
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List of Terms

Term

Completion time

Data-parallelism

Latency

Load balancing

Partitioning

Scheduling

Throughput

Workload

Workunit

Meaning

[nitialization time of a communication operation. Completion time is
measured from the moment a communication (send/receive) function is
called until the function returns.

Method of parallel computation. All processors execute the same code
with either the same or different parameters.

One-way end-to-end communication time. Latency indicates the total
communication time to transfer a message from one processor to
another.

Dynamic scheduling. Distribution of workunits occurs during the
computation, either when a new workunit is generated, or when a
processor requests a workunit.

Division of a workload into workunits. Workunits may be equal or
different in size, ie. have different computational requirements.
Furthermore, the workunits may have dependencies between each
other requiring processor to interact with each other while processing
the workunits.

Distribution of workunits among processors.

Bandwidth utilization of a network. Throughput varies based on the
protocol and the sizes of the messages used.

Data that needs to be processed to complete the computation.

Piece of workload created in the partitioning phase.
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Chapter 1. Introduction

The last two decades have seen a considerable increase in the demand of computing power. A
number of application areas, such as weather prediction, nuclear reaction modeling, and gene
mapping, are imposing computational requirements that cannot be fulfilled by single
processor systems. Even if uniprocessor systems were capable of executing the applications,
their execution times would be excessive. The demand for more computing power is likely to
continue over the coming years due to the fact that computers are being used in virtually
every field. Three characteristics can be identified that are required from a high performance
system to facilitate the execution of complex applications:

L. Processing power. Applying more than one processor enables an application to be
run simultaneously on a number of processors thereby reducing its execution time.

2. Memory capacity. The system has to contain enough memory and disk space to
accommodate the data required to store all application data,

3. Communication network. In a multiprocessor system, processors are connected to
each other, and possibly to a global memory, via an interconnecting network that
facilitates data transmissions (message passing and access to remote disks).

Currently, a computer system needs to be equipped with multiple processors in order for it to
run complex applications in reasonable time frames. With multiple processors, the previously
mentioned requirements can be fulfilled: several processors provide adequate processing
capability and the combined memories of the processors are capable of facilitating the
application data. In theory, the addition of processors to a system to speed up the execution of
an application is quite simple. However, a multiprocessor system introduces a number of
issues that need to be addressed in order to efficiently utilize all available processors.
Furthermore, since the processors need to exchange data, communication is introduced. The
communication plays a significant role in a multiprocessor system, since it can rarely be
avoided. The time spent on communication slows down the execution since processors need
to partake in the sending and receiving of data.

Parallel execution introduces a number of new software dilemmas that do not exist in
sequential applications. The processed data needs to be divided into (preferably independent)
parts, and the parts need to be distributed among the processors. The former is accomplished
by utilizing a partitioning algorithm, whereas the distribution is handled by a scheduling
algorithm. The scheduling algorithm requires communication among processors, as it has to
send them the distribution information. The significance of both algorithms cannot be
overestimated, since achieving an equal work balance among the processors is important in
order to optimize the execution time. In addition, during the execution of the application and
at its completion the processors may need to exchange data and collect the sub-results to a



single processor that produces the final results. The two operations introduce further
communication.

The above-mentioned problems with parallel applications have varying degrees of difficulty
in various parallel environments. It is quite common that a good scheduling algorithm for a
specific environment is not the optimal algorithm in another environment. Mainly, the
environments determine how the processors are connected to each other and how the data
exchange is carried out. For the purpose of this thesis three parallel environments are
distinguished: shared memory, distributed memory and a combination of shared and
distributed memories (a network of workstations, NOW).

1.1. Background

The research of parallel computing has been conducted at the Lappeenranta University of
Technology since the beginning of the 1990’s [Por95][Por98a][[Por98b]. The emphasis of
this research has been on parallel simulation techniques [Por98c] and communication models
[IkoO1]. The author’s projects have been focused on researching parallelization techniques,
parallel programming paradigms, and scheduling in different parallel and distributed
environments.

The need for this research emerged when two simulators developed by Nokia Research
Center exhibited excessive execution times in a single processor workstation thereby making
the required interactive usage of the simulators impossible for their users. The first simulator,
known as a GSM network simulator, is a tool enabling network providers to find optimal
locations for their base stations in urban environments [Sip96]. The second simulator, a
WCDMA system simulator, was designed to be a platform for 3G network studies at Nokia
[Kur00].

The author was assigned to the parallelization projects of both simulators in the years 1997
and 1998. The parallel versions of the simulators were implemented based on the SPMD
(Single Program Multiple Data) model [Cre02]. Nokia did not impose any hardware
requirements for the projects. Therefore, implementations of the GSM network simulator
were produced for the three environments (shared memory, distributed memory, network of
workstations). For the WCDMA system simulator the only parallel implementation was for
the shared memory environment due to the short availability of the system simulator code. In
addition to the implementations, further research efforts were carried out to determine
optimal scheduling algorithms for the GSM network simulator in all three environments. A
concept of application-specific scheduling was developed, which considers information
extracted from the application as part of the scheduling procedure. The work in networks of
workstations indicated that optimal results could not be achieved with programming
paradigm currently available; this prompted the requirement to implement a new
programming paradigm for the NOW environment. Therefore, the MPIT paradigm was
designed and implemented.

1.2. Objectives

The objective for this thesis was to study methods for increasing the performance of parallel
applications by utilizing the best characteristics of three parallel environments as well as the
information extracted from applications.

(3]



First, the parallel environments were studied and compared to quantify their impacts on
parallel computation and programming paradigms. The study showed that no single
environment supersedes all other environments for all kinds of parallel applications. The
environment has a significant impact on the execution and the performance of an application.
Therefore, it was concluded that the selection of an environment is an important issue to
consider prior to implementing a parallel application. It was also determined that each
environment requires a unique implementation due to differences in characteristics. Second,
scheduling algorithms were designed and implemented to take advantage of application-
specific information extracted from the applications. In order to improve the capability of a
scheduling algorithm it is necessary to retrieve information from the application about the
workunits. Third, a programming paradigm for networks of SMP workstations was designed
and implemented. The need for such a paradigm became obvious through the study of
environments and scheduling algorithms. The programming paradigm, called the MPIT,
combines the MPI and the POSIX threads in order to provide an optimal programming
environment for a rather complex hardware environment.

The goal of this thesis was further refined by the research projects to reflect the results
achieved. Thus, the contribution of this thesis is:

To study parallelization methods, scheduling, and communication in data-parallel
GSM network and WCDMA system simulators in shared and distributed memory
environments, and networks of workstations, and to develop efficient, effective, and,
universal scheduling algorithms for all environments, and a programming paradigm
Jor SMP NOWs (the MPIT library).

1.3. Scope of the Thesis

This thesis discusses the properties of efficient parallel computing in shared and distributed
memory environments, and networks of workstations. First, properties imposed by parallel
environments are considered. Second, efficient scheduling algorithms are introduced that
utilize application-specific information in order to optimize the work balance among the
processors. Third, the MPIT programming paradigm is discussed, focusing on writing
efficient code in networks of symmetric multiprocessor workstations (SMP NOWs).

Two mobile network simulators were used as case studies for evaluating the properties and
suitability of sequential simulators for parallelization. Parameters affecting the parallelization
and the performance of the parallelized simulators were studied. The scheduling algorithms
were implemented in both the simulators allowing comparisons to be made between the
simulators and environments in which they were run.

Figure 1-1 illustrates the different aspects of parallel computation, At the environment level,
there are three different parallel environments, distinguished by their memory architectures.
The three environments were compared by measuring their communication performance;
measurements for completion time, latency and throughput were carried out. The
performance results and their impact on parallel computation are evaluated and discussed in
[Publication 1][Publication 2].
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Figure 1-1. The graphical illustration of the pfoblem situation.

At the application level, there is an application that is supposed to be run in parallel. From the
software point of view, performance of a parallelized application depends on the structure of
the application. The structure defines how the parallelization can be performed, assuming that
a sequential version of the application exists. If the structure is not suitable for parallelization,
the performance of the application remains low. Furthermore, the application should be able
to provide information about the data that is processed in parallel. This information is
required by a scheduling algorithm that distributes the data among processors. This thesis
introduces a concept called application-specific scheduling, which aims to optimize work
distribution in parallel environments. Case studies of two mobile network simulators are
presented in [Publication 6]{Publication 7]. The case studies introduce the simulators and
their parallel implementations. [Publication 4] concentrates on scheduling with application-
specific information.

At the tools/library level, there are programming paradigms for different parallel
environments. The MPI is a message passing interface that allows processes within and
among workstations to communicate with each other [MPI95][MPI97][Gro99]. The MPI is
used in distributed memory and cluster environments. On the other hand, threads are entities
that run user code within a process [But97][Nor96]. Threads are suitable for shared memory
environment where the thread communication is performed via a global memory.
[Publication 3] examines the suitability of the MPI and the POSIX threads for parallel
computing in different environments. A network of workstations is a combination of shared
and distributed memory environment especially if there are SMP workstations in the network.
The MPI is a suitable programming paradigm for the first generation of clusters (networks of
uniprocessor workstations). For the second generation clusters (networks of SMP
workstations) a more appropriate programming paradigm is required. Therefore, a



programming paradigm called the MPIT was designed and implemented as part of the
research for this thesis. The MPIT uses the MPI to communication among the workstations
and the POSIX threads to run the code on multiple processors in a workstation. [Publication
5] introduces the MPIT library. The MPIT library resembles a combination of the MPI and
the OpenMP [Had02]. However, it allows the programmer more control over what code the
thread execute and when. Furthermore, the MPIT is not- a compile-time parallelization
technique unlike the OpenMP.

The following assumptions should be observed by the reader of this thesis:

I. A number of multiprocessor computer systems were used in the design,
implementation and testing phases. The deployed systems included Cray T3E, DEC
AlphaServer, Terttu-cluster [Kos00], and Linux cluster at the Lappeenranta
University of Technology. Therefore, results achieved vary and are not always
comparable. In all possible cases speedups are measured and reported to allow for
comparisons.

o

The scheduling algorithms presented in this thesis assume that an existing sequential
application or a new application can be run in a data-parallel fashion. The algorithms
have methods designed to distribute workunits among processors that all execute the
same code. Furthermore, an optimal algorithm depends on the information that
indicates the computational requirements of the workunits. Thus, the algorithms need
a quantitative indicator of the computation required to efficiently distribute workunits.



Chapter 2. Parallel Environments

There are a number of ways to subdivide parallel environments into categories
[KumO1][Hwa98]. Perhaps, the most common categorization is based on memory
architectures, which divides parallel environments into three categories: shared memory
environment, distributed memory environment, and a combination thereof. For the purpose of
this thesis the combination of the shared and distributed memory environments is considered
to be a network of uni/multiprocessor workstations. All three environments were studied to
determine their unique characteristics and features. The information retrieved from this
investigation was utilized in designing and implementing application-specific scheduling
algorithms and the MPIT.

2.1. Introduction to Parallel Environments

This subsection briefly introduces the three previously mentioned parallel environments. The
unique characteristics of each parallel environment are explored to determine their benefits
and drawbacks.

2.1.1. Shared Memory Environment

A shared memory environment is one step up from a standard single processor PC or
workstation. The architectural difference of a shared memory environment compared to a
workstation is in the number of processors available within the system. The shared memory
environment is comprised of at least two processors. The processors are connected to each
other with a network. The network further connects the processors to a global memory (terms
global and shared memory are used interchangeably). Thus, the network is called a memory
access network to distinguish it from other networks discussed later when the distributed
memory environment and the networks of workstations are introduced. Figure 2-1 depicts a
generic shared memory environment with the previously mentioned components. The main
purpose of the memory access network is to provide processors with fast access to the
memory. The actual speed of the network is hardware and topology dependent. A number of
network topologies have been designed and implemented. Perhaps, the most common
topology found in systems with a relatively small number of processors is a bus. Due to
contention problems with the bus topology, large systems utilize different topologies such as
meshes and hypercubes [KumoO1].

A shared memory environment allows for equal access to the memory by all the Processors.
The memory is used for purposes other than merely storing data. The global memory
provides a means for the processors to communicate with each other. In practice, the
communication is similar to a memory write or read operation. The sender processor stores
the data to a predefined memory location from which the target processor reads it. The use of
the global memory introduces the need for synchronization. The synchronization is required
to avoid a situation where more than one processor is writing to the same memory location



simultaneously. In addition, synchronization primitives can be utilized to control the
execution of processors, such as to implement a barrier.

' Figure 2-1. The shared mem(rr)ry‘environment.

Due to their architectural design, shared memory environments offer a relatively simple
programming environment. Basically, the programmer’s only concern is to handle
synchronization in such a way as to avoid concurrent access to the same address in the
memory. However, the problem with shared memory environments is the contention
introduced by the processors to the memory access network. The processors need the network
to retrieve and store data as well as instructions. The network is capable of serving a single
request at a time, which introduces delays to memory access times and impacts the execution
_times of applications run on the processors. The contention problem is the most apparent in a
single bus network (see Figure 2-1), where all processors are connected to the global memory
via this bus. In order to overcome the contention problem it is possible to utilize different
network topologies, and divide the global memory into smaller memories and distribute the
smaller memories among a set of processors.

2.1.2. Distributed Memory Environment

The distributed memory environment solves the problem caused by the network in a shared
memory environment. A distributed memory environment is depicted in Figure 2-2. The
environment consists of a number of processing elements (PEs). Each PE has at least one
processor, memories (RAM, cache), and a network interface. Optional hardware for a PE are
additional (special) processors, cache memories, network interfaces, and 1/0 interfaces. The
PEs are connected to each other with a high-speed network. The network is utilized by the
PEs to send and receive messages. A number of network topologies have been proposed
[Kum01]. Perhaps, the most common topologies are various types of meshes and hypercubes.

Since each PE has all the necessary hardware components to process data, the programming
in a distributed memory environment involves the implementation of a message passing
scheme. The purpose of the message passing scheme is to facilitate the exchange of data
among the PEs. A memory synchronization issue similar to the one found in shared memory
environments does not exist in distributed memory environment. This further simplifies
programming in distributed memory environments.



Figuré 2-2. The distributed memory environment.k

2.1.3. Networks of Workstations

A network of workstations is a collection of independent workstations connected to each
other with a network [Sto01]. Technically, a network of single processor workstations is a
distributed memory environment. However, in distributed memory environments the
processing elements are normally dedicated to parallel computing and the network
architecture and protocol are optimized for message passing. In a NOW environment the
workstations are not necessarily dedicated, whereas the “owner” of the workstation has
preference over the workstation’s resources. Furthermore, the workstations can be, and
usually are, heterogeneous with respect to hardware (processor speeds, amounts of memory)
and software (operating systems, binary formats), whereas in a distributed memory
environment the processors are usually identical. In addition, the network connecting the
workstations in a NOW does not use the proprietary protocols similar to the ones used in
distributed memory environments [Kat97]. In NOWs, protocols such as GM (Myrinet),
Ethernet, Active Messages and other lightweight messaging protocols are commonly
deployed [Chi99][Nie01][Par99].

Figure 2-3. The network of (SMP) workstations.

The NOW computing offers a cost-efficient way of achieving the computing powers of
supercomputers. In most cases, the cost of building a NOW is a fraction of the cost of
purchasing a proprietary supercomputer with an equal number of processors. The recently



published Top 500 list of the fastest computers in the world has over 60 NOW systems
[Top02]. Many of these systems are ahead of proprietary supercomputers such as IBM SP2s
and Cray T3Es. An additional goal of NOW computing is to provide a powerful, low cost,
common-of-the-shelf (COTS) system by utilizing available resources of workstations in
office environments [Den01][Qin97][Sav99][{Uth02]. The utilization of workstations in an
office environment is a feasible option, since studies have shown that workstations are
without work for the most of the time [Ach97]. Furthermore, due to the performances of
present-day processors a casual usage of a workstation does not impose a significant load on
the workstation. Therefore, the workstations are available to participate in the parallel
computation even if they are occupied by their respective users.

The most recent development in parallel architectures is a combination of the shared and
distributed memory environments. The architecture brings together a number of
multiprocessor workstations, forming a network of symmetric multiprocessors workstations
[Tan99]. The communication between processors within the same workstation utilizes the
global memory, and the communication between the workstations deploys the
interconnecting network. Furthermore, the maximum number of processors in such a system
is not limited by the memory contention problem, as is the case in shared memory
environments. This is a result of the workstations having their own memories and being
connected with an interconnecting network.

2.2. Communication in Parallel Environments

All three environments previously described introduce communication. In a shared memory
environment the processors utilize the global memory to pass messages to each other. In a
distributed memory environment, the processors send messages to each other via an
interconnecting network. In an SMP NOW communication occurs in two different steps:
within and among workstations. This subsection discusses communication and its impact on
applications in these environments.

2.2.1. Introduction

Applications written for the three environments require communication among the
participating processors. Depending on the application, the communication occurs at certain
points of computation: data is distributed at the beginning of computation, exchanged during
the computation, and gathered at the end of the computation. Since the communication is
considered overhead, it can have a significant impact on the performance of a parallel
application.

In order to quantify the impact of communication on the performance of an application, a
number of communication characteristics for each environment were identified and
measured. The following characteristics were considered:

- Completion time

Latency

Throughput

Protocol

Synchronization
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Completion time indicates the time from the moment a communication call is issued until the
control is returned to the calling function. This includes all necessary operations taken by an
operating system and/or message passing library in preparation for a message transfer. The
completion time can vary drastically depending on the sending and receiving procedures. In
cases where a synchronous communication operation is performed, the control does not
return to the calling function until the operation has been completed. With an asynchronous
communication operation, the control returns immediately after the data has been passed to
the entity responsible for the message transfer. The completion times were measured for the
TCP and MPT calls (synchronous and asynchronous). In the TCP, the completion time was
considered to be the time spent on calling the write function. In the MPI, the completion
times were measured for synchronous and asynchronous calls. The synchronous call did not
return until a message was successfully sent or the message was copied to a system buffer,
whereas the asynchronous call returned control to the caller immediately.

Latency defines the total communication time from the moment a source processor issues a
send operation to the moment when the target processor retrieves the message. The latency
indicates the actual communication time observed by the receiver processor. The latency is a
very common performance measurement used to compare interconnecting networks. For a
parallel application, latency is an important issue. Time spent on communication is time away
from the actual computation, if no communication-computation overlap is achieved. The
latency was measured with a number of different interconnection networks, such as three
Ethernet networks and a Myrinet network, to quantify the impact of communication on
parallel applications.

Throughput defines the bandwidth utilization. The bandwidth is constant for each type of a
network (for example, 1000 Mbit/s for a Gigabit Ethernet network). However, throughput
determines how well a message transmission can utilize the bandwidth provided by the
network. In general, large messages are preferred over small messages, since larger messages
can take advantage of the full bandwidth. Furthermore, the impact of the overhead introduced
by the message processing at sending and receiving processors is minimal, i.e. the message
setup time is a fraction of the total communication time (latency). Even though the use of
large messages leads to better throughput, they are more volatile to retransmissions and
congestion. Therefore, from the performance point of view, small messages are preferable
instead of one large message due to the fact that the communication time matters more than
the bandwidth utilization. This is especially true, if the number of messages is relatively
small. However, in certain cases it can be beneficial to postpone the send operation and wait
until more data is sent prior to sending a single, large message to the network. The throughput
measurements were conducted in conjunction with the latency measurements for the four
networks.

Protocol defines how the data (messages) are actually transported over a network. The main
responsibility of a protocol is to determine how the messages are routed through the network.
The topology defines the possible routes for message transmissions handled by the protocol.
The protocol must be able to determine the shortest (fastest) route between the
communicating processors. In a partially connected network, the protocol has to route the
messages through intermediate processors. These intermediate processors may (store-and-
forward routing) or may not (cut-through routing) have to participate in the communication
{KumOl1]. Also, the protocol has to be able to find alternative routes for messages, if the
shortest route is congested or down. A secondary meaning of the term protocol is to define an



end-to-end transportation mechanism for the communication. The TCP and the UDP are
examples of end-to-end protocols. The TCP provides a reliable transportation service,
whereas the UDP is an unreliable transportation service. Both protocols have benefits and
drawbacks; the TCP creates overhead by providing a reliable connection, and the UDP can
lose data due to the unreliable connection. Thus, there are a number of advanced protocols
implemented for message passing that try avoid problems in the TCP and the UDP
[Nag99][Ste97][Wea99]. The impact of the protocol was not quantified as such, since a
limited number of protocols were available. There were only Ethernet and Myrinet protocols
at hand, and none of the Ethernet networks ran with the same speed as the Myrinet network.

Synchronization deals with the way the source and destination processors participate in the
communication. When message passing libraries are used, the processors have to take part in
the communication at some point; loose synchronization is allowed, if the sender can send a
message without a matching receive operation. However, eventually the receiving processor
has to receive the message. If a synchronized model is deployed, the execution of both the
processors is halted while the message is sent and received; the communication reduces the
level of parallelism, since during the data transfer the processors cannot process data.
Message passing libraries designed primarily for proprietary supercomputers utilize a
different approach to synchronization. These libraries (such as SHMEM) allow a sender to
handle message passing without interfering with the execution of the destination processor
[Sco96]. The sender processor is also able to process data during the communication; the
overlap is possible due to asynchronous communication models [Par99]. On the other hand,
synchronization can be understood to be a mechanism to control the execution of processors.
Message passing libraries, such as the MPI, offer methods to stop the execution of a
processor until a certain number of processors have reached the same point in their execution
(barrier synchronization). In order to perform such an operation communication is required.
The actual communication pattern is dependent on the message passing library.

2.2.2. Shared Memeory Environment

As previously noted, the communication in a shared memory environment is normally
handled through a memory access network. This communication occurs without the user’s
involvement. Due to the nature of the environment a different approach for investigating the
characteristics of the shared memory environment was taken. Studies were made to quantify
the overhead introduced by the communication. In practice, the time spent on accessing the
global memory was measured. The memory access to a specific memory address has to occur
in a synchronous fashion to guarantee the integrity of the stored data. A synchronization
method is required to avoid a situation where two or more processors are accessing the same
memory location at a time. A similar analogy applies to distributed memory environments
where the synchronization takes place as an indirect result of message passing.

In order to study the significance of a synchronization method, tests were conducted on a 4-
processor Pentium III Linux workstation. All the processors were connected to each other via
a bus. The test application measured the time it took for a processor (thread) to obtain a
mutual exclusion (mutex) lock, write data to a memory, and release the lock. The results are
shown in Figure 2-4. The figure illustrates the results with and without the synchronization
method. It should be noted that if it is possible for more than one thread to access the same
memory location at a time, a synchronization method is required. Therefore, the results
without synchronization are meant to be merely a reference to depict the overhead generated
by the mutual exclusion lock.
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Figure 2-4. The thread communication times (averaged over all threads) with and
without a synchronization method (mutual exclusion locks).

The results indicate the average write times of threads to a shared memory location. With one
thread it takes approximately 1.14 microseconds to perform the synchronization steps and
write the data, whereas without the synchronization the time is reduced to 0.72 microseconds.
The communication time increases as more threads are used. With four threads the average
communication time of 9.97 microseconds was observed. This constitutes a 9-fold increase
over the test with one thread. Reasons for such a large increase in the overhead are the
synchronization, thread scheduling, and cache misses. On the other hand, the communication
time without the synchronization mechanism remains relatively constant when the number of
threads is increased. This clearly illustrates overhead generated by the synchronization.
Therefore, it is essential that the need for synchronization is minimized and thoroughly
optimized.

2.2.3. Distributed Memory Environment

Communication is a significant factor in a distributed memory application, since the
application must determine how and when the communication is performed. For distributed
memory environments results for the completion time, latency, and throughput can be
measured, since actual messages are passed from one processor to another.

The results were obtained for the TCP and MPI packets. The implementation of the MPI
(mpich) used the TCP/IP as the message transportation protocol. Four networks were used in
the tests: three Ethernet networks (10/100/1000 Mbit/s) and a Myrinet network (2 Gbit/s)
[Kim01]. Ethernet is a well-established network protocol that has been widely used and
studied. Myrinet is a proprietary network infrastructure that requires special network interface
cards and optical interconnections. Myrinet has its own implementations of the TCP/IP stack
and message passing libraries. The company that manufactures Myrinet products (Myricom)
provides a reference implementation of the TCP/IP and an optimized implementation of the
MPI. The TCP/IP stack and the MPI utilize the underlying network protocol called GM,
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which is the native protocol for a Myrinet network [Myr00][NieO1]. It is possible to use the
GM protocol directly to minimize the overheads introduced by high-level protocols and
message passing libraries such as the TCP and the MP1L.

Completion Time

The completion time was quantified by measuring the time a processor had to wait after
issuing a send operation until the control was returned to it. Thus, the completion time
indicates how long it takes for the issuing processor to complete the operation. In the TCP, a
communication request included a data transfer over a socket. For the purpose of measuring
the completion time it was assumed that each packet was sent on an existing socket
connection; the establishment and tear down of a socket were not considered as part of the
completion time. In the MPI, the completion time was measured by quantifying the time
spent on calling an appropriate MPI function call. Depending on the MPI function called, the
completion time varied significantly. On one hand, there is a synchronous send operation that
does not return the control to the calling function until the message has been sent or copied to
a system buffer. If the message is not sent or buffered immediately, the completion time can
be long. On the other hand, the MPI provides an asynchronous send operation that does not
wait for the message to be sent or buffered; it returns immediately after the message has been
given to the MPI for transmission. Since the asynchronous operation returns the control
immediately to the calling function, it does not introduce overhead regardiess of the state of
the receiving processor. Table 2-1 depicts the completion times for the TCP and the MPL
Two results are given for the asynchronous MPI call: the first one is from a situation where
the matching receive operation has been posted (also the case with the synchronous MPI
call), whereas the second one shows the completion time when no matching receive operation
has been posted.

The resuits show that the completion time for writing to a TCP socket is substantially less
than is the case in the MPIL This can be explained by the additional work done by the MPI
prior to sending data to a receiving processor; the MPI has to determine the receiving
processor and create an envelope for the data. The envelope contains information required by
the receiving processor to retrieve the message. The results indicate that the asynchronous
MPI call is approximately 20% faster than the corresponding MPI synchronous call. It should
be realized that the improvement would be significantly greater, if no receiving operation had
been posted when the synchronous MPI send operation was executed.

Table 2-1. The completion times (in psecs) for the TCP and the MPL

TCP MPI synch. | MPI asynch. MPI asynch.,
no receive operation
1.9 73.2 71.1 59.3

The MPI implementation, mpich, used in the tests utilizes the TCP/IP as the transmission
protocol. Therefore, the TCP completion time is hidden in the MPI implementation. Finally,
it is important to realize that these completion times indicate the time spent at the application
level to start a communication process. Latencies discussed next show the time spent on the
end-to-end communication itself.
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Latency

Latencies were measured in all four networks. Figures 2-5 and 2-6 illustrate the results
achieved for the TCP and the MPI, respectively. Both the figures show relatively typical
performance results. With small packet sizes the overhead of the TCP and the MPI
implementations cause the performance to be relatively constant. Differences in the latencies
with small message sizes are explained by the overhead introduced by the protocol software
(the TCP/IP stack and the MPI implementation) and the network. Once the message size
grows, the characteristics of the network become more obvious.

As Figure 2-6 illustrates the latencies for the MPI are slightly higher than the latencies for the
TCP. This is a result of the fact that the MPI operates on top of the TCP/IP stack. Prior to
utilizing the TCP/IP stack to transmit a packet, the MPI packages the data into an envelope.
The results indicate that until a message reaches a certain size (unique to each network), the
communication time is practically constant. The bandwidth of the network determines the
point where the message size begins to affect the communication time; a faster network can
transmit larger messages with a constant time. If these constant communication times
measured for the TCP and the MPI are compared, the overhead introduced by the MPI can be
quantified.

Table 2-2 shows the average overhead generated by the MPI compared to the TCP. A closer
look at the overhead introduced by the MPI reveals that depending on the network the
overhead is incurred in different phases of communication. In the Ethernet networks the
largest overhead was measured when the message size was small. Thus, the preparation of the
message for transmission had a significant contribution to the overhead. In the Myrinet
network, the highest overhead was measured with very large messages. This can be partly
explained by the MPI library deployed. The optimized MPI implementation for the native
communication mechanism (GM) of the Myrinet network could not be utilized due to
technical difficulties. Therefore, the results shown are for an MPI implementation that was
built on top of the TCP/IP stack and the GM.

There are some very interesting aspects in Figure 2-5 that depict the latencies for the TCP in
the four networks. It seems that the Gigabit Ethernet network has larger latencies with small
message sizes than the 100 Mbit/s Ethernet. This can be the result of a number of factors:
internal buffering, delayed acknowledgement, or a non-optimal driver.

Table 2-2. Overhead of the MPI in percentage-wise compared to the TCP.

Network Overhead
Ethernet (10 Mbit/s)
Ethernet (100 Mbit/s) 39%
Ethernet (1 Gbit/s) 49 %
Myrinet (2 Gbit/s) 110 %
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Figure 2-5. The latencies measured for the TCP.
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Figure 2-6. The latencies measured for the MPI.
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Throughput

Figures 2-7 and 2-8 show throughputs measured for the TCP and the MP], respectively. The
results depict a situation that could already be seen from the latency figures; the TCP is
capable of utilizing the available throughput substantially better than the MPI due to
overhead introduced by the MPI. Furthermore, the figures illustrate that the network
utilization does not necessarily reach its peak performance with the largest message size. The
peak throughput message size depends on a number of factors such as protocol, buffer sizes,
and network congestion. Only the 100 Mbit/s Ethernet network seems to achieve peak
performance with the largest message size that was used in the tests. For all other networks
the peak performance is achieved with smaller than maximum message sizes. In addition,
once the peak performance has been reached the throughput starts to asymptotically reach a
sustainable transfer rate. Peak throughputs with the corresponding message sizes for the TCP
and the MPI are shown in Table 2-3.

Table 2-3. Peak throughputs in Mbit/s with the message sizes for the TCP and the MPI.

Network TCP MPI Difference
Ethernet (10 Mbit/s) 8.5 (4kB) 8.1 (8kB) 5%
Ethernet (100 Mbit/s) 89.7 (13 MB) 79.9 (8 MB) 11 %
Ethernet (1 Gbit/s) 647.4 (65 kB) 360.0 (65 kB) 44 %
Myrinet (2 Gbit/s) 840.4 (98 kB) 405.7 (16 kB) 52 %
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Figure 2-7. The throughputs measured for the TCP.
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Figure 2-8. The throughputs measured for the MPL.

2.2.4. Network of Workstations

Communication is an equally important factor to consider in NOWSs as it is in distributed
memory environments. If a NOW consists of uniprocessor workstations, the communication
scheme is similar to the one found in distributed memory environments. However, if the
NOW includes workstations equipped with more than one processor, it has an impact on the
communication. In an SMP NOW part of the communication takes place among the
processors within the workstations [Hsi00]. This communication utilizes the shared memory
as described previously. However, the communication among the workstations in a NOW
still has to travel via an interconnecting network. The communication results for a shared
memory environment shown in Figure 2-3 demonstrated the communication among threads
in an SMP workstation. The results shown for the interconnecting networks in Figures 2-3
and 2-4 were actually measured in an SMP NOW. These figures give insight into how an
SMP NOW works and what are its communication performance boundaries. Ultimately, it is
left up to the programmer to decide how to implement a communication scheme within and
amongst workstations.

2.3. Programming in Parallel Environments

This subsection explores programming paradigms for the three parallel environments. The
most common programming paradigms are introduced for each environment and the
paradigms used with the case studies in Chapter 5 are discussed in detail.

In general, each environment has its respective programming paradigms. However, there are
programming paradigms for shared memory environments that use message passing. For
example, implementations of the MPI exist that support communication via a global memory.
On the other hand, with virtual/distributed shared memory programming paradigms it is
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possible to write parallel applications for distributed memory environments as if there were a
single global memory [Dre98a][Dre98b]. These cross-environment programming paradigms
are not discussed further. The focus of this subsection is on the native programming
paradigms for each environment.

2.3.1. Programming in the Shared Memory Environments

The obvious programming paradigm for shared memory environments is to create a set of
processes that utilize a shared memory region to send and receive messages to and from each
other. However, the use of processes is expensive with respect to context switching and the
need to cross process boundaries for memory access. To alleviate these problems the concept
of threads was introduced. Threads allow for the generation of multiple instances inside a
process that run code simultaneously assuming an adequate number of processors is available
[Roh96][K1e96]. There are two widely adopted thread packages: POSIX threads (pthreads)
[But97] and Solaris threads [Lew96][Nor96]. The former is a standard supported by the
majority of operating system vendors. The latter package is available for all SUN operating
systems. Due to its operating system specific nature, the Solaris threads package is
implemented on a lower level (coupled closely with the operating system) providing
improved performance. However, since the Solaris thread package is not suitable for any
other operating systems, the pthread package has become the thread standard for shared
memory systems.

A parallel application runs inside a single process allowing all the threads, even if run on
different processors, to share a memory allocated for the process. Data exchange takes place
through the shared memory. Since the memory access is fast, the communication does not
introduce a great deal of overhead. The main contributor to the overhead in a shared memory
environment is the synchronization of the threads. The synchronization is required, since
otherwise two or more threads are able to access the same memory location simultaneously.
The synchronization is not implemented on a hardware level but instead it is left up to the
application. The problem with the synchronization is that if multiple threads are accessing
the same memory location simultaneously, only one thread is allowed to actually access the
memory at a time. Thus, the other threads have to halt their execution and wait until they can
access the memory.

During the design phase of a parallel application a suitable memory access model must be
considered in order to minimize the synchronization overhead. With a proper design of the
application, the synchronization overhead can be reduced considerably. If simultaneous
memory accesses to same memory locations can be avoided, the need for synchronization is
minimized, or even eliminated. Thread packages offer various methods for the
synchronization [But97]:

- Mutual exclusion locks
- Condition variables

- Semaphores

Mutual exclusion (mutex) locks allow for the creation of a protected area that is executed by
one thread at a time. A mutex lock must be acquired by a thread prior to entering the
protected area. If the lock is held by another thread, the thread trying to acquire the lock is
blocked. Once the lock is released by a thread exiting the protected area, the blocked thread
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can acquire the lock and proceed with its execution. If more than one thread is waiting for the
lock to be released, one of the threads is selected and allowed to proceed.

Condition variables allow a thread holding a mutex lock to sleep until it receives a signal.
When a thread blocks its execution, it releases the mutex lock. The execution of the thread
does not continue until it receives a signal from another thread. The signal is sent by utilizing
a specific condition variable signal function call.

Semaphores are counters in the sense that they keep track of available resources. A
semaphore is initialized by setting a value to it. When a thread requests a new resource it
attempts to decrease the value of the semaphore. If there are resources available, and the
value of the semaphore is greater than 0, the thread decreases the semaphore and proceeds
with its execution. On the other hand, if no resources are available the thread is blocked until
a resource becomes available. Resources become available when threads no longer require
them and issue post operations that release the resources and increase the value of the
semaphore.

It should be noted that the descriptions above merely discuss the basic functionality and
usage of each thread synchronization method. The actual functionality and any possible
additional features of each method are implementation dependent on thread libraries.
Furthermore, there are programming paradigms, such as the OpenMP, that hide the explicit
need for synchronization due to the nature of the paradigms. In the case of the OpenMP, the
parallelization is performed by the compiler with the help of information provided by the
programmer [Ayg99][Had02).

2.3.2. Programming in Distributed Memory Environments

The programming paradigm for distributed memory environments is called message passing.
The name stems from the fact that processes send and receive messages to and from each
other. For distributed memory environments two kinds of programming paradigms can be
found. First, most distributed memory system vendors have implemented their own message
passing libraries that are optimized for their systems [And97][L.ue99]{Myr00]. Second, there
are portable programming paradigms that try to standardize the programming model for
distributed memory environments. The most widely used portable programming model is the
Message Passing Interface (MPI) [MP195][MPI97]. The MPI provides a rich set of point-to-
point and collective communication functions. It should be noted that the MPI as such is
merely a standard. The most popular implementation of the standard is mpich by Argonne
National Laboratory at the University of Chicago [Gro96]. The other implementations are
LAM [Bur94], OOMPI [Squ96], and MPI++ ([Kaf95]. The last two provide C++
interfaces/bindings for the MPI, whereas mpich and LAM have interfaces for C and
FORTRAN. Most of the free MPI implementations are built on top of the TCP/IP stack. Due
to the fact that the basic MPI implementations utilize point-to-point communication schemes
to perform collective communication operations some modifications to improve the
performance of  communication have been discussed in literature
[Bru97a]{Lau97][Sis99][Skj94]. Another well-known message passing library is the Parallel
Virtual Machine (PVM) [Gei96][Sun90] [Sil99][SprC1].

The popularity of the MPI and the PVM can be attributed to the easy of their use and their
portability. However, there are a number of other communication libraries capable of offering
the same kinds of services as the MPI and the PVM. The SHMEM (Shared memory) library



is a communication library that abstracts the communication as memory references
[And97][Lue99]. The SHMEM operations allow the programmer to access the memories of
other processors without interrupting the processors work. Thus, the communication does not
require involvement from the processor while the memory is being read or written. This kind
of scheme is generally called one-sided communication.

Active Messages is another one-sided communication paradigm [Par99]. It has a send
operation, but no receive operation. The sender processor transmits the data and a handler to
a receiving processor. In the receiving processor, the message is retrieved from the network
by a dedicated process that creates a new thread to process the data. The action taken to
process the data is defined by the handler. The code executed by the thread to process the
data has to be implemented by the programmer. The benefit of Active Messages is its
capability of not interrupting the work of the receiving processor when messages arrive and
are processed. In addition, the design of Active Messages thrives to minimize the number of
memory copies required to pass the data to the thread for execution. Since the thread is
created by the process handling the reception of the messages, a minimum number of copy
operations take place prior to the processing of the data. This leads to the expedient
processing of messages received by a workstation.

2.3.3. Programming in Networks of Workstations

In order to run parallel applications in a NOW, a message passing library is often the only
software required. The same software that is used in the distributed memory environments is
suitable for the NOWs. However, due to the fact that most NOWs are heterogeneous with
respect to operating systems and/or hardware, common message passing libraries (especially
the MPI and the PVM) have become the libraries of choice.

The common message passing libraries are suitable as such for the first generation of NOWs.
A first generation NOW is a system where each workstation has a single processor. On the
other hand, a second generation NOW is comprised of workstations that have more than one
processor. Granted, popular message passing libraries such as the MPI and the PVM are still
suitable programming paradigms. However, to fully utilize the available resources in a
second generation NOW, a programming paradigm that combines message passing and
threads is required [Hen0O]. The combination of message passing and threads introduces
complexity to the programming paradigm. Therefore, one of the goals of this thesis is to
present an MPI-like programming paradigm for writing parallel application on second
generation NOWs. The paradigm developed is discussed in Chapter 4.

The significance of scheduling is emphasized in second generation NOW environments, since
the work balance has to be achieved globally among workstations, and locally among
processors. The global scheduling requires communication over the interconnecting network,
whereas local scheduling introduces communication through the memory access network.
The optimal balance between the usage of the interconnecting network and the memory
access network is essential, since the communication over the interconnecting network is
considerably slower compared to the memory access network. Another factor that
complicates scheduling in a non-dedicated NOW is loads in the workstations generated by
their respective owners. Depending on the usage of the workstations, the loads may fluctuate
drastically. A similar problem occurs, if an SMP NOW consists of heterogeneous
workstations; in that case, a scheduling algorithm has to take into consideration the
computing capabilities of the workstations while scheduling workunits. Scheduling issues are
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discussed in detail in Chapter 3 where the design and implementation of data-parallel
applications are explored.

2.4. Discussion

Each of the three environments has its advantages and drawbacks; no single environment is
superior to the other two. The environments differ not only from the memory architecture
point of view, but the programming paradigms used to write applications for the
environments differ as well. The memory architecture also has an impact on the design of an
application such as how to efficiently handle communication and scheduling. The
communication is an integral part of parallel computing especially in the distributed memory
environments and NOWSs. The studies conducted indicated that the communication had a
significant impact on the execution of a parallel application. In general, it can be safely stated
that the number of communication operations and the amount of data transferred should be
minimized to lessen the impact of communication. Therefore, solutions to optimize the
communication should be explored on a software level as well as hardware {not discussed in
this thesis) level. Optimization on the software level includes implementing efficient parallel
applications with proper programming paradigms, and utilizing appropriate scheduling
algorithms. Chapter 3 discusses how to write data-parallel applications in the three
environments. Furthermore, the chapter introduces three scheduling algorithms with the
application-specific enhancements, which take advantage of information concerning the
application being parallelized and the parallel environment. The programming paradigms are
discussed further in Chapter 4 where a programming model for SMP NOWs is presented.



Chapter 3. Utilizing the Parallel Environments

This chapter describes how to take advantage of the three previously described environments
while designing and implementing parallel applications and scheduling algorithms.

3.1. Introduction

In order to design and implement efficient parallel applications two main concepts must be
understood within the scope of this thesis:

- Computation

- Communication

The first concept, computation, is the actual work done by processors. While there are
numerous parallel programming and computation methods [Ski98][Wal98], two
programming methods can be identified with respect to how workload is distributed among
processors [Gan96j[R3d01]. In the functional (task) parallel method, the computation is
performed so that each processor is assigned a specific task [Liu99][Nor93]. The processor
performs the same operations to all the data it receives. In the data-paralle]l method all
processors execute the same code with different data [Kin88][Wu98]. For optimal
performance, each processor must have an adequate amount of work to process. In a
dedicated homogeneous system, this indicates that each processor has an equal amount of
work, whereas in a heterogeneous system the amount of work should reflect the capabilities
of the processors. It is the responsibility of a scheduling algorithm to optimize work balance
among the processors. In addition to scheduling there are operations that need to be
performed by a parallel application that do not exist in a sequential application. These kinds
of operations are initialization of a parallel environment, synchronization, and
communication. Naturally, the performance improvement achieved through nparallel
computing must be greater than the negative impact of the overhead incurred.

The second concept, communication, was discussed in Chapter 2. The results achieved
showed that with faster networks the impact of a single communication operation could be
minimized. However, a parallel application often needs to perform more than one
communication operation. Furthermore, focusing only on latency does not give the whole
picture. A parallel application introduces additional factors on the software level that affect
the overall communication time. There are a number of instances where communication is
required by a parallel application:

- Scheduling
- Data exchange during computation

- Synchronization



- Initialization and result gathering

The purpose of scheduling is to assign work to processors. The assignment usually includes
the transfer of workunits to processors. Depending on the scheduling algorithm the number
and size of messages may vary drastically. It should be noted that scheduling can take place
either at the beginning or throughout the execution of the application. The impact of
communication caused by scheduling can vary greatly depending on when it occurs.

Data exchange during the computation takes place when processors need data from each
other; it is quite common for data to be exchanged during a computation phase. However, in
order to perform a communication operation a processor has to stop executing the actual code
and start the operation. Therefore, each communication operation contributes to the overhead
in more than one way. First, the sending processor has to stop its work and perform the
comumunication operation. Second, the receiving processor has to stop its work and receive
the message. So clearly, the communication during a computation phase should be
minimized. This can be achieved by reducing the data dependencies between the data held on
difference processors. Another method of minimizing the communication’s impact on the
overall execution time of an application is to optimize the communication with prior
knowledge of the communication patterns of the application [IsI97].

Synchronization is required to control the execution of processors. In shared memory
environments, synchronization is used to protect areas of code from concurrent access or to
control the execution of threads (barrier synchronization). In distributed memory
environments synchronization is utilized to coordinate the execution of processors in
different workstations. The same synchronization scheme applies to networks of
workstations, whereas with networks of multiprocessor workstations, both the
aforementioned synchronization schemes are applicable. All synchronization schemes
introduce overhead in the form of lost computation; processors either have to wait for access
to a protected code or until all of them have entered a barrier.

Initialization and result gathering are performed at the beginning and end of computation,
respectively. During the initialization phase, processors can send and receive data regarding
the environment, such as the number of processors and rank of each processor. The result
gathering is usually performed to allow a single processor to collect results from other
processors and to produce final results. Almost all message passing libraries include
functions to gather data to one or more processors. In addition, since the data gathering is
performed after the actual computation phase, its impact on the overall performance of the
application is not as significant as it would be if it occurred during the parallel computation
phase.

Scheduling was mentioned in both cases when computation and communication were
discussed. In fact, scheduling (work distribution) is one of the key elements of efficient
parallel computing. Its goal is to distribute a workload equally and effectively among
available processors. In theory, scheduling is a relatively simple operation. Unfortunately,
due to a number of impacting factors scheduling has proven to be a very complex (NP-hard)
and time-consuming operation. The remainder of this chapter discusses the design,
implementation and performance issues of scheduling in general and describes the scheduling
algorithms developed.
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3.2. Scheduling

In order to utilize more than one processor an application requires a scheduling algorithm to
distribute the workload among processors effectively and efficiently. The ultimate goal of a
scheduling algorithm is to maximize the performance of the processors by optimizing their
utilization whilst minimizing overhead. Thus, an optimal situation would be one where all
processors had an equal amount of work with respect to their processing capabilities and the
amount of communication was non-existent or very small. The first requirement indicates
that the numbers of workunits or the amount of work on processors does not have to be equal,
and should not be equal, if the processors are not identical. A heterogeneous system
introduces additional complexity to a scheduling algorithm due to the different computing
capacities of the processors/workstations. The differences in the computing capacities do not
necessarily imply that the processors are dissimilar; it is possible that some processors have
more load than others, thus limiting their computing capacity. Communication is mainly
caused by dependencies in the workload. Therefore, a scheduling algorithm should be able to
identify and locate workunits with dependencies that are in close proximity (optimally on the
same processor). In practice, the scheduling algorithm has to make a compromise between
the loads on the processors and the amount of communication.

The actual distribution of workunits requires communication, since the workunits have to be
sent to processors. A scheduling algorithm has to decide on a method for distributing the
workunits; it can either send all the workunits to all processors, send only the workunits
meant for a particular processor, or send indexes to the workunits to all processors. The last
option requires that the processors acquire the workunits prior to the execution of the
scheduling algorithm. For example, the NFS can be utilized to allow all processors to access
the same set of files that contain the workunits [Publication 6].

As seen, scheduling is not, by any means, a simple task. There is no single algorithm that is
able to produce optimal results for all applications in all environments. Each application and
environment imposes different requirements for optimal performance and, therefore, for a
scheduling algorithm. For example, in an environment where communication is a significant
contributor to overhead, a scheduling algorithm that optimizes the communication should be
developed. On the other hand, in an environment where the processors are heterogeneous, a
scheduling algorithm that optimizes the work distribution among the processors based on the
computing capabilities of the processors is favourable.

3.2.1. Related Work

Scheduling algorithms can be divided into two groups based on their operation models: static
and dynamic [Bru97b]{Pla94]. A static algorithm allocates workload to processors prior to
the actual computation phase and no further scheduling takes place [Ros91]}[Tan00]. In other
words, a static scheduling algorithm is an algorithm that does not receive more workunits to
distribute during the computation phase. Although static algorithms compromise the optimal
utilization of processors, they introduce minimal overhead. However, sirice static scheduling
algorithms do not get executed during the computation phase, they are unable to notice and
correct imbalances on processors caused by poor initial scheduling decisions or changes in
load conditions.

Dynamic scheduling (load balancing) algorithms distribute the workload among processors
before and during the computation phase by considering the computational requirements of
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workunits and/or the current loads on processors [Ben00a][Bre99}[Lei99][Ren01]. So by
definition a dynamic load balancing algorithm is an algorithm that can cope with workunits
that are created during the computation. For the purpose of this thesis, two operation models
for dynamic scheduling algorithms are identified. The first model includes scheduling
algorithms that distribute workunits as they enter the system. The algorithms do not have
information about all the workunits and their computational requirements. The scheduling
decisions are based on processors’ loads at the moment when the workunit enters the system.
Methods of measuring the system load and its effect on scheduling have been studied in
literature [Das97][Kul00][Li98}{Mey97]. The second operation model consists of dynamic
scheduling algorithms that implement a client-server approach. The distribution of workunits
occurs according to requests sent by client processors to the server (master) processor. The
server processor replies to each request by sending one or more workunits to the client. The
second model is preferred, because although it introduces additional overhead in the form of
communication, it does not need constant load updates. The distribution of workunits occurs
based on the availability and computational capacity of the processors; a processor without
work makes a request for a new workunit, whereas a processor handling a workunit or
occupied by another process (from another user) does not request more work until it becomes
idle. The better utilization of processors and improved work balance comes with a price.
Dynamic scheduling algorithms cause more overhead due to the increased communication,
synchronization, and possible bottlenecks caused by the server processor. However, dynamic
scheduling algorithms can substantially increase the performance of a parallel application, if
implemented wisely. The more optimal utilization of processors leads to more equal work
balances among the processors and decreased execution times. Dynamic scheduling
algorithms have been introduced in literature for shared memory environments
[Gan00][Soh97], and distributed memory environments and NOWs [Ben00a]{Cav01][Cor99]
[Sch95][Soh96][Tha01][Zak97]{Zha00].

Algorithms for distributed memory systems normally assume that the impact of an
interconnecting network is minimal or non-existent. The focus of these algorithms is to
optimize the utilization of available processors. In general, scheduling algorithms for
networks of workstations consider the cost of communication due to its possibly significant
effect on performance [Pra97]. Scheduling decisions are made by optimizing communication
and resource utilization, and by minimizing overhead generated by the scheduling algorithm.

Dynamic scheduling algorithms need information about the application and the system in
which they are run. The application defines the characteristics of the workunits to be
distributed, whereas the system load indicates suitable target processors for work distribution.
Studies have been conducted that address the utilization of application characteristics in the
scope of scheduling processes (e.g. [DaS01}[Mac00}[Sub02}[Tan00]) or in particular
applications (e.g. [Bar99][Cat01]}{Cha02}[Jon00][MicO1]fRis02]). These studies explore the
benefits gained from extracting specific information about applications; using that
information the scheduling algorithms are optimized. The scheduling algorithms developed in
this thesis focus on considering the generic characteristics of workunits in order to develop
universal scheduling algorithms. The algorithms do not take system load into consideration.
However, one of the algorithms indirectly incorporates the system load into its scheduling
decisions.

There is a special group of dynamic scheduling algorithms that consider the work distribution
only among their nearest neighbours [Els00][Gho99]. These algorithms allow the processors



to send and receive workunits to and from their topologically neighbouring processors. This
approach minimizes the communication cost for two reasons: (1) The number of links a
workunit needs to traverse to reach the destination processor is always 1. (2) No more than
two workunits are transmitted over any given (full duplex) link at a time. However, it is
important to realize that for the nearest neighbouring scheduling algorithm to deliver good
performance, the communicating processors have to be topologically next to each other and
use a dedicated communication channel. For example, two workstations, even if there are
physically adjacent to each other, cannot take advantage of the nearest neighbour approach, if
they are connected via Ethernet or any kind of bus network. The disadvantage of such
algorithms is their inability to react to drastic changes in the loads of processors, especially if
the system has a large number of processors.

A second special group of dynamic scheduling algorithms is comprised of algorithms that
distribute workunits randomly among processors [Ad195][Ber99][Gho94][Mit97]. These
algorithms are based on statistical models and are able to provide estimations of maximum
loads on processors. The suitability of most random load balancing algorithms is limited to
cases where the workunits are equal in size. Furthermore, the algorithms assume that the
processors are homogeneous and have identical loads.

Some very unique and theoretical approaches to dynamic load balancing can be found in
literature. [Hui99] presents a mathematic model with a hydrodynamic approach. Processors
are considered cylinders, the diameters and heights of which define their computing
capabilities and loads. On the other hand, scheduling algorithms for loop-level parallelism are
discussed in [Lim99][Muk99]. These models operate on a lower level than other previously
described scheduling algorithms by distributing parts of loops to processors.

In addition to numerous studies of scheduling algorithms, tools for performing dynamic
scheduling have been developed which aim to lower the threshold to enable efficient parallel
computing [Dev00}[Ger91][Hen98]. In [Wil96][Wil98] an automated load balancing model
is presented. The model tries to estimate the computational requirements of workunits and
assigns the workunits with the most work to processors that have the lightest loads. This
approach is very close to the one presented in this thesis. However, the difference is in how
the workunits are actually distributed. The algorithm in [Wil96] assumes that loads on
processors are known by the load balancing algorithm, whereas the algorithm developed by
the author does not require any knowledge of the loads on processors.

Static or dynamic scheduling is either conducted in a distributed or a centralized fashion. A
distributed algorithm is executed by all participating processors. In general, the algorithm
produces a workload for the executing processor. However, it is possible that the algorithm
has to inadvertently generate workloads for each processor in producing a workload for the
executing processor. The benefit of decentralizing the scheduling operation is to allow for the
better utilization of resources; no processor is without work even during the scheduling
phase. In addition, scheduling is faster if each processor does its part rather than a single
processor performing all scheduling operations. On the other hand, the drawback of the
distributed scheduling model is the communication overhead. In order for the processors to
perform scheduling they need information about the workloads and loads on other processors.
Thus, one processor can distribute the workload information (one-to-all broadcast) among the
processors, whereas each processor has to send information about its load to all other
processors (all-to-all broadcast). Furthermore, if more workunits are generated during the
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computation phase, the distributed algorithm introduces more communication; the processor
handling the new workunit has to determine which processor it will send the workunit to by
first polling information about the loads on the workstations and then sending the workunit to
the assigned processor for execution.

A centralized algorithm is executed on a master processor that computes workloads for all
processors. The master processor can participate in the parallel computation phase, if so
required. The centralized scheduling algorithm can be either static or dynamic. In the case of
a static scheduling algorithm, the dedicated processor performs a one time distribution of the
workunits among the processors based on information obtained from the workunits and/or its
knowledge of the load situation. With a dynamic algorithm the situation is identical to the
dynamic scheduling in distributed algorithms. The workunits are distributed in two ways:
according to the workload information and/or the current load situation on processors, or by
requests from processors.

If the master processor does not participate in the computation, it can monitor the load
situation on processors while they process data. If a dynamic scheduling algorithm is
deployed, the master processor can improve the work balance by migrating workunit(s) from
an overloaded processor to a processor with less work [Boy02}{Cru01][Hey98][Wil98]. The
benefit of the workunit migration is the increased utilization of processors, which in turn
results in better speedups, although all actions performed by the master processor require
communication. Therefore, the implementation of the scheduling algorithm has to be
carefully designed so that the impact of communication does not negatively affect the overall
performance of the application. The scheduling algorithms designed and implemented as part
of this thesis do not consider load migration.

3.2.2. Requirements for Optimal Scheduling

Four issues can be identified and should be considered while designing and implementing a
scheduling algorithm:

- Application

System architecture

Interconnecting network

Other characteristics

Application defines the workload, and the workunits. It also provides a means to estimate or
measure the computational requirements of the workunits for more accurate work
distribution. The workload also indicates any possible dependencies between the workunits
and their degree of dependency. In some cases, parallelization of an existing sequential
application can prove to be very difficult due to the complicated structure of the application,
which causes numerous dependencies. This is usually the case when a sequential application
has been designed and implemented without any consideration to parallelization.

An application can provide additional information for a scheduling algorithm [Gri94]. This
information can be very helpful, if the workload is generated dynamically and/or workunits
provide information about their computational requirements. It is essential that a scheduling
algorithm is capable of adapting to changes in the workload and utilizing information
available about workunits. Furthermore, if more workunits are generated during the execution
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of an application, a scheduling algorithm has to be able to distribute these workunits like any
other workunits. The possibility of extracting information about the workunits brings up an
interesting area of research. If a scheduling algorithm is provided with more accurate
information about the workunits than, say, just the total number of workunits, could the
scheduling algorithm run better and produce better results. The following subsections discuss
scheduling with application-specific information extracted during the runtime of an
application.

System architecture defines the parallel environment including processors and memories.
First and foremost, the processor layout has a significant impact on the design and
implementation of a scheduling algorithm as well as on its functionality. The layout specifies
how processors and memories are coupled. Next, possible heterogeneous features in the
system affect the scheduling algorithm [BenOOb]. It is not impossible for a distributed
memory system to have processors with different processing capabilities. On the other hand,
this is a highly likely situation in a network of workstations that has been built from
workstations in an office environment for example. Heterogeneity introduces further
complexity to a scheduling algorithm. The algorithm has to take the capabilities of the
processors into account to compensate for the work distribution. In order to perform
optimally the algorithm has to know the relative powers of processors during the actual
scheduling phase. This requires that the algorithm have knowledge of the characteristics of all
processors participating in the computation. However, obtaining the necessary information
and processing it, is not always possible. Thus, work distribution is considered to be
substantially more difficult in heterogeneous environments than in homogeneous
environments. However, one of the scheduling algorithms developed in this thesis proposes a
solution for scheduling in heterogeneous environments.

Interconnecting network affects the design and implementation of a scheduling algorithm
indirectly. Since a network (in conjunction with other hardware such as a network interface
card) defines the time spent on communication, a scheduling algorithm has to adapt to the
speed of the network [Cru01][Fer01][Kai99]. There are different characteristics of a network
that impact communication; with large data sets the network speed (throughput) can become
a limiting factor, whereas with small data sets the completion time and latencies can
dominate communication times. Very small data sets can be common, since work distribution
and synchronization messages are usually quite small. In general, if the number of messages
sent by a scheduling algorithm is minimized the impact of the network on the design and
implementation of a scheduling algorithm is miniscule.

Other characteristics are something that cannot be predicted beforehand, but the scheduling
algorithm should be able to react to them. Perhaps, the most significant characteristic from a
scheduling algorithm perspective is load fluctuations on processors participating in the
computation. It is possible that other users are simultaneously using some of the processors.
In a time-share operating system a time slice is allocated for each application. Assuming the
task priorities are identical, the task that is part of a parallel application has to share the
processor with other tasks. The execution of this task is slowed down by a factor of » — /,
where 7 is the number of running (active) tasks on the processor. If such a situation occurs
on even one processor, it increases the total execution time of the parallel application
considerably. Therefore, a scheduling algorithm either has to know loads on processors prior
to distributing the workload or has to adapt to load changes dynamically. Both approaches
require that the scheduling algorithm have up-to-date information about the load situation on
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the processors. The latter approach assumes that the scheduling algorithm is capable of
migrating workunits from a heavily loaded processor to ones that are less loaded. The job of
the scheduling algorithm becomes slightly easier, if the processors participating in the
parallel computation are dedicated for one user at a time.

At best, a scheduling algorithm is capable of incorporating each of the four characteristics.
However, in most cases such a generic algorithm would be very complex and introduce an
excessive amount of overhead. Since the ultimate goal of a scheduling algorithm is to
generate optimal load balance without introducing any overhead, it is prudent to investigate a
mechanism to further improve scheduling mechanisms. Thus, application-specific scheduling
is introduced which tries to take into account some of the characteristics discussed earlier in
order to optimize the performance of a parallel application.

3.3. Application-Specific Scheduling

An application-specific scheduling algorithm i1s a term given to an algorithm that
incorporates information extracted from or provided by an application during its execution to
optimize scheduling decisions.

3.3.1. Introduction

A scheduling algorithm requires accurate information about workunits to achieve the most
optimal work distribution. In conjunction with the workunits, the scheduling algorithm needs
information about the computational requirements of the workunits. This information is
specific to an application and its workload. Hence, the name for the scheduling method. With
the additional information, the capabilities of a scheduling algorithm are increased
substantially. The scheduling algorithm can make decisions based not only on the number of
workunits but also on the computational requirements of the workunits. The scheduling
algorithms developed in this thesis consider only the application-specific information when
distributing the workunits. Operations such as querying information about loads on
processors to further refine the scheduling decisions are not taken into consideration {Dai00].

Generic application-specific scheduling has not been studied extensively in literature. The
research effort that comes closest to what is proposed in this thesis can be found in [Ber96].
In fact, the authors use the term application-level scheduling while introducing a framework
for scheduling agents. These agents operate between an application and a parallel
environment to determine an optimal set of processors on which to execute the application.
The agents are provided with information about the application as well as the parallel
environment. The user gives the application information to the agent, whereas an external
application provides the environment information. The ultimate purpose of the work done by
[Ber96] is to create a number of scheduling agents that are suitable for particular applications.
This approach to application-specific scheduling is a more structured and high-level approach
than the one presented in this thesis.

Three generic scheduling algorithms have been enhanced to make use of the application-
specific information [Publication 4]. The algorithms are generic in the sense that they do not
dictate what the application-specific information is and how it is extracted. It is enough for
the algorithms to be able to compare and order the workunits based on their computational
requirements. Furthermore, one of the algorithms offers a solution to the load situation
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problem discussed briefly in the previous subsection; the algorithm (Algorithm 3) eliminates
the need for constant load updates.

The following assumptions are made with respect to the design and implementation of the
three scheduling algorithms:
- The workload has been partitioned into workunits of various sizes

- The size of a workunit determines its computation requirements.

The workunits are randomly stored in a data structure that allows each workunit to
be uniquely addressed.

- The sizes of the workunits are uniformly distributed.

Note that no performance results are given in conjunction with the descriptions of the
algorithms. The results of the algorithms are presented with the case studies in Chapter 5 and
[Publication 4].

3.3.2. Algorithm 1

The first algorithm (Algorithm 1) is depicted in Figure 3-1. The generic version of the
algorithm distributes workunits among processors by allocating an equal number of
workunits for each processor. In order to perform such an operation the scheduling algorithm
only needs to know the total number of workunits. This information is not considered
application-specific information, since by distinguishing the workunits, the number of the
workunits can be derived. All processors execute the algorithm concurrently. Each processor
determines the number of workunits and which workunits it is supposed to process.

1. Calculate an average number of
workunits per processor (i7).

2. Assign the average number of
workunits to processors, so that the
first processor receives the first &
workunits, and so on.

3. Assign the last r processors an
additional workunit, if the average
number of workunits calculated in
Step 1 had a remainder 7 (r > 0).

Figure 3-1. The generic scheduling algorithm 1.

The application-specitic version of Algorithm | incorporates information about the workunits
into the scheduling procedure. The algorithm is provided with information about the
computational requirements of the workunits. The algorithm, shown in Figure 3-2, first
computes the average number of work per processor. Then, each processor is assigned the
average amount of work to process, regardless of how many workunits are assigned. In fact,
the distribution is optimized so that the amount of work assigned to each processor (except
the last one, which gets all remaining workunits) can either be more or less than the average.
An additional workunit may be assigned to a processor even if it brings the amount of
assigned work over the average, as long as the then increased amount of work assigned is
closer to the average amount than before. Since the algorithm can assign more than the
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average amount of work to processors, the possibility that the last processor has substantially
more work than all other processors is minimized. The scheduling procedure requires slightly
more time due to the extra computation introduced by the algorithm; the algorithm has to
calculate the total amount of work and the average amount of work. Furthermore, the design
of the algorithm dictates that each processor executing the algorithm must produce workload
distributions for all processors that have a lower rank than the executing processor. However,
the application-specific algorithm is capable of distributing the workload more equally than
the generic algorithm.

1. Compute the total amount of work by
adding the sizes of workunits together.

2. Calculate the average amount of work
per processor (#).

3. Assign the workunits to processors
(except the last one) so that each
processor is assigned with the average
amount of work.

4. Assign all the remaining workunits to
the last processor.

Figure 3-2. The application-specific algorithm 1.

3.3.3. Algorithm 2

The second algorithm (Algorithm 2), depicted in Figure 3-3, distributes workunits among
processors based on a statistical assumption. It is assumed that workunits of various sizes are
distributed equally in the data structure that contains all the workunits. Therefore, the generic
version of Algorithm 2 selects workunits to process according to the following procedure.
First, each processor selects the first corner to be the jth corner, where j is the rank of the
processor. Second, the processors select workunits by adding p to j, where p is the number of
processors, until j is greater than the number of workunits. The algorithm minimizes the
possibility (based on statistical assumption) that one processor receives all the large
workunits. The problem with the generic version of Algorithm 2 is that it does not take into
consideration the real computational requirements of the workunits.

1. Assign the first workunits to each
processor from the workunit data
structure starting at an index specified
by its rank.

2. Assign the remaining workunits to
processors starting from the initial
workunit at an interval of p workunits,
where p is the number of processors.

Figure 3-3. The generic scheduling algorithm 2.

The application-specific scheduling algorithm behaves in a manner similar to the generic
algorithm in terms of how the workunits are selected by the processors. However, the actual
computational requirements of the workunits are determined with the help of the application-
specific information. In addition, the workunits are sorted in descending order according to
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the amount of work they require. When the scheduling algorithm is executed by all
processors, they select the most computational intensive workunits first. This has two
benefits: first, the amount of work on processors is optimized with a small amount of
overhead (sorting), second, the time processors have to wait for the last processor to finish its
work should be minimized. Since all the processors start by processing large workunits, the
last workunits to be processed are very small, and quick to process. Figure 3-4 shows
application-specific scheduling algorithm 2.

1. Sort the workunits in descending order
by their sizes.

2. Assign the first workunits to each
processor from the workunit data
structure at the index specified by its
rank.

3. Assign the remaining workunits to
processors starting from the initial
workunit at an interval of p workunits,
where p is the number of processors.

Figure 3-4. The application-specific scheduling algorithm 2.

3.3.4. Algorithm 3

The third algorithm (Algorithm 3, WorkPool algorithm) is based on the concept of a workpool
or processor farm [F1e99][Wag97]; a single processor acts as a server (words server and
master are used interchangeably) distributing workunits one at a time to client processors as
per their requests. The server processor does not, necessarily, participate in the parallel
computation. The responsibilities of the server processor are to receive work requests from
client processors, and to reply to them.

The generic algorithm dynamically assigns workunits to client processors in no particular
order. Thus, the algorithm does not consider the computational requirements of workunits;
the workunits are distributed in the order in which they are stored. Figure 3-5 shows the
generic scheduling algorithm 3 for the master processor. The algorithm for the client
processor is depicted in Figure 3-6.

1. Wait for a request from a client
Processor.

2. If unprocessed workunits exist, send
one workunit as a reply to the client
processor, and jump to Step 1.

3. If no unprocessed workunit exist, send
the end-of-computation message as a
reply to the client processor.

4. If the end-of-computation message
sent to all client processors, exit.

Figure 3-5. The generic scheduling algorithm 3 (server processor).
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Results (see Chapter 5 and [Publication 4]} show that the generic version of algorithm 3 is
very efficient and is able to produce good load balance results in certain cases. However, the
algorithm is not able to produce the most optimal results unless the workunits require an
equal amount of processing time.

—

Send a request to the server processor.

2. Process the workunit received from the
server processor, if not an end-of-
computation message.

3. Jump to Step 1, if data was not an end-

of-computation message.

Figure 3-6. The generic scheduling algerithm 3 (client processer).

Since the workunits are not normally identical, a more sophisticated version of the algorithm
was developed. The application-specific version of the algorithm takes into account the actual
computation requirements of the workunits. In addition, the workunits are distributed among
the processors so that the more complex workunits are processed first. Figure 3-7 illustrates
the application-specific algorithm for the server processor. The algorithm is divided into two
parts. The first part consists of Step 1. The server processor performs the step before serving
any requests from client processors. In Step |, the workunits are sorted in descending order
based on their computational requirements. The second part of the algorithm includes Steps
2-5. This portion of the algorithm is performed during the parallel computation phase. In Step
2, the server waits for requests from client processors. A request indicates to the server that a
client processor is out of work. The server assigns the requesting processor a workunit to
process in Step 3, unless all workunits have been processed. If there are no workunits to
assign, the server sends a special message back to the client processor in Step 5. The special
message indicates to the client processor that it should terminate its execution. The server
processor terminates the execution of the algorithm once all the workunits have been
assigned and all the client processors have been sent the special message indicating that no
more workunits are to be processed. The algorithm for the client processors does not differ
from the one presented for the generic scheduling algorithm in Figure 3-6.

1 Sort workunits based on their
computational requirements.

2 Wait for a request from a client
processor

3 If unprocessed workunits exist, send
the largest workunit as a reply to the
client processor, and jump to Step 2.

4 If no unprocessed workunit exist, send
the end-of-computation message as a
reply to the client processor.

5 If the end-of-computation message
sent to all client processors, exit.

Figure 3-7. The generic scheduling algorithm 3 (server processor).
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The algorithm is capable of distributing workunits among processors in an optimal way
without complex and time-consuming work distribution computations. Scheduling occurs by
the client processors, which request more work after completing their current work.
Furthermore, since workunits are sorted in descending order, the ones requiring the most
work are processed first. This, in turn, reduces the time processors have to wait at the end of
the computation phase, since the processors should finish their last workunits more closely
together.

The algorithm is designed to work with a data-parallel application where workunits are
known prior to the computation phase. For the generic algorithm 3, information about the
number of workunits is adequate. However, the application-specific algorithm requires
additional information about the workunits. The algorithm either has to determine the
computation requirements of the workunits or this information has to be provided by the
programmer. For example, in the case of the GSM network simulator (See Chapter 5)
computational requirements of the workunits can be determined at runtime by examining the
workunits.

The only increase in the complexity of the application-specific scheduling algorithm 3 over
the generic algorithm is the sorting operation. A number of fast sorting algorithms exist, thus
the impact of this operation is minimal. Furthermore, even if the application-specific
scheduling algorithm takes a little longer to execute, the improved work balance achieved
compensates for the overhead introduced.

3.3.5. Implementation Issues

All three scheduling algorithms were implemented to quantify their performance and impact
on work balance. The results achieved are shown and discussed in Chapter 5. The results
indicate that the WorkPool scheduling algorithm performed considerably better than the other
two algorithms. Note that no hardware related optimizations were considered, since the
algorithms were designed to run in any parallel environment. Due to the superior
performance of the WorkPool scheduling algorithm, implementation issues of the other two
scheduling algorithms are not considered.

The implementation of the applications-specific WorkPool algorithm has two variants: one
for shared memory environments, and another for distributed memory environments and
networks of workstations. The following subsections discuss the special features of the two
implementations.

Shared Memory Environment

The implementation of the WorkPool scheduling algorithm in a shared memory environment
does not require explicit communication. Threads do not need to request a new workunit per
se, they can simply fetch a new workunit by utilizing the shared memory. A synchronization
method needs to be put into place to provide threads with unique workunits. The
synchronization method guarantees exclusive access for a thread to obtain and increase an
index to the next unprocessed workunit. The protected area of code consists only of
assignment and addition operations. Thus, the synchronization does not impose a great deal
of overhead. Naturally, the synchronization primitives (mutex lock and unlock) generate
overhead but their impact on the total execution time is minimal.
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Distributed Memory Environment and Networks of Workstations

In the implementation for distributed memory environments and networks of workstations,
one processor is dedicated to act as a server processor. The responsibility of the server
processor is to assign workunits to other processors. The client processors send requests to
the server processor, which, in turn, processes the requests and sends back replies. The
requests and replies are communicated via an interconnecting network. This communication
introduces overhead, which has an impact on the performance of a parallel application.

For a data-parallel application the programmer has two options for implementing the
scheduling algorithm. The algorithm can either send a complete workunit to the requesting
processor or merely an index to the workunit in the memory of the requesting processor. The
former method is very straightforward but also more expensive. The latter method consumes
less time but requires that the client processors have information about all workunits.

3.4. Discussion

It is a well-known fact that a scheduling algorithm plays a major role in achieving good
speedups. Unfortunately, there is no single algorithm that is suitable for all parallel
environments and applications; a number of scheduling schemes and algorithms have been
developed and presented. In this chapter a concept of application-specific scheduling for
data-parallel applications was introduced and studied with three scheduling algorithms. It was
shown that providing additional information to a scheduling algorithm increases its capability
to further improve the work balance among processors. It was concluded that an application-
specific scheduling algorithm (based on the concept of a work pool) is able to produce very
good scheduling results. The results are shown in detail in Chapter 5 and [Publication 4].
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Chapter 4. MPIT

This chapter introduces the MPIT (MPI-Threads) programming paradigm that was
implemented as part of the research work for this thesis. The MPIT is an efficient and user-
friendly paradigm for writing data-parallel applications in networks of SMP workstations
(SMP NOWs). The paradigm utilizes the best characteristics of shared and distributed
memory environments, while hiding communication operations from the programmer. Also,
the MPIT paradigm is capable of performing the automatic scheduling of workunits.

4.1. Introduction

The MPIT provides a new programming paradigm for SMP NOWSs. The paradigm can be
considered an extension of the MPI message passing library. The architecture of the MPIT is
comprised of two parts. The first part is the MPI message passing library; the MPI is used to
transfer data among workstations. The second part is the POSIX thread library; the thread
library is responsible for performing the actual computation as well as the synchronization of
the processors in a workstation. The MPIT programming paradigm has been implemented
with C programming language and provides an MPI-like interface for the programmer.

The benefits of MPIT include:

1. Low resource utilization and overhead. The use of threads rather than processes is
more efficient in an SMP workstation and introduces less overhead. For example,
in a case where a context switch is required, it is more expensive to swap out a
process than a thread. Furthermore, the MPIT allows for dynamic thread creation
and termination. This provides the programmer with a tool to control the resource
utilization of an application in a workstation.

2. Fast communication among processors in a workstation. Since only one process is
created in a workstation and threads are used to utilize all processors, the
communication occurs within the process. The communication within the process
is substantially faster than communication among processes.

3. Low communication overhead through communication-computation overlap. The
architecture of the MPIT allows for a fast communication start-up (completion
time) that minimizes the impact of communication. This feature is achieved with a
dedicated communication thread located in each workstation.

4. Support for heterogeneous networks of workstations. Each workstation can be
configured to have any number of threads initially. Furthermore, the number of
threads can be increased or decreased based on the load in a workstation or on the
programmer’s requirements for computing power.

5. Automatic scheduling functionality. The MPIT library has an implementation of
the WorkPool scheduling algorithm. The scheduling functionality is hidden from
the programmer and performed automatically by the communication thread. This

37



allows for fast scheduling that does not impact the execution of the actual
application.

Since the MPIT is implemented on top of the MPI environment, it can support any
programming model facilitated by the MPL. However, the MPIT is geared towards data-
parallel computing. The user is allowed to define one function that is executed by all the
worker threads after their creation. This function is where the user can control the execution
of the worker threads. The user is not required to make all the worker threads run the same
code segment, In fact, it is possible that each worker thread is assigned with a specific task
turning the application into functional parallel software. The MPIT does not restrict the use of
functional parallelism, although the scheduling mechanism is intended for the data-parallel
programming paradigm; the automatic scheduling performed by the communication thread
(see Subsection 4.7.) assumes that the data being distributed are separate workunits to be
processed by individual threads in a data-parallel manner. Sometimes, an application
combining the two programming models is the most suitable implementation.

The availability of threads instead of processes in a workstation slightly changes the
programming model [Fah95]. The programmer has to consider issues such as synchronization
and communication among threads in a workstation. For synchronization, the POSIX thread
library offers a number of methods [Nor96}: mutual exclusion locks, condition variable, and
semaphores. Since it is up to the programmer to implement the function executed by the
threads in a workstation, he/she has to take care of the synchronization at the application
level. For implementing communication the programmer has two options. The first option
includes the direct utilization of the shared memory to facilitate the sending and receiving of
messages between threads. This can occur through a memory read or write operation. A
synchronization method is, possibly, required to guarantee that the variables used in the
communication are not accessed simultaneously by more than one thread. The other solution
for communication among threads is to use the MPIT send and receive operations. The
communication thread is able to handle messages sent among threads in a workstation. This
method provides automatic synchronization but is a slightly slower implementation.

The MPIT provides a thread-safe interface for the communication operations even if the
underlying MPI implementation is not thread-safe. Thread-safety, with respect to the MPI,
has been achieved by concentrating all MPI communication operations on one
(communication) thread. Thus, thread-safety is guaranteed, if the worker threads utilize the
communication routines provided by the MPIT library. If the worker threads make any calls
to the standard MPI communication routines, the underlying implementation of the MPI
library determines whether the operations are thread-safe.

4.2. Related Work

A number of articles have been published about using threads with MPI. A multi-threaded
MPI implementation is discussed in [Pro0l]. The authors discuss how to make an MPI
implementation, mpich, thread-safe and multithreaded. The focus of the paper is on how to
change the implementation of the MPI to support multi-threading rather than how to provide
the programmer with a multi-threaded programming paradigm on top of MPL

In [Chi98] the authors present a multithread communication library that is built on top of the
MPI. The study considers a thread execution model where a master thread creates threads that
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perform the computation. These threads may call only collective communication routines
provided by the library. However, if data is to be received or sent, the threads initiate a
communication call and enter a barrier. The communication routine is completed when all
threads have initiated the communication call and the call has been completed. After the
completion of the communication operation the threads are allowed to continue their
execution. This kind of multithread communication library differs from the one presented in
this thesis in various ways. The MPIT does not require that the threads in a workstation be
executed according to a loosely synchronous model. However, the MPIT does not, currently,
support collective communication routines. The work presented in [Chi98] does not consider
scheduling, whereas the MPIT includes an application-specific scheduling algorithm.

The research presented in [TanOl] is a threaded MPI implementation for clusters of
workstations called the TMPI (Threaded MPI). The TMPI implementation utilizes threads
instead of processes in a workstation to take advantage of multiple processors. The
communication among workstations is handled by a dedicated TMPI daemon thread in each
workstation. The TMPI implementation offers a subset of the MPI commands found in the
mpich implementation {Gro96). The major differences between the TMPI and the MPIT are
the structure of the TMPI and scheduling. The TMPI architecture consists of a number of
layers similar to the architecture of the mpich implementation. However, the TMPI
implements its own point-to-point and collective communication routines. The TMPI is not
implemented on top of the MPI message passing library, whereas the MPIT paradigm is built
on top of the MPI. The other difference between the TMPI and the MPIT is that the MPIT
has a built-in scheduling mechanism that does not exist in the TMPI.

[Hai94] presents a system called Chant that resembles the MPIT environment. The Chant
system provides point-to-point communication mechanisms for individual threads. It requires
that communicating threads know that a communication operation is about to occur; the
communication occurs in a synchronous fashion. In fact, the major difference in the Chant
system compared to the MPIT paradigm is the way the communication is handled. The Chant
system requires synchronous communication between two threads, whereas the MPIT
paradigm allows for asynchronous as well as synchronous communication among
workstations and threads.

In [Tan99] a programming paradigm, called COMPaS, for a cluster of SMP (Pentium Pro)
workstations is presented. The paradigm utilizes a message passing mechanism called
NICAM that was implemented by the authors. The NICAM is an active message —like system
that supports remote memory operations with the use of message handlers [Par99]. The
thread execution in a workstation is performed in a bulk synchronous fashion whereby a
computation phase is followed by a communication phase [McC94]. Only a single thread
(called the parent thread) is allowed to communicate with other workstations. The COMPaS
system is a limited version of the MPIT environment in the sense that it does not support the
free communication of threads and requires a bulk synchronous programming model.
Furthermore, the NICAM message passing paradigm is not as portable as the MPI.

A programming paradigm called SIMPLE for clusters of SMP workstations is discussed in
[Bad97]. The paradigm is a full programming environment for data-parallel applications. It
provides a set of tools to write an application that is then distributed among workstations and
threads in them. The necessary communication is implemented by the tools and handled by
the system at runtime. Although the paradigm supports the MPI, the authors have developed
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their own message passing library citing that the overhead introduced by the MPI is too
excessive. The SIMPLE paradigm allows for threads to communication with each other and
to be synchronized in a similar way than in the MPIT. However, the SIMPLE paradigm does
not support heterogeneous networks of SMP workstations or facilitate scheduling as the
MPIT does.

A runtime system called Nexus is presented in [Fos96]. The purpose of the system is to
integrate threads and communication. This is achieved by the use of threads, global pointers,
and remote service requests. Threads operate on global pointers by issuing remote service
requests. The global pointer specifies the data to be processed and the target context that
should process the data. With the use of a remote service request the data is communicated to
the target context and processed. A separate thread on the target context is generated to
perform the computation. All this takes place without interrupting the work of the target
context. The context does not have to call a receive operation to retrieve the data and to
process it. The Nexus system automatically handles all necessary operations on the target
context. Although the system provides an interesting method (closely related to RPC without
synchronization}, it does not address issues such as scheduling.

In [Hen98] a programming paradigm implemented on top of the MPI message passing library
is presented. This programming paradigm extends the BSP model to support communication.
In addition, the paradigm defines a term called virtual processes. The virtual processes are
the entities that run the code. The authors give examples about possible implementations of
virtual processes. Threads are mentioned as one of the implementation options. The
programming paradigm presented provides a limited functionality to the programmer. The
computation is divided into four parts that include initialization, local computation, local
result gathering, and global result gathering. Similar to the MPIT, it does allow threads to
communicate with each other. However, the MPIT does not require that an application follow
the BSP model.

Finally, the OpenMP programming model has been proposed as a solution to write parallel
applications for shared memory environments [Biic02][Had02][Nik0O]. Studies have also
been conducted to incorporate the OpenMP with the MPI to provide a programming
paradigm for distributed memory environments and networks of SMP workstations
[Cap00][Hen00][Hu99]. The OpenMP programming paradigm provides a compile-time
parallelization mechanism that allows for the programmer to gradually (one part at a time)
turn a sequential application into a parallel application. The paradigm follows the fork-join
model for thread creation and termination; threads are created for each time a parallel section
in the code is encountered. What has made the OpenMP such a popular tool for writing
application is the fact that the thread creation, maintenance, synchronization, communication,
and termination are all hidden from the programmer. The MPIT programming paradigm
presented in this thesis operates on a lower level than OpenMP, which gives more control to
the programmer, but still hides certain functionalities from the programmer.

4.3. Architecture of MPIT

The MPIT is build on top of the MPI message passing library. The MPI provides the message
transfer functionality for communication among workstations. Currently, the MPIT
implementation offers an interface for the MPI point-to-point communication operations.
However, due to the characteristics of the MPIT programming paradigm certain types of
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collective communication routines are supported (such as a message can be sent to all threads
in a workstation) as well as normal MPI collective communication routines can be used.

The implementation of thread functionality in a workstation is the heart of the MPIT
programming paradigm. The internal components of the MPIT are depicted in Figure 4-1.
The MPIT operates within a single process in each workstation. Worker threads are created
inside the process according to a configuration parameter. The worker threads process data
stored in the global (shared) memory. The global memory can also be used for
communication among the threads. If the threads need to communicate with threads in other
workstations, they have to use the services provided by a communication thread. A separate
communication thread is created for each workstation. The communication thread is
responsible for handling all incoming and outgoing messages.

Figure 4-1 also shows the message flow. When an MPI message is received from a network
(Step 1), the communication thread stores it to the Data-In queue (Step 2) for immediate
retrieval by a worker thread (Step 3). If a worker thread needs to send data, the data is stored
to the Data-Out queue (Step 4). The communication thread calls an MPI send operation to
initiate the message transfer (Step 5). The message is sent to the network by the MPI (step 6).
With the help of the communication thread the MPIT programming paradigm achieves low
communication-to-computation ratio increasing the performance of a parallel application.

The main functionality of the MPIT is hidden in the communication thread. The worker
threads have an interface to the communication thread allowing them to send and receive
messages to and from other workstations or threads (the interfaces are discussed later in this
chapter). The MPIT send function allows for the worker thread to define a workstation and a
thread in that workstation as a target of the communication operation. The worker thread can
also use a special thread number to cause the message to be processed by any thread or all
threads in the target workstation. The send operation creates a new entry in the Data-Out
queue (Step 4). This is the main operation performed in the function called by the worker
thread. Therefore, a communication request generates very little overhead and minimizes the
communication-to-computation ratio (performance results are given later in this chapter).
Also, a signal is sent to the communication thread as part of the function called by the worker
thread. The signal indicates to the communication thread that new data has been entered to
the Data-Out queue. The data is then sent by the communication thread to the receiving
workstation. Another responsibility of the communication thread is to monitor the MPI input
buffer for possible messages from other workstations. If a new message is discovered in the
MPI message input buffer, the communication thread issue an MPI function call to retrieve
the message. The retrieved message is stored in the Data-In queue. The Data-In queue holds
all messages in order they were received. Once a worker thread issues a recejve operation
(Step 3), the Data-In queue is searched for a message that matches the message parameters
(such as type and source). If no message is found, the worker thread either continues its
execution or waits until a matching message is received. In the latter case, the worker thread
relinquishes the processor on which it was running. This maximizes the utilization of
processors. In the case where a message is found in the Data-In queue, the receive operation
is very fast. It does not require access to the MPI buffer or memory copies; the data is
returned from the Data-In queue that is located in the memory allocated for the process.
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Figure 4-1. The internal components of the MPIT and the message flow. (1) An MPI
message is received from a network. (2) The communication thread retrieves message
and stores it to the Data-In queue. (3) Worker threads receive data from the Data-In
queue. (4) Messages sent by the worker threads are stored in the Data-Out queue. (5)
The communication thread initiates MPI send operations for the messages in the Data-
Out queue. (6) An MPI message is sent out from the process.

The creation of worker threads in the MPIT is hidden from the user. Each thread is assigned a
unique number within a workstation. This thread identification can be used by the
programmer to identify threads and synchronize their execution. Furthermore, the
programmer is capable of creating more threads as well as terminating existing threads during
the execution of the application. This feature allows for the programmer to dynamically
control the level of parallelism in a workstation.

4.4. Communication Thread

The communication thread is created during the initialization of the MPIT environment. The
thread executes code that is included in the MPIT implementation. This code handles all
communication operations within and between workstations. Thus, the MPIT programming
paradigm facilitates threads sending messages to other threads in the same workstation and in
other workstations. A message addressed to a thread in the same workstation never enters the
network (not even the loopback interface). The message is processed by the communication
thread in the sense that the message is moved from the Data-Out queue to the Data-In queue.
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The implementation of the communication thread is relatively complicated, since it has to be
able to perform operations initiated by the worker threads, incoming messages, and incoming
scheduling requests (see subsection 4.7). Therefore, it is possible that the communication
thread requires a dedicated processor. In such a case, the number of processors available in a
workstation for the actual computation is decreased. In a dual processor workstation the
dedication of one processor for the communication thread is not a feasible option. As a
solution the MPIT paradigm implements a tightly coupled synchronization method that
allows the communication thread to be active only when necessary. The synchronization
scheme has been implemented with mechanisms provided by the pthread library. All
(synchronization) signalling between threads and the MPI in the MPIT is handled with the
condition variable primitive. Thus, it is important to note that the term signal refers to an
internal signal within the pthread library that is used by the condition variable primitives. In
general, the MPIT library does not impose any restrictions on how normal signals are handled
on the worker threads. It is left up to the user to block the deliveries of unwanted signals. On
the other hand, the communication thread only processes signals that cannot be blocked.

The synchronization mechanism in the communication thread is as follows:

- When a worker thread issues a send operation, the data to be sent is copied to the
Data-Out queue. The function that performs the copy operation signals the
communication thread that new data has been entered into the Data-Out queue. The
signal wakes up the communication thread, which then performs the necessary
communication operations.

- When a message arrives from another workstation it is first processed by the MPI.
The MPIT can be tightly coupled with the MPI implementation. What this means is
that after receiving a message from the network, the MPI signals the communication
thread in the MPIT to process the message. Once the communication thread receives
the signal, it issues an MPI receive command to retrieve the message and stores it to
the Data-In queue. The tight coupling requires minor meodifications to the MPI
implementation. If such modifications cannot be made, the communication thread can
be loosely coupled with the MPIL The loose coupling implements a polling
mechanism where the communication thread checks for new messages at certain
intervals.

- After the communication thread has retrieved a message and placed it to the Data-In
queue, it signals all worker threads that are waiting to receive data. This is required
since it is possible that a worker thread has issued a receive operation and the data has
not yet been received by the communication thread. In this case, the execution of the
calling worker thread is halted assuming that a blocking receive operation was used.
Therefore, when the communication thread has retrieved and stored the received
message, all threads waiting for messages are signalled. The signalled threads then try
to match the new message with their requests. If no match is found, the threads go
back to sleep to wait for another message from the network.

The execution of the communication thread has to be sequenced with the execution of the
worker threads unless a separate processor has been dedicated for the communication thread
or the number of worker threads is less than the total number of processors available in the
system. Since applications have different requirements and preferences for communication
and computation, the MPIT paradigm offers a mechanism for controlling the execution of
communication and worker threads. This mechanism has been designed, but not yet
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implemented. However, a short introduction of the MPIT thread priority mechanism follows.
In the MPIT, the user is capable of assigning different priorities to the communication and
workers threads. In fact, each worker thread can even have different priority. It should be
noted that the priority scheme is based on the POSIX thread priorities. If the underlying
thread implementation does not support thread priorities this option is not functional in the
MPIT. With the proper priority scheme the user can give preference to one particular worker
thread, or all of them, over the communication thread. In the latter case, the communication
thread is only executed when no worker threads are executed. Thus, the worker threads are
allowed to maximize their share of the processors at the expense of the communication
thread. This kind of priority scheme leads to delays in the processing of messages sent by the
worker threads and received from other workstations. However, if such a scheme is desired,
assigning the worker threads with higher priorities than the worker thread boosts the parallel
computation phase of an application. On the other hand, if the communication is a significant
factor in the parallel computation, a higher priority can be assigned to the communication
thread than to the worker threads. This scenario guarantees that the communication thread is
executing whenever messages are to be processed and it will not be context switched before it
decides to give up the processor. Another solution to improve the performance of the
communication thread is, of course, to use a dedicated processor.

The main purpose of having a separate communication thread is to minimize the
responsibility of the worker threads for communicating; by deploying the communication
thread, the worker threads can focus on the actual computation. Thus, the communication
thread provides the means for simultaneous communication and computation.

4.5. Worker Threads

The worker threads perform the actual computation. They are created during the initialization
of the MPIT environment. The user needs to specify the number of threads created for each
workstation and the function (with one argument) that the threads execute. The MPIT does
not impose any restrictions or limitation on what the worker threads can do; the worker
threads are not restricted from calling any library calls. The programmer has to consider the
issues involving thread-safety among the worker threads, since the MPIT is not capable of
providing thread-safety for threads within a workstation (as noted earlier, the MPIT does
provide thread-safe MPIT communication routines). Furthermore, it is up to the programmer
to handle communication within the threads in a workstation and to perform any required
synchronization. The programmer can use the MPIT send and receive operations to handle
communication among threads (see Subsection 4.6.2). The MPIT also provides a set of
functions to perform thread synchronization. At the end of the computation, the programmer
must make sure that the execution of the worker threads is properly terminated. The MPIT
environment cannot be terminated until all worker threads have completed their work or have
been cancelled.

4.6. Programming Interface

The programming interface is divided into three parts. The first part consists of a set of
function calls to set up and terminate the MPIT environment. The second part includes
functions to perform point-to-point communication among workstations. The third part is
comprised of function calls for thread synchronization and maintenance.

44



4.6.1. Setup and Termination of MPIT

The MPIT environment must be initialized in a manner similar to the MPL. It is important to
notice that the MPI environment needs to be initialized prior to the initialization of the MPIT
environment. The initialization of the MPI environment was not included in the MPIT
initialization process, since that allows for an application to be executed as a single threaded
MPI application (a conventional MPI application) before the MPIT environment is initialized.
Furthermore, for testing purposes in a stand-alone (SMP) workstation, this approach makes it
possible to initialize the MPIT environment without initializing the MPI environment.

The MPIT initialization function is shown in Table 4-1. The first argument of the function is
the name of a file that contains information about the workstations in the network. The file
specifies the names of the workstations, the number of threads to be created in each
workstation, and the relative powers of the workstations. The relative power information can
be used by scheduling algorithms to optimize the distribution of workunits with respect to the
computing capabilities of the workstations.

The initialization of the MPIT environment creates the communication thread and the worker
threads. The creation of the communication thread includes setting up of the Data-In and
Data-Out queues, and initializing the signalling mechanisms. Once the communication thread
is successfully created and initialized, the worker threads are created. These threads start to
execute the function defined in the MPIT Init function call (with the argument defined also in
the MPIT Init call). Once the MPJT [nit function call returns, the communication thread is
ready to receive and send messages, and the worker threads execute their code. The main
thread that called the MPIT nit function has two options. (1) It can call the MPIT
termination function and relinquish the processor until all the worker threads have
terminated. (2) It can participate in the computation as any another worker thread.

The initialization of the MPIT environment takes approximately 1.1 milliseconds in a
Pentium I1T 750MHz workstation running the Linux operating system. The corresponding
times for TCP (connection establishment) and MPI are 1.0 and 3.0 milliseconds, respectively.
Thus, the initialization of the MPIT environment is very close to the initialization time of a
TCP socket connection.

Table 4-1. MPIT initialization and termination function calls.

MPIT function call ~_Description
MPIT Tnit(machinelInfoFile, Initialize the MPIT environment.
threadFunc,
threadFuncArgs)
MPIT Terminate () Terminate the MPIT environment.

The MPIT termination call is also shown in Table 4-1. This function should only be called by
the main thread. The function first waits until the communication thread and all the worker
threads are terminated. Then, the termination function releases the memory allocated for the
communication thread, and the Data-In and Data-Out queues. The function does not
terminate the MPI environment. Therefore, the execution of the application can continue after
the termination of the MPIT environment as a normal MPI application. Furthermore, it is
possible to reinitialize MPIT without restarting the application.
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4.6.2. Point-to-Point Communication

The MPIT programming paradigm offers a set of point-to-point communication operations to
carry out data transfers from one workstation/thread to another. The paradigm does not
impose any restrictions on when a thread can send or receive data; thus, all threads are
allowed to send and receive data as required. Due to the implementation of the MPIT, data
transfers are handled by the communication thread. Therefore, the communication routines
available for sending messages only add the messages to the Data-Out queue allowing the
thread to continue its execution immediately.

In order to identify the sender and receiver of a message, the following naming scheme was
implemented. Each workstation has a unique process identification (rank) that is assigned
when the MPI environment is initialized. This identification is used by the worker threads to
send out messages to other workstations. Each worker thread has an identification number
that uniquely distinguishes it from other threads in a workstation. The identifier is assigned to
the worker thread when it is created. The identifier O is reserved for the main thread, so the
worker threads created have identifiers starting from 1. This kind of naming scheme requires
that in order to uniquely identify a thread in the MPIT, workstation and thread identifiers
must be known.

Table 4-2. MPIT point-to-point communication calls.

MPIT function call Description

MPIT Send( Send a message to another
data, numElmnts, type, dstProc, | workstation.
dstThrd, tag, comm

)

MPIT Recv ( Receive a message from another
data, numElmnts, type, srcProc, | workstation (blocking).
srcThrd, tag, comm, mpiSts

)

MPIT Irecv( Receive a message from another
data, numElmnts, type, srcProc, | workstation (non-blocking).
srcThrd, tag, comm, mpiSts

)

MPIT RecvAny ( Receive any message from any
data, numElmnts, type, srcProc, | workstation (blocking).
srcThrd, tag, comm, mpiSts

)

MPIT IrecvAny ( Receive any message from any
data, numElmnts, type, srcProc, | workstation (non-blocking).
srcThrd, tag, comm, mpiSts

)

Table 4-2 shows the point-to-point communication calls currently available in the MPIT. As
seen in the table, the function arguments are very similar to the MPI communication
operation arguments. The main difference is the additional argument srcThrd/dstThrd that
defines the source/target thread. It should be noted that there is only one version of the send
operation. Since the communication is handled by the communication thread, a blocking send
operation is not supported (although the naming convention implies that it is a blocking
operation). Furthermore, a worker thread can send a message to a workstation without
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specifying a particular thread that must receive the message. This allows for flexibility, since
any thread capable of handling the message can do so. It is also possible to specify a thread
identifier that causes all threads in the receiving workstation to process the message. Both of
the normal receiving operations work similarly to the MPI functions. In addition, the MPIT
paradigm offers two new function calls to receive data. The receive any function calls allow a
thread to receive any type of data from any workstation; the size of the data is not
predetermined and neither is the tag. These functions set values for all arguments, except the
communicator, to reflect the data received.

4.6.3. Thread Synchronization and Maintenance

The MPIT paradigm handles synchronization within the MPIT function calls; all the function
calls to the MPIT library are thread-safe. The MPIT keeps track of the worker threads and
communication thread. The threads are automatically created during the initialization of the
MPIT environment and joined at the termination of the MPIT environment.

However, during the parallel computation phase the programmer is responsible for providing
synchronization methods to control the execution of the threads. Table 4-3 shows the thread
synchronization calls provided by the MPIT paradigm. The MPIT ThrdBar function
implements a thread barrier within a workstation. The MPIT ThrdSusp and MPIT ThrdRes
function calls are used to suspend and resume the execution of a thread. The suspend function
call blocks the execution of the calling thread until another thread uses the resume function
call to allow the suspended thread to continue its execution. All these function calls do not
limit the programmer from implementing other synchronization methods provided by the
POSIX thread library [But97].

In addition to the synchronization operations the programmer is provided with a set of
function calls to dynamically control the number of threads in a workstation. These function
calls are shown in Table 4-4. The MPIT ThrdAdd function creates a new thread that starts
executing the code specified in the function arguments. The MPIT ThrdTerm function call
terminates a thread with the help of the cancellation mechanism provided by the pthread
library. These functions become useful in environments where threads are generated for a
particular task and are terminated once the task is completed, or when the programmer wants
to control the resource utilization in a workstation. The programmer should not call the
MPIT Init function to create new threads. In order to maintain a coherent state of the MPIT
in a workstation the programmer should also refrain from creating new threads with the
pthread_create function. This function does not properly register the new thread with the
MPIT environment causing problems when the environment is terminated. The same reasons
apply for having the thread termination function call.

Table 4-3. The thread synchronization function calls in the MPIT paradigm.

MPIT function call Description
MPIT ThrdBar () Thread barrier.
MPIT ThrdSusp () Suspend the execution of the calling thread.
MPIT ThrdRes (thrdId) | Resume the execution of the specific thread.

47



Table 4-4. The thread maintenance function calls in the MPIT paradigm.

MPIT function call Description
MPIT ThrdAdd ( Add a new thread.
threadFunc,
threadFuncArgs
)
MPIT ThrdTerm (threadId) Terminate a thread.

4.7. Scheduling in MPIT

The MPIT includes an implementation of the application-specific WorkPool algorithm. In
order to use the internal scheduling mechanism one workstation has to be defined as the
master workstation, The responsibility of the master workstation is to respond to requests for
work from threads in workstations (including the master itself) participating in the
computation. These requests are sent by the threads that are out of work. The scheduling
scheme allows for a single thread to issue a request for more than one workunit at a time.
Thus, the thread is able to retrieve workunits for other threads in the same workstation.

Master workstation

P Local
‘ e workunits
Worker threads <> Comtrsunlcc:iatlon ‘
read | | Global
| -workunits
A
.
1
PN Communication 4 Local -
Worker threads < thread . | workunits

Client workstations
Figure 4-2. The scheduling mechanism in the MPIT.

Figure 4-2 illustrates the scheduling mechanism in the MPIT. The master workstation has
knowledge of all (global) workunits. These workunits are scheduled among workstations (and
the threads within them) based on requests received by the master workstation. If a thread is
requesting more than one workunit and the master can fulfill the request, one of the workunits
is given to the calling thread and the others are stored locally (in the local workunits buffer)
in the workstation. When the next thread requests a workunit in the same workstation, the
workunit is retrieved from the local workunits buffer rather than sending a request to the
master workstation. If no workunits exist in the local workunit buffer, a request is generated
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and forwarded to the master workstation. With the help of the local workunit buffer the
number of requests that have to be sent over the network to the master processor is reduced.
However, in order to take advantage of this scheme the threads much request more than one
workunit at a time.

The scheduling is implemented as part of the communication thread. The scheduling
messages (requests) are separated from the conventional data messages by the
communication threads. These messages are sent to the scheduler (internal component of the
communication thread) for processing. The part of the communication thread that performs
the scheduling is denoted as the local scheduler. In the case of the master workstation it is
called the master scheduler. As Figure 4-4 illustrates the schedulers handle the generation of
requests, the transmission of requests, the request processing in the master workstation, and
storing of workunits to local workunit buffers. Since the scheduler is implemented in the
communication thread, the communication required to retrieve more work overlaps with the
computation. The centralized processing of requests by the scheduler in a workstation allows
for more control over the requests. For example, in a workstation the local scheduler prevents
two or more requests from being active at a time; if the first request retrieves an adequate
number of workunits, the second request is redundant. It is important to realize that the
master workstation has a local workunit buffer as well. In fact, threads in the master
workstation can send requests for work, and the scheduling mechanism works the same way
as for any other workstation. The only difference is that no messages have to be sent over a
network to request and retrieve the workunits.

The scheduling functions are shown in Table 4-5. To initialize the scheduling, all
workstations have to call the MPIT_SchdMaster function to define the master workstation for
scheduling. This function call is required in order to initialize the local scheduling client and
to let it know to which workstation to send the scheduling requests. The MPIT Schdlnit
function is only called in the master workstation; it initializes the master scheduler by proving
information about the workunits, their computational requirements (weights), and their
number. The information provided is immediately processed; the workunits are sorted in
descending order according to their computation requirements starting with the most time-
consuming workunit. The MPIT SchdActv and MPIT _SchdTerm functions turn the automatic
scheduling on and off in the master workstation. These functions allow for the programmer to
control when the scheduling occurs. For example, scheduling should be disabled while
workunits are being added or removed. The last two functions, MPIT SchdGet and
MPIT Schdlget, are used by the threads to request more work. As mentioned earlier, a thread
can request more than one workunit at a time. However, only one workunit is returned each
time the MPIT SchdGet function is called. Subsequent calls to the MPIT SchdGet return a
workunit from the local workunit buffer until its empty. A request to the master workstation
is generated and sent, if the local workunit buffer becomes empty. The master workstation
sends a special, end-of-data message to the requesting workstation, if all workunits have been
distributed. This message is then returned for each subsequent call to the MPIT SchdGet
function by the local scheduler to indicate to the calling threads that there are no more
workunits available. The MPIT Schdlget function operates similar to the MPIT SchdGet
function except it does not block the execution of the calling thread. It should be noted that
the blocking occurs only when a request is sent to the master workstation. Therefore, the
MPIT Schdlget function can be used to pre-fetch workunits assuming that the local workunit
buffer is empty. However, if workunits exist in the local workunit buffer, they can be
retrieved with either of the two functions. The local scheduler takes care of all necessary
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synchronization required to prevent more than one request for work from being active at a
time, as well as the synchronization required to make a decision from where to retrieve a
workunit.

Table 4-5. The function calls for scheduling provided by the MPIT.

MPIT function call Description
MPIT SchdMaster (procId) | Specify the master for the scheduling.
MPIT SchdInit ( Initialize scheduling (workunits) with MPIT.
workunits,
weights,
numWorkunits
)
MPIT SchdActv() Enable scheduling.
MPIT SchdTerm() Disable scheduling.
MPIT_ SchdGet ( Retrieve the specified number of workunits.
workunit,
numWorkunits
)
MPIT_SchdIget ( Retrieve the specified number of workunits
workunit, (non-blocking)
numWorkunits
)

The automatic scheduling performed by the communication thread has several benefits. First,
worker threads are not affected by the scheduling; they can continue their execution
uninterrupted on both sides (master and client). Thus, the MPIT allows computation and
scheduling to overlap in addition to computation-communication overlap. Second, the
implementation of the scheduling algorithm is in the communication thread; the user does not
have to consider implementing a scheduling algorithm. The communication thread
automatically performs the scheduling when it has been activated. Third, the function calls to
request a workunit from the master workstation actually facilitate the retrieval of multiple
workunits per request. What this means is that a thread, rather than requesting work just for
itself, can request work for all threads in the workstation. This allows for predictive
scheduling whilst minimizing the number of scheduling requests. This reduces the number of
communication operations as well as the work done by the communication threads. Finally,
the non-blocking get function provides a mechanism to pre-fetch workunits while current
workunits are still being processed. With this mechanism the threads finishing their work can
immediately retrieve a new workunit from the local workunit buffer rather than sending a
request to the master workstation and waiting for a reply.

4.8. Performance Results

The MPIT paradigm has a number of theoretical benefits, which have already been discussed
in this chapter. More practical MPIT results are given in this subsection to show the real
performance of the MPIT paradigm as well as to validate the theoretical benefits. For testing
purposes, an application was written that performs calculations in a data-parallel fashion. In
the MPIT environment the workload is distributed equally among the workstations. The
workunits assigned to a workstation are processed by the threads (one workunit at a time) in
the workstations. The corresponding MPI implementation distributes the workload among
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processes in all workstations. The number of processes in a workstation is determined by the
number of available processors. Each process handles the workunits assigned to it without
any interactions between other processes in the same or any other workstation. Thus, the
application does not utilize the scheduling mechanism provided as part of the MPIT library.
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Figure 4-3. The performance of an MPIT-based simulation.

The results from the two versions of the simulator are shown in Figure 4-3 and [Publication
5]. The figure shows the results from a test run in a single 4-processor Linux workstation and
a dual processor Linux workstation. The results for 1 to 4 threads were obtained when the
application was run in the quad processor workstation. The result with 5 threads was
achieved by utilizing the 4-processor workstation and one processor from a dual Linux
workstation. At best the MPIT is over 35 % better than the MPI. This is can be attributed to
the use of the shared memory which allows all threads to work on all workunits. The
fluctuation in the results is explained by the uneven initial distribution of work among the
threads. In addition, the results for the test where one thread is deployed shows the overhead
introduced by the MPIT. The overhead is approximately 1.3 %.

4.9. Discussion

There are MPI implementations that support communication via a shared memory, if the
communicating processes are located in the same workstation. However, the implementations
still create more than one process in a workstation, whereas in the MPIT one process includes
all the entities (threads) that execute the code. The threads share the memory allocation for
the process. Thus, communication is faster through this memory than inter-process
communication through a pipe, for instance. The utilization of the shared memory comes
with issues that the programmer should be aware of, such as memory protection, and the
synchronization of threads. These issues are left for the programmer to consider and
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implement as necessary. In addition, the MPIT does not provide a thread-safe implementation
of the underlying MPI communication library. Thus, the worker threads should refrain from
calling any MPI routines, and utilize only the MPIT communication routines provided.

The MPIT library allows the receiving side of a message transmission to retrieve any number
and type of data. What this means is that the receiver thread does not have to know how
many data elements it should receive when it makes a call to the receive function. The MPIT
library returns the data to the receiver and sets function arguments based on the message
received. Furthermore, the number of broadcast messages in the MPIT is reduced, since only
one message per workstation is required. This is because in the MPIT a message can be sent
to a workstation that is eventually received by all threads in the workstation.

The automatic load balancing is a feature not found in any other proposed systems that are
even vaguely similar to the MPIT. The application-specific WorkPool load balancing
algorithm distributes workunits among workstations and threads without load migration. The
scheduling is handled by the communication threads that reside in each workstation without
interfering in the execution of the worker threads. The worker threads initiate a scheduling
operation with a request for more work. The communication thread on the requesting
workstation formulates a special message that is sent to the master workstation for
processing. The master workstation sends a response to the workstation that contains the
requested workunits or a special message indicating that all workunits have been processed.
The MPIT library also offers a mechanism to pre-fetch workunits and to retrieve more than
one workunit at a time. Although the scheduling mechanism is hidden from the programmer,
it is the programmer’s responsibility to determine the scheduling parameters for each
workstation/thread; this involves considering whether to use the standard mechanism or pre-
fetch workunits and how many workunits to request at a time.

Due to the fact that the MPIT programming paradigm is implemented with the MPI and the
POSIX threads, the portability of the paradigm is optimized. Since the MPI and the POSIX
threads have achieved substantial support from software vendors, the portability of the MPIT
programming paradigm should be very good. Furthermore, the MPIT does not introduce any
operating system or hardware specific requirements. In theory, the MPIT library works with
any MPI implementation assuming proper MPI interface functions are exposed to the MPIT.
It should be noted that in order to implement the tightly coupled communication mechanism
between the MPI and the communication thread, the MPI implementation must be modified.
Therefore, if the tightly coupled interface is required, the MPI implementation distributed
with the MPIT implementation should be deployed. With the loose coupling, any MPI
implementation can be used as long as it fulfills the MPIT interface requirements.

The MPIT performs all necessary operations to guarantee thread-safety for the
communication operations provided as part of the MPIT. Thus, even a non-thread-safe
version of MPI can be deployed with the MPIT. However, the MPIT does not enforce the
thread-safe execution of the worker threads. The programmer 1s required to either use thread-
safe library calls or implement synchronization to provide thread-safety among the worker
threads.
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Chapter 5. Case Studies of Mobile Network Simulators

Mobile network simulation has been a popular area of research due to the substantial increase
in mobile phone users; the past decade has seen an unprecedented number of new
subscribers. With the help of simulation, mobile equipment manufactures and network
providers are able to test their base stations, mobile phones, and networks before investing
large sums of money into this infrastructure [Hei96].

This chapter introduces two sequential mobile network simulators that were used as the case
studies for this thesis. The simulators were implemented with C and C++ programming
languages. Neither of the simulators was originally designed to run in parallel in any kind of
multiprocessor system. The sequential simulators were implemented at Nokia Research
Center in Helsinki, Finland.

The parallel implementations of the simulators utilize the knowledge gained from the parallel
environments, and the algorithms studied and developed in this thesis. Slightly different
implementations were developed for each environment [Hut98][Hut00]. In addition, all three
application-specific scheduling algorithms were tested in each environment with one of the
simulators. Prior to presenting the results, the two simulators and their parallel
implementations are discussed.

5.1. GSM Network Simulator

The GSM network simulator is used to calculate a coverage area of a base station. The
purpose of the simulator is to act as a tool for mobile network providers; it helps them in
finding optimal locations for base stations in urban environments. The simulator calculates
field strengths generated by a base station over a map given as an input parameter. Based on
the location of the base station, the field strengths are estimated in accordance with radio
propagation laws [Feu94])[Rap96]. The field strength describes the reception and transmission
quality of a mobile station in different locations of the map. It is important to find an optimal
location for a base station in order to provide a signal of good quality to all users and to
maximize frequency reuse. This leads to a minimal number of dropped calls and a longer
battery life for mobile phones. Figure 5-1 depicts a sample map of Helsinki used in the
simulations. The coverage calculated is indicated by the shaded areas. Although, the results
are given for receiving points that are inside buildings, indoor ray propagation was not
implemented. Therefore, the results shown for indoor receiving points are not accurate. It
should also be noted that the only obstacles considered in the simulator were buildings.
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Figure 5-1. The calculation area and results generated by the GSM network simulator.
The small circle in the middle of the figure illustrates the location of the base station.

Prior to the simulation, a map is divided into receiving points that hold the field strength
information at the end of the simulation. Figure 5-2 shows an example of the receiving point
generation. The receiving points are always square shaped and their size is determined by the
accuracy requirements of the results. Since a single receiving point represents the average
field strength over the area it covers, the size of the receiving point has a substantial impact
on the accuracy of the coverage calculated. Furthermore, the size of a receiving point affects
the total execution time of the simulation. The execution time is inversely exponential to the
size of the receiving points; if the size of the receiving points is decreased by 50%, the
execution time increases 200%.

Figure 5-2. The generation of receiving points .
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5.1.1. Simulation

Although the map shown in Figure 5-2 is two dimensional, the simulation is carried out in all
three dimensions. The simulation is comprised of two phases. First, the ray propagation over
the roofs of the buildings is computed. Second, the simulation of ray propagation on a
horizontal level in the street canyons is performed. Figures 5-3 and 5-4 illustrate the two
simulation phases.

The first phase, vertical ray propagation, includes measuring a distance between a receiving
point and a base station, observing the obstacles between the two points, and calculating the
field strength for the receiving point based on the laws of physics [Rap96][Sip96]. This
procedure is repeated for each receiving point. Due to its low computational requirements the
first phase of the simulation accounts for only 10% of the total execution time. Nevertheless,
its contribution is large enough to justify a parallel implementation. The second phase,
horizontal ray propagation, of the simulator utilizes ray tracing. However, the ray tracing
method deployed in the simulator is not the standard method. In standard ray tracing, rays are
launched either from a base or mobile station and are traced until they reach their destinations
or their powers drop below a set threshold. The simulation of such a model is generally very
time-consuming. Thus, the model was improved by introducing the concept of line-of-sight
(LOS) polygons, which reduce the number of rays traced substantially. Instead of tracing a
single ray, the simulator creates a LOS polygon for each corner of obstacles (buildings).
Figure 5-5 illustrates a LOS polygon. The area covered by a LOS polygon is the area in
which a ray diffracts from the corner where the polygon was created. A diffraction occurs
when a ray arrives at a corner of a building and disperses in all possible directions, creating a
large number of new rays. Therefore, the receiving points inside the LOS polygon are where
the newly created rays eventually arrive, and the field strengths of which are updated. In
order to update the field strength values of the receiving points inside a LOS polygon, the
strength of the diffracted signal has to be known. Prior to processing the LOS polygons, the
initial signal strengths of the rays at each corner are computed. For this procedure a
traditional ray tracing method is used.

The coverage calculated by the simulator compared to real measurements has shown that the
simulator is capable of producing very accurate estimations concerning the coverage of a
base station. Therefore, the simulator does not consider ray propagation through reflections,
which further reduces the complexity of the simulator.

Figure 5-4. The horizontal ray
Figure 5-3. The vertical ray propagation example.
propagation example.
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Figure 5-5. An example of a line-of-sight (LOS) polygon. The LOS polygon is the darker
shaded area. The corner to which the LOS polygon was generated is depicted with a
large black dot in the middle of the figure.

The first performance tests for the sequential implementation were performed immediately
after the validations tests were completed. Table 5-1 shows the simulation times with
different receiving point sizes in a Pentium 750 MHz Linux workstation. An adequate
accuracy for the results was achieved with 4 x 4 meter receiving points. However, for
commercial use the receiving point size cannot be larger than 2.5 x 2.5 meters. As the results
show the execution times increase significantly when the size of the receiving points is
decreased. The execution times for the most accurate simulations were far too excessive to be
considered suitable for interactive usage. As a result, the sequential simulator code was
reviewed and further optimized in order to boost performance. Unfortunately, the
optimization process did not manage to produce the desired level of performance increase.
Therefore, parallel processing was considered as a solution to decrease the execution times
without compromising the accuracy of the results. The subsequent sections discuss the
parallelization process in general, and then focus on the implementations of the simulator to a
shared memory environment, a distributed memory environment, and a network of
workstations.

Table 5-1. The execution times of the sequential GSM network simulator.

Grid size (m) Execution time (sec)
10x 10 27.97
4x4 168.80
25x2.5 433.72

5.1.2. Parallelization

Regardless of the fact that the simulator was not designed for parallel execution, the structure
of the simulator was well-suited for data-parallel computation. Each individual LOS polygon
could be executed in parallel, since no dependencies between the polygons existed. However,
it was possible that two or more LOS polygons overlapped causing more than one processor
to modify the same receiving points simultaneously. This feature called for a synchronization
method to guarantee the correctness of the results in shared memory environments. In the
following subsections the implementation and impact of the synchronization method are
discussed.
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The first implementation of the GSM network simulator included all three scheduling
algorithms. However, it was concluded based on the results (see Subsection 5.1.3) that the
application-specific WorkPool algorithm (Algorithm 3) was superior to the other two
algorithms in each parallel environment. Due to the fact that Algorithm 3 showed the best
performance, only the implementation of Algorithm 3 is explored.

The first phase of the simulation, vertical ray propagation, contributes approximately 10% to
the total execution. As a result of its minor impact, the implementation of the application-
specific WorkPool algorithm was not justified. A more simple scheduling algorithm was
suitable, since the workunits which are the receiving points, all contained an equal amount of
work. Therefore, a static load balancing algorithm was developed. The algorithm distributes
the workunits equally among the processors. On the other hand, the application-specific
WorkPool algorithm was implemented in the second phase of simulation, horizontal ray
propagation. The workload consisted of the LOS polygons, the sizes of which varied
drastically. The environment-specific implementations are discussed in the next two
subsections.

Shared Memory Environment

In the shared memory environment, the sequential GSM network simulator was amended to
create and maintain threads. The threads were used to process a number of LOS polygons
simultaneously on multiple processors. A synchronization method (mutual exclusion lock)
was implemented to protect the receiving points from being updated by more than one thread
at a time. A mutual exclusion lock was associated with each receiving point to minimize the
impact of the synchronization procedure on the execution of other threads.

The implementation of the scheduling algorithm required a global variable that held an index
to the next unprocessed LOS polygon. Once a thread was ready to process a workunit, it
obtained the current value of the index and increased the value by one. However, since it was
possible for more than one thread to access the global variable (index) at a time, a
synchronization method was put into place. Prior to fetching the index and increasing its
value, a thread was required to acquire a mutex lock. After updating the value of the global
variable the thread released the mutex lock and proceeded with processing the new workunit
pointed to by the index. In order to utilize the advantage of the application-specific algorithm,
the returned index always pointed to the most computationally complex workunit. For this to
happen the workunits were sorted in descending order by the amount of computation they
required. Therefore, the total overhead introduced by scheduling in shared memory
environments was incurred by acquiring and releasing the mutex lock and determining the
processing order of the workunits.

Distributed Memory Environment and Networks of Workstations

Due to the differences in memory architectures, the implementation of the data-parallel
version of the simulator for distributed memory environments and NOWs was somewhat
different. For example, there was no need for a synchronization method to protect the
receiving points, since each processor worked with its own copy of the receiving points. The
receiving points were gathered to one processor that produced the final results at the end of
the computation. The gathering required communication over the interconnecting network,
which contributed to the overhead in the distributed memory environments and NOWs.
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However, this communication did not impact the actual parallel computation phase, since the
only communication required during the computation phase was the transmission of
scheduling messages.

For the scheduling, one processor was assigned to act as a master. Its responsibility was to
maintain and distribute the workunits among the other processors. Since the application-
specific WorkPool algorithm was implemented in the distributed memory environments and
NOWSs, the master processor was responsible for the following operations in the course of the
simulation:

- Sorting of workunits according to their computational requirements.

Reception of workunit requests from processors.

Fetching and updating the index pointing to computationally the most complex
unprocessed workunit.

- Sending of replies to the requesting processors.

The master processor either sent an index to the workunit the processor was supposed to
process next or to the actual workunit. The algorithm was implemented so that it supported
both methods. The request-reply procedure required communication between the master
processor and the requesting worker processor. As was the case with sending the final results
to the master processor, the communication was the most substantial part of the overhead
generated by the scheduling algorithm. Another reason for the overhead was the queue of
requests on the master processor. If more than one worker processor was requesting work, the
requests were handled sequentially causing delays in the worker processors. Therefore, the
communication was not the only delay experienced by the worker processors when waiting
tor a reply from the master processor. A pre-fetching mechanism could have been
implemented to anticipate the need for more work and minimize the impact of the delay. For
example, an implementation of the simulator in the MPIT environment could have taken
advantage of the pre-fetching functionality in the scheduling mechanism provided.

5.1.3. Results

In this subsection, the results from the three environments are shown. The performance
results are indicated as speedups, since the environments are not comparable from a hardware
point of view; the execution times varied significantly from one environment to another.

Figure 5-6 illustrates the speedups achieved with the GSM network simulator in the three
environments. Note that the speedups are shown for the complete application, and not simply
for the parallel computation phase. Differences in the number of processors in the
environments are explained by the availability of processors. The shared memory
environment {Compaq AlphaServer8400) had only 8 processors, whereas in the distributed
memory environment (Cray T3E) and NOW (PC cluster) 32 processors were available. In
fact, the NOW was comprised of 16 dual processor workstations.

The results show that the shared memory environment is not capable of performing as well as
the distributed memory environment and the NOW. The shared memory environment suffers
from the thread synchronization required to guarantee sequential access to receiving points.
However, the best performance was achieved when the number of threads exceeded the
number of available processors. This indicates that the threads perform time-consuming
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operations that cause the operating system to relinquish the processor in favour of another
thread. The distributed memory environment and the NOW performed quite similarly. The
distributed memory environment (Cray T3E) was a dedicated system, which explains the
stability of the results. On the other hand, the NOW suffered from occasional load
fluctuations generated by other users. Overall, the results were heavily impacted by the serial
part of the simulator. The significance of the sequential code became more obvious when
more processors were deployed. This, in addition to the overhead introduced by the parallel
computation, caused the results be sub-linear. However, it should be noted that the speedups
for the parallel computation phases exhibited near linear speedups even with a large number
of processors.
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Figure 5-6. Speedups achieved in the three memory environments with the data-parallel
version of the GSM network simulator.

Scheduling Algorithms

All three scheduling algorithms were implemented and tested with the GSM network
simulator. Here, the results are shown with respect to the amount of work processed by each
processor when the simulator is run in a 4-processor Linux workstation. It should be noted
that the amount of work, which is used to illustrate the distributed workunits, is directly
proportional to the processing time of that work.

Detailed results for Algorithm 1 are shown in Table 5-2. The table indicates work balance
results when both versions of Algorithm 1 are deployed. It is obvious that the application-
specific algorithm is capable of producing a more optimal load balance. Both the standard
deviation and the co-efficient of variation imply that the application-specific algorithm is
over an order of magnitude better than the generic algorithm.
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Table 5-2. A comparison of the generic scheduling algorithm 1 and the application-
specific scheduling algorithm 1. The figures specify the amount of work (receiving

points) processed by each processor

Processor Id | Generic Algorithm 1 | Application-Specific
Algorithm 1

1 12577828 12608981

2 9871975 12442063

3 15838489 12341262

4 10356967 12164392

Std. dev. 2719794 186131

Cov 0.224 0.015

Table 5-3. A comparison of the generic scheduling algorithm 2 and the application-
specific scheduling algorithm 2. The figures specify the amount of work (receiving

__points) processed by each processor
Processor Id | Generic Algorithm 2 | Application-specific
Algorithm 2
1 13907317 12304512
2 11857173 12206740
3 11092422 12117705
4 11788347 12016302
Std. dev. 1214175 123152
COVv 0.100 0.010

The results for Algorithm 2 are shown in Table 5-3. Again, the application-specific algorithm
produces a substantially better work balance among the processors. The application-specific
algorithm is exactly an order of magnitude better with respect to the standard deviation and
the co-efficient of variance.

Table 5-4 illustrates the results achieved with Algorithm 3 (WorkPool). Both versions of
Algorithm 3 are capable of producing very good work balance results. The application-
specific algorithm is slightly better in terms of the work balance. Furthermore, a comparison
of the standard deviation and the co-efficient of variation indicates that Algorithm 3 produces
substantially more equal work distribution than the two other algorithms.

Table 5-4. A comparison of generic scheduling algorithm 3 and the application-specific
scheduling algorithm 3. The figures specify the amount of work (receiving points)

processed by each processor.

Processor Id | Generic Algorithm 3 | Application-specific
Algorithm 3

1 12091455 12143245

2 12180042 12163003

3 12183016 12209745

4 12190746 12129266

Std. dev. 46792 35128

COV 0.0038 0.0029
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Figure 5-7. The average and maximum communication times of scheduling requests
with the application-specific scheduling algorithm 3.

Very interesting results were seen with the application-specific WorkPool algorithm when the
execution times of two versions of Algorithm 3 were compared. Although, the application-
specific scheduling algorithm computed the most balanced distribution of workunits among
the processors, the execution time of the GSM network simulator with the algorithm was
longer than with the generic WorkPool algorithm. Further study showed that the application-
specific WorkPool algorithm has a bottleneck on the master processor. Since the workunits
are sorted and, therefore, processors have almost equal amounts of work to do, the master
processor becomes congested due to a number of simultaneous requests. Figure 5-7 illustrates
the average and maximum request times for the application-specific WorkPool algorithm.
The average request time grows over 50% when the number of worker processors is
increased from 1 to 5. The growth is even more drastic, if the maximum communication
times are compared; the execution is over 105% longer with 5 worker processors than with 1
worker processor. To alleviate the problem with concurrent requests on the master processor
either the order of workunits should be permuted or a pre-fetching mechanism should be
implemented. However, the permutation of workunits is technically achieved by not ordering
the workunits in the first place. A more sophisticated permutation method that would
consider the computational requirements of the workunits was not implemented, since it
would have introduced overhead. On the other hand, a pre-fetching method could have
yielded improvements in the performance. However, the implementation of pre-fetching in
the GSM network simulator would have been a relatively tedious task due to the structure of
the simulator. The implementation would also have had to consider a random element in the
timing of the pre-fetch to avoid a situation similar to the one observed in the current
implementation. Since the generic version of the algorithm provided good speedups, and the
main goal of the study was to research the scheduling schemes, the pre-fetch method was not
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considered as an option to improve the performance (See Conclusions for the description of
future work).

5.2. The WCDMA System Simulator

The WCDMA (Wide-band Code Division Multiple Access) system simulator was also
developed at Nokia Research Center to study third generation (3G) mobile networks and
standards, and to act as a platform for 3G algorithm studies [0ja98]. The simulator emulates
a number of mobile phones in a network. The two main components of the simulator are
power control operations and interference computations.

Initial tests indicated that the execution times of even relatively simple and short (in terms of
simulated time) simulations were excessive, which limited the usability of the simulator. In
order to obtain an adequate amount of stable results, especially for algorithm design, detailed
and long simulation runs are required. Proper simulation runs led to execution times that were
measured in days rather than hours. Therefore, as part of the research effort for this thesis, the
execution of the sequential WCDMA system simulator was parallelized. Before the paraliel
implementation is discussed, the simulation model of the WCDMA simulator is explored.

5.2.1. Simulation

The simulation process of the WCDMA system is much more complex than a GSM system.
For example, power control operations are performed every 0.625 milliseconds in the
WCDMA, whereas the interval is 480 milliseconds in the GSM. This translates into a more
time-consuming simulation process for the WCDMA system simulator. Furthermore, the
WCDMA requires a number of additional operations to be performed due to interference
calculation [Hut99].

The structure of the simulator is shown in Figure 5-8. The two most time-consuming parts are
the terminal calculation and the interference calculation. Tests indicated that approximately
75% of the total execution time is spent in these two operations.

(1) While not end of simulation
(2) Base station calculation.
(3) Terminal calculation.
(4) Radio network controller calculation.
(5) Connection calculation.
(6) Interference calculation.
(7) Traffic generation.

Figure 5-8. The structure of the WCDMA system simulation.

Terminal Calculation

The terminal calculation involves the processing of all active terminals (mobile phones) in
the network. The pseudo-code for the terminal calculation is shown in Figure 5-9. Step 1 is
required to guarantee that only active terminals are processed. In Step 2, the radio algorithms
are executed for a terminal, if it has at least one non-idle connection. The terminal is moved
in Step 3. Step 4 guarantees that the frame error rate (FER) calculations and power control
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are performed at certain intervals for all active terminals with active connections. In Steps 5
and 6, the FERs are calculated and the power control operations are executed for the uplink
direction. The power control for the downlink direction is carried out in Steps 7 and 8. The
necessary measurements to determine the need for handovers are obtained in Step 9, and the
handovers are performed in Step 10.

(1) If Terminal Active
(2) Ifterminal's connection not silent
Run radio algorithms.
(3) Move terminal.
(4) Ifend of frame and
connection active and
connection not silent
(5) Calculate FER values.
(6) Do power control.
(7) Set power control commands.
(8) Do power control.
(9) Ifbeginning of frame
Do measurements for handovers.
(10) If handover needed
Do handover.

Figure 5-9. The structure of the terminal calculation.

Interference Calculation

The interference calculation is one of the key elements of the WCDMA system. In order to
optimize the power consumption of mobile phones and to maximize the number of mobile
phones in a cell, the interference has to be calculated accurately and proper actions taken
based on these calculations. The interference calculation has to process all base stations and
terminals in the system. Figure 5-10 shows the steps of the interference calculation. Steps 1
and 2 involve the initialization of the interference values. The loop in Step 3 goes through all
base stations in the system. Step 4, in turn, goes through all the mobiles attached to a specific
base station. The uplink and downlink interferences for each mobile are calculated in Steps 5
and 6. The total interferences are computed in Steps 7 and 8.

(1) Set all base stations’ interferences to zero.
(2) Set all terminals’ interferecences to zero.
(3) Process each base station.
(4) Process each terminal .

(5) Calculate uplink interference.

(6) Calculate downlink interference.
(7) Calculate total interference to all base stations.
(8) Calculate total interference to all terminals.

Figure 5-10. The structure of the interference calculation.
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5.2.2. Parallelization

A data-parallel approach was taken to run the WCDMA simulator in parallel. Due to the fact
that the original implementation of the simulator was created without any consideration to
parallel execution and the structure of the simulator could not be changed, the data-parallel
approach proved to be the most suitable one. The initial implementation was written in C++
(deploying the object-oriented paradigm) and optimized for reuse and sequential execution.
The C++ programming paradigm, with the restriction that the structure of the simulator could
not be changed, made the parallelization very cumbersome. A decision was made not to
transfer objects from one processor to another via a network that would require the
marshaling and unmarshaling of the objects. In light of this decision the shared memory
environment was the only suitable environment for parallelization.

The two previously discussed parts of the simulator were parallelized. In the terminal
calculation, the workload consisted of mobile stations that were handled one at a time by a
processor. There were no dependencies between mobile stations, thus no synchronization was
required. In the interference calculation, a high level approach was taken; instead of
distributing mobile stations among the processors, base stations were allocated to processors.
A distribution based on mobile stations would have generated an excessive amount of
communication and overhead.

For both parallelized parts, the WorkPool algorithm was deployed to distribute the workload.
The implementations of the WorkPool algorithm had a definite advantage over the other two
algorithms; the workunits (mobiles stations and base stations) did not present identical
computational requirements for the processors. Thus, in order to dynamically assign
workunits to processors, and maximize work balance, the WorkPool algorithm was the
preferred choice.

The parallel WCDMA system simulator was implemented only for a shared memory
environment due to the limited availability of other parallel environments and the timeframe
in which the source code of the WCDMA simulator was available.

Shared Memory Environment

The two most time-consuming parts were parallelized with the help of threads. One set of
threads was created at the beginning of the computation and they were used in both
parallelized parts. For the terminal calculation, a highly application-specific scheduling
algorithm was implemented; the algorithm was developed to consider the fact that data
structures containing the information about the mobile stations were scattered over a large
array. The algorithm was a combination of the application-specific algorithms | and 3. First,
the algorithm distributed workunits (mobile stations) among processors based on a simple
division operation. This operation considered the average number of workunits and the
number of processors available. In cases where this division operation had a remainder, the
remaining workunits were dynamically assigned one at a time (as in Algorithm 3) to
processors that had finished their original work. A combination of two algorithms was
required to achieve optimal results. The first algorithm generated less overhead but was still
able to produce good work balance due to the fact that the workunits required almost an equal
amount of work. Implementing the WorkPool algorithm by itself would not have been
prudent. The algorithm would have introduced more overhead and, perhaps, generated a
bottleneck due to a large number of simultaneous requests for work.



In the interference calculation, the workunits consisted of the base stations in the system.
Each base station contained a random number of mobile stations. Therefore, the
computational requirements to process workunits were not equal. This led to an
implementation of the WorkPool algorithm. A synchronization method (mutual exclusion
lock) was implemented to correctly serve the requests, i.e. update the index to the next
unprocessed workunit and return the index. Due to the shared memory available,
communication and the request-reply paradigm were handled through the memory.

5.2.3. Results

The speedups achieved are shown in Figure 5-11. Since the resuits are shown only for the
shared memory environment, the figure also depicts the speedups achieved for the two
parallelized parts rather than just the total execution time. The interference calculation, being
the most computationally demanding, achieved the highest speedups; with 4 processors a
speedup of 3 was obtained. The terminal calculation performed slightly worse mainly
because of the small amount of work processed. The speedup of the whole simulator was
substantially less than that of the two parallelized parts. The main reason for average results
was the existence of a relatively large sequential part that dominated the execution times of
the whole simulator.

3.50

~-Terminal calculatlon

—— Interferance calculation’

—h—Total executlon time

050 1 ~ - - - - - oo S e e

0.00

Number of threads

Figure 5-11. The speedups achieved in a shared memory environment with the data-
parallel version of the WCDMA system simulator.

5.3. Discussion

The GSM network and WCDMA system simulators were presented in this chapter as the case
studies for the scheduling algorithms developed. Both the simulators were parallelized in a
data-parallel fashion. All three scheduling algorithms discussed in Chapter 3 were
implemented for the GSM network simulator to study their behaviour and performance in a
real life application.
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The results obtained from both simulators showed that the application-specific WorkPool
algorithm produced the best results. However, the application-specific WorkPool algorithm
exhibited interesting results in the GSM network simulator. Although, the algorithm
generated the most optimal work balance, the execution times of the GSM network simulator
were not the most optimal. Further investigation showed that a bottleneck was introduced by
the master processor, which caused delays on the worker processors.

Even though the WorkPool algorithm proved to be the most suitable algorithm for the two
case studies it does not diminish the potentials of the other two algorithms. The superior
performance of the WorkPool algorithm can be explained by looking at the characteristics of
the workunits in both simulators; the workunits were vastly different in their computational
requirements. The two other algorithms besides the WorkPool algorithm are more optimal in
cases where the workunits are close to equal in size. This proved to be true in a case where a
scheduling algorithm was designed for the terminal calculation in the WCDMA system
simulator. In addition, the two scheduling algorithms do not suffer from the bottieneck
caused by a master processor, since neither one has a master processor.
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Chapter 6. Conclusions

Parallel computing has attracted attention during the past few decades as a vehicle for solving
complex problems more efficiently. However, parallel systems introduce a number of new
issues that do not exist in sequential computing, such as communication, synchronization,
and scheduling. Some, if not all, of these issues have to be addressed each time a sequential
application is converted to run in parallel, or a new parallel application is implemented.

The goal of this thesis was to investigate these issues and to propose solutions to obtain good
performance from multiprocessor systems. Three aspects of parallel computing were studied:

- Parallel environments
- Scheduling
- Programming in SMP NOWs

Three parallel environments were identified based on memory architecture. In fact, the first
two environments considered were very distinct: shared memory and distributed memory
environments. The third environment was a combination of shared memory and distributed
memory environments (network of workstations). First, all three environments were studied
to evaluate the advantages and drawbacks of their communication networks. It was concluded
that an interconnecting network plays a role in achieving good performance results in any
kind of parallel environment. Furthermore, various observations were made with respect to
communication libraries and their optimal working environments. The Myrinet network
results were significantly below expectations due to the deployment of partially optimized
message passing libraries. Unfortunately, the fully optimized libraries were not available due
to technical difficulties. Overall, each of the environments exhibited characteristics that are
beneficial for certain parallel applications. However, all the environments had deficiencies as
well. It was concluded that no single environment was suitable for all kinds of applications
merely due to hardware characteristics. Second, the environments were further examined to
study their support for software. There is software, such as thread libraries, that are suitable
for a shared memory environment. On the other hand, message passing libraries, like the MPI
and the PVM, are available for distributed memory environments. Although the MPI supports
communication through a global memory in a shared memory environment, it was observed
that the performance of such an MPI library was not acceptable. A number of communication
tests for different software libraries were carried out to determine the significance of the
software and the interconnecting network on the performance of a parallel application.

The focus was then shifted from the environments to scheduling. Scheduling is responsible
for assigning workunits to processors in a way that the work balance among processors is
optimized and the amount of overhead generated is minimized. In order for a scheduling
algorithm to provide the best possible work balance it required detailed information about the
workunits being distributed. Therefore, a concept of application-specific information was
introduced. The application-specific information contained estimates or accurate data
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regarding the computational requirements of workunits that was then provided to a
scheduling algorithm. With the information, a scheduling algorithm was capable of assigning
workunits to processors more efficiently and effectively. Three generic scheduling algorithms
were enhanced to utilize the application-specific information to investigate the benefits
gained from the information. The results achieved showed significant improvements in the
work balance and the performance of the applications when an application-specific
scheduling algorithm was used instead of a corresponding generic algorithm. In particular,
the WorkPool algorithm proved to be a very powerful mechanism in scheduling workunits
among processors in any parallel environment. However, it did not come without its own
deficiencies; it is possible that the master processor, that is responsible for handling workunit
requests, develops a bottleneck that causes noticeable degradation in the performance.

Third, a new programming paradigm for SMP NOWs was designed and implemented. The
programming paradigm called the MPIT combines the best characteristics of the MPI and
threads. The MPI is used only in communication between the workstations, whereas threads
are deployed to run code on processors within workstations. The MPIT programming
paradigm facilitates heterogeneous SMP NOWs by allowing the number of threads created
for each workstation to be configurable, as well as providing mechanisms to control the
creation and termination of threads during the execution time. In addition, the MPIT has a
built-in mechanism to perform scheduling for data-parallel applications according to the
WorkPool algorithm developed. The scheduling occurs in the dedicated communication
thread and, therefore, does not impact the performance of worker threads. The results showed
that the use of the MPIT improves the performance of a conventional MPI application
significantly in SMP NOWs.

In summary, the main contributions of the thesis were:

- The study of shared and distributed memory environments, networks of
workstations, and the interconnecting networks used in these parallel environments.

- The design and implementation of application-specific scheduling algorithms.

- The design and implementation of the MPIT programming paradigm for networks
of SMP workstations.

It can be concluded that efficient parallel computing requires that each environment is studied
carefully, scheduling is handled properly with respect to the environment, and the appropriate
programming paradigm is deployed. Each environment, scheduling algorithm and
programming paradigm has its advantages and drawbacks. Moreover, there is no single
combination of scheduling algorithm and programming paradigm that would produce optimal
results in all parallel environments.

The future will show how parallel environments evolve. For now, SMP NOWs are seen as
one of the most cost-efficient ways of parallel computing. Therefore, more work will be done
on the MPIT to further increase its functionality and performance. In addition, scheduling in
heterogeneous SMP NOWs requires more research in order to fully utilize the available
resources in such environments.
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Chapter 7. Summary of the Publications

This thesis includes 7 publications. The publications discuss three parallel environments,
scheduling in data-parallel applications, and a programming paradigm for networks of SMP
workstations. The first three publications study the environments and their suitability for
parallel computation. The fourth publication introduces and discusses application-specific
scheduling in data-parallel applications. The fifth publication explores the MPIT
programming paradigm developed for SMP NOWs. The last two publications present the two
simulators that utilize the application-specific scheduling algorithms developed for this
thesis.

7.1. Publication 1

Huttunen P., Porras J., and lkonen J.: Analysis of Parallel Environments for Mobile Network
Simulation. In Proceedings of Furopean Simulation Symposium, Hamburg, Germany,
September 28-30, 2000, pp. 164-168.

This article evaluates the three parallel environments (shared memory, distributed memory,
and network of workstations). Different message passing libraries, such as the SHMEM and
the MPI, were tested in the environments. The GSM network simulator was used as the case
study to compare the implementations. For a shared memory environment, the simulator was
parallelized by utilizing the POSIX threads. In a distributed memory environment, the
SHMEM message passing library was deployed to handle the communication among the
processors. In a NOW environment, the MPI provided the communication medium for the
processors to exchange messages.

7.2. Publication 2

Huttunen P., Ikonen J., and Porras J.: The Impact of Communication in Distributed
Simulation. /n Proceedings of European Simulation Symposium, Marseille, France, October
18-20, 2001, pp. 111-115.

This article focuses on interconnection networks in the distributed and NOW environments.
The contribution of the paper is threefold. First, the paper discusses various reasons for
communication in distributed applications (simulators). These reasons include
communication, synchronization, and scheduling. Second, the most common message
passing libraries are introduced and compared. The libraries discussed are the MPI, the PVM,
and the TCP sockets. Third, results from the communication tests are shown and analyzed.
The initial results for completion time, latency, throughput, and the impact of communication
are given for the TCP and the MPI in a 100 Mbps Ethernet network. These, as well as new
results, are presented in this thesis (Chapter 2).
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7.3. Publication 3

Huttunen P., Porras J., and Ikonen J.: A Study of Threads and MPI libraries for Implementing
Parallel Simulation. In Proceedings of European Simulation Symposium, Hamburg,
Germany, September 28-30, 2000, pp. 96-102.

This publication studies the utilization of threads and the MPI for parallel computation. The
programming paradigms are introduced by illustrating the most common communication
function calls and examples. Furthermore, synchronization and scheduling in both
programming paradigms are investigated. Common knowledge is that threads are useful in
shared memory environments, whereas the MPI is used in distributed and NOW
environments. However, some implementations of the MPI message passing library, such as
mpich, can be optimized to communicate through the shared memory, if the two
communicating processors are located in the same workstation. This article includes a study
conducted to research the performance of the shared memory support for the MPI. The results
shown consist of a comparison of the communication times with threads, and shared memory
MPI and conventional MPI implementations.

7.4. Publication 4

Huttunen P, lkonen J., and Porras J.: Enhancing Load Balancing in a Data-Parallel GSM
Network Simulator through Application-Specific Information. In Proceedings of Conference
on Applied Parallel Computing, Helsinki, Finland, June 15-18, 2002, pp. 542-554.

This paper introduces a new way of scheduling workunits with application-specific
information. The application-specific information is additional data concerning workunits to
be distributed among processors. The application-specific information is extracted by a
scheduling algorithm or it is provided to the algorithm by an application. Ideally, the
information provides the scheduling algorithm with adequate knowledge of the workunits
(for example, computational requirements) to distribute them more effectively and efficiently.
The article presents three generic scheduling algorithms that were enhanced to take advantage
of the application-specific information. The results with the GSM network simulator show
that the application-specific versions of all three algorithms are capable of producing better
work balances and improving the performance of the application.

7.5. Publication 5

Huttunen P., Ikonen J., and Porras J.: MPIT — Communication/Computation Paradigm for
Networks of SMP workstations. /n Proceedings of Conference on Applied Parallel
Computing, Helsinki, Finland, June 15-18, 2002, pp. 160-171.

This research paper presents a new programming paradigm for SMP NOWs. The paradigm,
called the MPIT, combines the MPI and threads into a programming model that utilizes the
best characteristics of shared and distributed environments. It creates one process with a
number of threads, rather than creating numerous processes in a workstation. The threads
execute the code and communicate with each other through the memory allocated for the
process. The communication among the workstations is handled by a separate communication
thread with the help of the MPI. This frees the worker threads to process their data without
having to stop to perform communication, which, in turn, decreases the communication-to-
computation ratio. Furthermore, the MPIT programming paradigm includes a mechanism for
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performing scheduling. The initial results indicate that combining the two programming
paradigms and utilizing a dedicated communication thread can improve the performance of a
conventional MPI application substantially in an SMP NOW.

7.6. Publication 6

Porras J., Huttunen P., Tkonen J.: Accelerating Ray Tracing Based Cellular Radio Coverage
Calculation by Parallel Computing Techniques. 4nnual Review of Communications, Vol. 53,
2000.

This paper introduces the GSM network simulator. The internal implementation of the
simulator is explored to the extent that the workload generated by the simulator can be
understood. The parallelization process is described for shared and distributed memory
environments. Furthermore, detailed results from the parallel environments are given with
performance analysis.

7.7. Publication 7

Huttunen P., Ikonen J., and Porras J.: Parallelization of a WCDMA System Simulator for a
Shared Memory Multiprocessor Machine. In  Proceedings of European Simulation
Symposium, Erlangen-Nuremberg, Germany, October 26-28, 1999, pp. 556-560.

This publication discusses the WCDMA system simulator. A detail description of the
simulator is given to show the need for parallelization and how the parallelization can be
done. The parallel implementation of the system simulator with the WorkPool scheduling
algorithm in a shared memory enviromment is presented. The results achieved show that
performance improves over the sequential WCDMA system simulator. However, the study
also points out deficiencies in the sequential implementation that prevents more optimal
parallelization. The WCDMA system simulator is a good example of an application that was
not originally designed with parallel execution in mind. Therefore, the structure of the
simulator and the requirement that the structure not change did not allow for the best possible
parallel implementation.

7.8. Errata

In Publication 4, the source of the reference 7 should say “In Proceedings of Computer
Conference” rather than “In Proceedings of XXX".
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ABSTRACT

This paper compares three parallel environments: shared
memory, distributed memory, and cluster of workstations.
A GSM network simulator is implemented with the most
optimal work balancing algorithm into each of the three
environments.  Benefits and drawbacks of each
environment are  explained regarding the network
simulation. The achieved speedups from the simulation are
presented. Finally, the conclusions are drawn with respect
to scalability and cost efficiency of the environments.

INTRODUCTION

During the last few decades the need for increased
computing power has risen drastically. A large number of
computer vendors have introduced new systems based on a
variety of different architectural models. Each architectural
platform offers an optimal environment for specific types
of computing tasks. At the present time parallel
cnvironments can be divided into three distinctive systems:

- Shared memory machines

- Distributed memory machines

- Cluster of workstations
Due to the divergence of the systems, it is cssential to
select the correct environment in which to run the parallel
program. In theory. a program can be run in any of the
threc environments. However, usually there is an optimal
environment for ecach program, where overhead 1is
minimized, and performance is maximized. The shared
memory e¢nvironment enables the use of the memory as a
communication medium for processors to transfer data.
Thus, the communication overhead is minimal. In the
distributed and cluster environments, communication has
to be implemented explicitly with message-passing
interface. However, the distributed nature of the
environments cnables the use of a considerably larger
number of processors than in the shared memory
environment. Since all communication in the shared
memory environment is handled through the memory via
thc memory bus, if the number of processors rises over 10,
congestion in the memory bus decreases performance
constderably (Wilkinson and Allen 1999). Therefore, when
the parallel application does not require constant
communication between processors, distributed and cluster
environments provide suitable platforms for large parallel
applications. The selection of the environment depends on
several factors. In general, the structure of the program
dictates the optimal environment. The structure of the
program  reveals the need for communication,
synchromization, and requirements for a work balancing
algorithm.

The paper is structured as follows: Firstly, a bref
introduction of the GSM network simulator is given.
Secondly, all environments are described with their special
features, advantages and drawbacks. In addition, the
parallelization operations done for each environment are
described. Thirdly. test environments, parameters, and the

achieved results are presented. Finally, the conclusions are
drawn, and the implementation issues specific for each
environment are discussed and compared.
THE GSM NETWORK SIMULATOR

The simulator was onginally designed and implementcd at
Nokia Research Center in Finland. The first
implementation did not include any parallel code. During
the test runs, it became apparent that the interactive use of
the simulator required a substantial increase in computing
power, Fortunately, the structure of the simulators was
suitable for parallel execution.

The GSM network simulator is used to calculate a
coverage gencrated by a base station. The coverage
denotes an area in which a mobile phone can be used. i.c.
the mobile station receives signals from the base station,
which are strong enough for transmission of speech or
data. The main purpose of the simulator is to offer a low-
cost design tool for network providers. Covcrage
calculation is based on a ray tracing of signals from the
base station. The method of ray tracing is similar to ray
tracing used in 3D graphics. However, the implementation
of the ray tracing differs significantly.

The area of the calculated coverage is called a map. A grid
is created over the map dividing it into receiving points
that are squares. The size of the map is usually 1-3 km’,
and the size of each receiving point square is from | m’ to
16 n’. The size of the receiving point has a major effect on
the complexity of calculation. The basic implementation of
ray tracing requires tracing of all signals from the base
station, until the powers of the signals go below a set
threshold. The powers of signals are reduced based on the
distance and the obstacles on the route of the signals (Hata
1980; Sipils and Heiska 1996). The field strength of cach
receiving point is updated when a signal arrived to the
receiving point. From the laws of physics the signal can
(Rappaport et al. 1996):

- propagate in free space

- reflect from an obstacle

- diffract from an edge of an obstacle
The signal suffers propagation loss due to the distance it
traverses. The loss is proportional to the square of the
propagated distance. Reflection takes place when the ray
hits an obstacle. i.e. a building, The ray reflects from the
surface, while parts of it goes through the obstacle. The
simulator only recognizes the reflected signal, which
suffers a loss of power due to the reflection. Diffraction
happens when a ray arrives to a comer of an obstacle.
Multiple new rays are created, since the ray disperses to all
directions. Thus, the complexity of the calculation is
increased  whenever  diffraction  occurs. The  signal
propagation can be a problem. since numerous rays are
launched from the base station requiring a lot of work.
Nevertheless, to achieve accurate results, the number of
launched rays has to be high. The complexity of the
simulation increased exponentially when more signals are
traced.

Since the number of rays to be traced during simulation is
very high, the basic ray tracing method was improved in
order to gain better performance. Therefore, a ray tracing



model utilizing line-of-sight information was developed.
Rays are still traced, but the impact of ray tracing is
considerably less in the modified model. The ray tracing
takes place only at the beginning of the simulation, when
rays sent from the base station are traced to all comers of
the obstacles. Next, a line-of-sight (LOS) —polygon is
generated to each corner. The LOS polygon indicates the
area seen from the corners, denoting the area to which the
rays diffract (Heiska and Kangas 1996). Finally, the actual
coverage calculation includes “filling” of the LOS
polygons by using the powers of signals at the comer as
base power. The use of a more sophisticated ray tracing
method had two benefits: the complexity of the simulator
is reduced, and the method is more suitable for parallel
processing due to the existence of LOS polygons.

Diffraction calculation is referred to as horizontal
calculation. The name indicates that the rays are only
traced on a certain horizontal level, i.e. height of the base
station. Reflection calculation s part of horizontal
calculation. Tests have indicated that the exclusive use of
horizontal calculation does not provide adequate results.
Therefore, vertical calculation is required to increase
accuracy of the results. Vertical calculation consists of
over-the-roof signal propagation. For each receiving point,
a straight distance from the base station is calculated, and
possible obstacles between the receiving point and the base
station are observed. Based on the gathered information,
the field strength to the receiving point is calculated.

PARALLELIZATION PROCESS

During the paralielization process, both vertical and
horizontal calculations were modified to run in parallel. In
the sequential simulator, vertical calculation consumed
about 20% of the total execution time of the simulator. On
the other hand, the execution of the diffraction calculation
took up 75% of the total execution time. The remaining
5% was spent in initialization of the simulator and the
parallel environment.

For both calculations, a work balancing algorithm was
developed. The algorithms handled the equal distribution
of work, which was necessary for the optimal utilization of
processors, and the equal execution times of the individual
processors. The work balancing algorithm implemented
for each environment is discussed in further detail when
the environments are presented.

There are several methods to convert a sequential program
into a parallel program (Skillicorn and Talia 1998). On a
general level, two main methods can be distinguished:
threads and message passing. Threads provide a method to
implement several instances of code running entities inside
a single process. Each thread has its own memory for
control structures, but ali threads share resources allocated
for the process. This makes the thread programming an
attractive approach for shared memory machines. The
parallelization of the GSM network simulator for the
shared memory ecnvironment was implemented with
POSIX threads (Butenhof 1997). The use of message
passing in a shared memory environment is possible, but
not advisable due to generated overhead and the existence
of threads. In a distributed memory machine, message
passing is required to enable communication between
processors. Message passing was also used to convert the
sequential simulator to the cluster of workstations.

A great number of messaging passing libraries are readily
available (Dongarra 1995). Currently the most recognized
message passing hbrary is MPI (Message Passing
Interface), which offers an interface for C and Fortran
programmers to handle point-to-point and collective
message passing (MP! Forum 1994). Nearly all computer

vendors manufacturing workstations or multiprocessor
machines have their own implementation of MPI. These
specific versions of the MPI standard have been optimized
for the particular systems in order to enable the utilization
of system resources to their fullest.

Despite the chosen environment. the parallelization
method always introduces overhead to computation,
Overhead is the extra work required by the paraliel
application to comununication, synchronize execution,
protect critical areas, or create, maintain. and terminate
parallel environments. For each environment, the amount
and type of overhead varies. In a shared memory
environment creating threads and protecting critical areas
are the main contributors to overhead, whereas in a
distributed memory. communication between the
processors is by far the greatest source of overhead. The
problems induced by overhead are discussed later when
the environments are presented.

THE PARALLEL ENVIRONMENTS

Three distinctive environments were compared based on
their speed, scalability, and cost-efficiency. In this
subsection all three environments are presented. The
special features, benefits. and drawbacks of each
environment are detailed.

Shared memory environment

The shared memory environment comprised of a SMP
{shared muitiprocessor) machine with 8 processors. The
processors were 435MHz Digital Alpha chips sharing a
memory of 4 Gbytes. POSIX threads were used
implementing the parallel version of the simulator for the
environment. Although, MPl could have been used,
threads generated less overhead. In the simulator, the
threads were created at the beginning of computation and
were not terminated until the program exited. This was
essential, since an excessive amount of time is needed to
create a thread. While using threads, it is required to
provide a locking mechanism for shared variables, which
can be accessed by all threads simultaneously. Concurrent
access cannot be allowed in order to guarantee the correct
execution of the program. Therefore, the POSIX thread
library provides a number of locking mechanisms to
protect shared variables. The mechanism used in the
simulator is called a mutex (mutual exclusion) lock. The
lock protects a critical section allowing only one thread to
access the area at a time. However, the use of locks should
be considered carefully since they pose the posstbility of
performance bottlenecks. Since a single thread executes
the critical area at a time, the level of parallelism 1s
diminished.

A dynamic work balancing algorithm was implemented
due to the characteristics of the environment. In general, it
can be said that dynamic work balancing requires
communication between processors (Zaki et al. 1997).
Therefore, the use of a dynamic algorithm is especially
advisable in a shared memory environment, where the
effect of communication is minimal. The work balancing
algorithm created a pool consisting of work units to be
processed. In vertical calculation, a unit represented a
receiving point, and in horizontal calculation, a LOS
polygon. Threads fetched a unit at a time from the pool.
The use of the work pool in distributing work between
processors automatically utilizes the processors to their
fullest potential. In addition, in horizontal calculation, the
1.OS polygons were fetched from the pool in descending
order, based on the amount of work in each polygon. The
additional feature minimized, to some degree, the time at
the end of parallel computation when threads were



synchronizing their execution; all threads had to complete
their execution before the final results were produced.

Distributed memory environment

There are several similarities between a distributed
memory machine and a cluster of workstations. The main
reason of different approaches for the environments was
the communication medium and the layouts of processors.
In the distributed memory machine, the network
connecting the processors (within a single machine) to
each other is a high-speed network. On the other hand, in a
cluster of workstations the interconnecting network is
slower and the network is constructed of a number of
computers,

The distributed memory machine used to run the GSM
network simulator was Cray T3E. The T3E had 224 DEC
Alpha chips with 128 Mbytes of memory each. The
interconnecting network had a transfer bandwidth of 480
Mbytes/second. The processors formed a 3D torus, so that
each processor had four neighbors (Cray Research 1996).

As mentioned earlier, in the distributed memory
environment, the communication poses a great deal of
overhead due to communication. To minimize the effect of
communication, the implementation of the GSM network
simulator was done so that communication took place
before and after the parallel computation. The time spent
in communication still contributed to overhead, but not as
significantly as it might have done. MPI provided methods
for collective communication, where with a single
command more than two processors were involved in
communication. The collective commands may be easy to
use but they do not necessarily induce the best possible
performance. In a distributed memory environment, as
well as, in a cluster of workstations, the NFS (network file
system) was used instead of the MPI routines to distribute
the data between the processors. Each processor simply
read the data from a file over NFS.

Despite the cost of communication in a distributed
memory environment, a dynamic work balancing
algorithm was developed. The concept of the algorithm
was similar to the one implemented for the shared memory
environment. The only exception was that each processor
had a copy of all work units, whereas in a shared memory
environment threads, used a single copy of the units stored
in the memory of the process. A work pool was created
and a master processor was dedicated to handle fetching of
the work units from the pool. The master processor kept
track of the units that had not been processed. Based on a
request sent by a processor the master processor replied
with an unit to process. Granted, the master-worker work
balancing schema generated overhead in the form of
communication during the parallel processing. Normally,
the communication would not have been acceptable.
However, SGLCray  Rescarch Inc. has developed an
optimized message passing library for their systems to
simulate a shared memory environment. The library is
called SHMEM (Shared Memory), and it provides routines
for the use of the distributed memory machine as a shared
memory machine. With these routines processors can
access other memories of other processors without any
interference to the accessed processors. The SHMEM
routines also automatically provide synchronization for the
accessed data that prevents the data from being corrupted.
In the simulator, a SHMEM routine was used to fetch the
index to the next unit to process. As in the shared memory
cnvironment, applying a dynamic work balancing
algonthm gave better performance through improved work
balance, and processor utilization.

Cluster of workstations

Workstation clusters are becoming very popular among
organization that are not willing to spend million of dollars
to acquire a supercomputer. The term “cluster of
workstations” however, can be misleading; a cluster can be
formed from standard PCs (cluster of PCs, COP), or from
a group of multiprocessor machines {cluster of SMPs)
(Hwang and Xu 1997). The goal of cluster computing is to
provide supercomputing capabilitics by connecting a
number of independent computers together. The Internet
provides the ultimate environment for clusters. However, a
more traditional cluster is formed from computers found in
an office or at a university. The user interface of a cluster
is relatively similar to a distributed memory machine. The
main differences to a distributed memory machine are the
nterconnecting network, the heterogeneous environment,
and the non-dedication of the system. The network
connecting the workstations together is usually based on a
TCP/IP protocol suite. and the network’s bandwidth is not
as high as in distributed memory machines. There are
commercial solutions, such as Myrinet, for high-speed
communication in clusters, which still are rather expensive
to be used in an office environment (Hwang and Xu 1997).
On the other hand, since a cluster ts a group of computers,
the computers are usually not identical. The heterogeneous
environment poses dilemmas conceming work balancing
due to the varied computing capacities of the workstations
(Dongarra 1995; Zaki et al. 1997). The dedication of a
system implies whether the system is dedicated entirely for
parallel computing or not. A non-dedicated cluster allows
the interactive usage of workstations during the parallel
execution. Non-dedication leads to work balancing
problems, since the use of a heavily loaded computer for
parallel computing is not reasonable. A lot of research has
been  conducted conceming work  balancing in
heterogeneous environments (Hui and Chanson 1997;
Schlahenhaft et al, 1995),

The cluster where the test runs of the GSM network
simulator were conducted consisted of 16 dual Pentium
workstations running the Linux operating system (CSC
1999). The workstations were interconnected with a Fast-
Ethemet switch (100 Mbits/s). MPICH (MPI Chameleon)
was the implementation of the MPI message passing
interface in the cluster. MPICH is, perhaps, the most
commonly used implementation of the MPI due to its good
performance-portability ratio (Gropp et al. 1996). Since
the implementation of the MPICH did not support the use
of a shared memory as a communication medium between
the processors within a workstation, all communication
took place via sockets.

The implementation of the GSM network simulator for the
distributed memory machine was used as a basis for the
implementation in the cluster of workstations. NFS was
also utilized to relay the data to all processors in a cluster.
However, due to the high cost of communication in a
cluster of workstations, the work balancing algorithm in
honizontal calculation was modified. A static work
balancing was implemented to minimize communication.
On the other hand, a static work balancing algorithm is
rarely capable of creating equal work balance; the trade-off
between optimal work balance and communication had to
be made. Firstly, the work balancing algorithm sorted LOS
polygons based on the work required by each polygon.
From the sorted pool of polygons, processors fetched a
polygon to process, starting with the polygons requiring
the most work. Since the algorithm was static, each
processor processed a fixed number of polygons, based on
the processor id number.

Figure 6 illustrates how the distribution of polygons to the
processors is done. The number of processors is four (id =



0..3). Since each processor has a fixed number of
polygons to process, the optimal work balancing is next to
impossible to attain. To sort the polygons and to use
interval fetching of polygons the most optimal static work
balancing algorithm can be implemented.

Poiygons- [ 1 [ 2[31a[5[6]7]8]al10f11}]
Processor{ 01 1 [2[3Jo}j1F21374]011]

Figure 1, Distribution of the-polygons to the processors.

SIMULATION EXPERIMENTS AND RESULTS

The same simulation was performed on the three
environments. The tests were run from one processor to
the maximum number of processors in a system., except in
Cray T3E where the maximum number of processors was
32. The execution times varied considcrably from one
environment to another. For instance, the same simulator
run with only one processor produced the following
execution times:

- Shared memory environment, 255.75 seconds

- Distributed memory environment, 736.58 scconds

- Cluster of workstations, 1 188.65 seconds

The differences can be explained with the variation of
processor speeds, and memory hierarchies. Therefore,
speedups were calculated based on the sequential
exccution time of the GSM network simulator. This made
it possible to compare the achieved results. The
comparison based on speedups had a single drawback; the
speedup does not take the deviation of the execution times
of different cnvironments into consideration. Thus, the
usage of speedups to compare environments is not
necessarily the best method with respect to the execution
time. The evaluation of speedups deals with the scalability
capabilities of systems, as well as, the issues relating cost-
efficiency.

As a test case, coverage generated by a single base station
in an urban environment was calculated. The map over
which the coverage was calculated consisted of the city of
Helsinki. The calculation area was 1640 x 1470 meters
(2.4 km?), and the size of a receiving point was 4 x 4
meters. The achieved speedups are shown in Figure 2.
Since threads were used in the implementation for the
shared memory environment, the speedups are shown
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against the number of threads instead of processors. It is
possible for the number of threds to exceed the number of
processors, as seen in Figure 2. In some cases, the creation
of extra threads can provide increased performance
(Butenhof 1997). However, in this case, no performance
gain was achieved.

The results indicated that the best speedup was achieved
with the PC cluster {13.3). However, the performance of
Cray T3E did not differ significantly. The results from
Cray T3E are considerably more stable than the cluster
environment. This is the result of the communication
network of the PC cluster. The cluster was a collection of
workstations in a TCP/IP network, which was part of an
office-wide nctwork. Each workstation also ran other
programs during the paratlel execution of the simulator.
The dedicated use of Cray T3E, and the high-speed
interconnection network provided a more stable platform
for paratlel execution.

The shared memory machine had only 8 processors, which
limited the achieved results. Even if the comparison had
been done within the range of | to 8 processors, the shared
memory machine performed the worst. This can be
considered as an unlikely event, since normally the amount
of overhead created in the shared memory environment is
minimal. However, in this case there was no need for
communication during the calculation, which eliminated
the advantage of the shared memory. On the other hand,
since threads shared the memory, synchronization methods
were implemented generating overhead. Synchronization
with overhead created by manipulation (creation,
scheduling, destruction) of threads, caused the shared
memory environment to perform more poorly than the two
distributed environments. However, the shared memory
environment was the only environment where the system
was not even partly dedicated to running the GSM network
simulator.

The implementation for Cray T3E wused specific
communication routines optimized for the Cray MPP
environments. Without the use of the SHMEM library
calls the performance of Cray T3E would have been
worse. For the cluster environment, only the basic MPI
library routines were utilized. Therefore, to conclude, the
cluster of workstation can be said to pcrform the best out
of the three environments presented in this paper. The cost
of creating and maintaining a cluster makes it an especially
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Figure 2, Speedup of the simulation



lucrative choice for a parallel environment. Similar
speedups were achieved with a multimillion dollar Cray
T3E supercomputer, and with a cluster of workstations
worth about $50,000. Since the cluster does not need to be
dedicated to parallel computing, the workstations forming
the cluster can be machines in an office or at a university.
The cluster enables flexible configuration, and the efficient
utilization of resources; the machines can be used to run
sequential and parallel applications simultancously. The
size of the cluster can be easily adjusted by increasing the
number of computers participating in the calculation,
whereas in an MPP system new processors have to be
bought with other related hardware (e.g. motherboards,
and memory).

It should be noted, that Figure indicated the total speedups
of the execution times. The two parallelized parts
produced significantly better speedups. For example, in
Cray T3E, the maximum speedup for vertical calculation
was 12.6. However, the amount of work required for
vertical calculation restricted the achievable speedup. The
execution time of vertical calculation was reduced from
20.2 seconds to 1.6 seconds. Horizontal calculation had
much more work to distribute between processors.
Therefore, the achieved results were noticeably better than
those from vertical calculation. The maximum speedup of
22.8 was obtained with the use of 32 processors; the
parallel execution time dropped from 689.3 seconds to
30.24 seconds. Similar behavior was detected in the PC
cluster.

The study of the performance of a cluster environment in
this paper has shown that the execution times can be
reduced significantly. However, the problem that remains
in a cluster environment is the effect of communication to
the actual calculation. This dilemma did not concern the
GSM network simulator, due to the structure of the
simulator. Nevertheless, the results showed that
minimizing the need for communication makes the cluster
of workstations an environment worth considering when
the need for parallel computing arises.

CONCLUSIONS

The purpose of this paper was to present three different
parallel environments with their special features, and
compare performances of the environments. A GSM
network simulator was parallelized for each environment
by using the optimal programming methods offered by the
systems. For a shared memory environment threads were
utilized to run the simulator on multiple processors. In a
distributed memory environment, MPI and SHMEM
library calls were utilized. The SHMEM library calls were
special routines created for Cray's MPP environments. In
the cluster environment, the implementation was done by
using only the MPI library calls.

Work balancing algorithms were developed for cach
environment to take advantage of their characteristics. The
mnain goal in a shared memory environment was to
minimize the use of synchronization primitives, whereas in
a distributed memory environment and a cluster of
workstations,  efforts  were  made to  minimize
communication. In general, the significance of a work
balancing algorithm cannot be overlooked in parallel
computing. An incorrect work balancing algorithm can
crucially inhibit performance of the parallel application.

The test runs of the sinwlator were run with similar
parameters in all environments. The achieved results
showed that the shared memory environment was inferior
to the distributed and cluster environments. There was not
a significant difference in performances of the distributed
and cluster environments. The comparisons were made

based on the achieved speedups. The comparisons gave an
indication of how well the environments performed when
more processors were added.

To conchide, the comparison presented in this paper
showed that the cluster of workstations is definitely an
option worth considering for parallel computation
purposes. First of all, the cost of creating a cluster is low.
In addition, the workstations that form the cluster can be in
every day use by staff and students at a university. The
parallel jobs can be run concurrently with the jobs created
by interactive uscrs. Whereas a distributed memory
machine usually has a set of similar processors (speed and
memory), a cluster of workstation can consist of machines
with different parameters: number of processors, processor
speed, amount of memory, architecture, and operating
system.
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ABSTRACT

The ever-increasing computation requirements of present day simulators have
prompted a need for distributed simulation. There are two main improvements in the
distributed simulation over the sequential simulation: the execution times of the
simulation runs are significantly reduced, and bigger simulation problems can be
solved. Unfortunately, the distribute simulation does not come without drawbacks. As
the name implies, the simulation is divided into independent parts and distributed over
a number of processors. The distribution involves communication among processors.
From the parallel computing point of view the communication is additional work that
does not exist in the sequential simulation. Thus, the communication is considered
overhead. The communication overhead can have a significant impact on the total
execution time of the distributed simulation. The research presented in this paper
studies the effect of communication in regard to the performance of the distributed
simulation.

1. INTRODUCTION

Due to the complexity of present day simulators, the usage of distributed methods to
run simulators has increased drastically. The distributed simulation has been proven to
boost the performance, and to allow the execution of bigger and more complex
simulations. There are a number of dilemmas faced by the simulation expert while
implementing a distributed simulator or converting a sequential simulator to be run in
parallel. The two potential problem areas are load balancing and communication.
Load balancing deals with dividing the simulation into independent parts and
assigning the parts to the processors for execution. A large research community is
studying load balancing. Unfortunately, there is still not a single way of handling load
balancing for all simulation problems in all distributed systems. Thus, load balancing
will remain an intensive area of research for a number of years. The second problem
is the communication. Once the load balancing algorithm has calculated the work
distribution, the information has to be communicated to all the processors.
Furthermore, the processors may need to transfer data among themselves during the
computation phase. Whereas load balancing usually takes place prior to the actual
parallel computation, the processors can resort to communication at any point of the
execution. Therefore, the communication has a profound effect on the execution of
the simulator. The purpose of the study presented in this paper is to quantify the



contribution of communication and describe methods to reduce the negative impact of
communication to distributed simulators.

The structure of the paper is as follows. The second chapter discusses distributed
simulation. It details issues unique to parallel simulation such as load balancing,
synchronization and communication. The third chapter is devoted to communication.
The effect of communication is discussed in conjunction with solutions to overcome
the dilemmas cause by the communication. The fourth chapter presents the
performance results of a TCP/IP network and the Message Passing Interface (MPI)
library. The first part of the tests measures the performance of the 100 Mbps Ethernet
network with the most common protocol TCP/IP. The second part of the
measurements describes the performance of a message passing interface (MPI) that
has been implemented on top of the TCP/IP protocol. Finally, the last chapter
concludes the paper.

2. DISTRIBUTED SIMULATION

Simulation is considered distributed if parts of it are executed concurrently on a
number of processors. The actual implementation of the distributed simulator is
greatly dependent on the phenomenon to be simulated and on the simulation expert.
There are a vast number of tools to assist the simulation expert in implementing the
sequential simulator. Unfortunately, the same is not true for the distributed simulator.
Most of the distributed simulators are nowadays implemented with traditional
programming languages such as C, C++, and Fortran. The simulation expert is
responsible of coding the simulation along with all the components required by the
distributed execution. The main components are load balancing, synchronization, and
communication.

Regardless of the significant effect of load balancing in distributed simulation, load
balancing is not discussed in detail. The load balancing is a very complex and
important task to be conducted prior or during the parallel simulation. The interested
reader is referred to (Wilson and Nicol 1996; Wilson and Shen 1998) for more
information about load balancing in distributed simulation. More generic information
about load balancing is found in (Ezzat 1986; Hamdi and Lee 1995; Ros and Yao
1991).

Synchronization deals with situations where the execution of the processors has to be
coordinated. For example, a processor that calculates the final results based on the
sub-results of all other processors has to wait until the processors have produced the
sub-results prior to computing the final results. In an optimally balanced simulator,
the synchronization overhead is minimal. If all processors arrive at a synchronization
point at the same time, the execution of all the processor continues immediately.
Unfortunately, the amount of work on the processors is not usually equal, which
contributes to the synchronization overhead; a processor is not allowed to continue its
execution until all the processors have entered the synchronization point.
Furthermore, synchronization requires communication. The processors have to
communicate with each other to indicate when they enter the synchronization point
and when they can continue their execution. The effect of the communication caused
by the synchronization is usually ignored. However, a synchronization routine can



create a great deal of small messages that are relatively expensive to transmit. The fest
case and results chapter discusses more about the cost of transmitting small messages.

Finally, the last component is the communication generated by the load balancing
algorithm and the execution of the simulation. With a proper implementation of the
load balancing algorithm the amount of communication can be minimized. This is
especially beneficial in distributed systems where the communication network is slow.
In practice, there are two ways to minimize the communication. First, the same load
balancing algorithm is executed on all the processors allowing each processor to know
the global load balance. Second, the load balancing algorithm is executed on a single
processor, which is the common way with a high-speed interconnecting network.
However, in the second scenario the workload is not distributed over the network by
broadcasting the data from one processor to all the others. The distribution is done
through a third-party application or device. For example, the processor that calculated
the load balance sends only the indexes for the workload, and all the processors read
the workload from a hard drive. This requires that the processors have access to the
workload data. Network File System (NFS) can provide the access. Although, the
processors resort to the same interconnecting network to access the shared hard drive,
the access times are reduced. The usage of NFS is more optimized than usage of a
message passing library to communicate between processors on an application level.
The following chapter discussed in further detail about the communication in
distributed simulation.

3. COMMUNICATION

There 1is, practically, always a need for communication in distributed simulation.
Obviously, the communication should not dominate the execution of the simulation
whereas it should be a minor contributor to the total execution time. However, unless
the communication is designed and optimized properly its effect can be substantial
diminishing the gain achieved by executing the simulation in parallel.

If the simulator is implemented with Fortran or C, there are a handful of message
passing libraries that are widely used. Perhaps, the most common message passing
library is called Message Passing Interface (MPI) (MPI 1995; MPI 1997). It offers the
simulation expert a relatively comprehensive set of function calls to handle point-to-
point and collective communication. The main purpose of MPI is to make the
communication easy to implement but still be efficient from the performance point of
view. MPI’s main competitor is the Parallel Virtual Machine (PVM) library
(Sunderam 1990). PVM is also a collection of function calls for Fortran and C.
However, PVM is more versatile with respect to the interface and the usage. In
practice, PVM has compromised the performance with a greater number of features,
whereas MPI provides optimal performance with a limited set of communication
functions. Naturally, the simulation expert has the option of implementing the
simulator merely deploying the functionalities provided by the programming
languages such as sockets and pipes (Stevens 1990). However, the previously
mentioned message passing libraries utilize sockets but hide the internal
implementation from the user. In general, the simulation expert should not try to
implement his own communication library since such libraries already exist and have
been extensively optimized and tested. Although, the experiment results shown in the



4.2. Bandwidth

Bandwidth defines the throughput of the transmission. It can vary considerably
depending on a number of characteristics of the network, such as the hardware, the
network usage, and the protocol. The bandwidth measurements were conducted in an
“empty” cluster; no other user processes were present, and the only network messages
were generated by the necessary daemons running in the systems.

Figure 1 shows the measured communication times for message sizes from 1 byte to
100 Mbytes. The communication times for small messages (1 to 1000 bytes) are
below 0.1 milliseconds for TCP. However, for larger than 1000-byte messages, the
communication time increases exponentially. The performance of MPI is nearly
identical with TCP. The major difference from the performance of TCP can been seen
with smaller messages (size less than 4 Kbytes. Unfortunately, the smaller messages
are more commonly used than larger messages. For example, synchronization
messages and load balancing information are sent with messages that sizes are far less
than 4 Kbytes. MPI suffers from a high overhead with small message sizes due to the
encapsulation. Regardless of the performance difference in small messages, the
deployment of the MPI library instead of the user’s own implementation of a message
passing library is justified.
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Figure 1. Measured communication times with TCP and MPL.
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Figure 2. Measured bandwidths for TCP and MP1L.

Figure 2 depicts the measured bandwidth of the network as a function of a message
size. Obviously the smallest messages are no capable of utilizing the available
bandwidth of the network due to the short transmission time. As the message size
increases so does the bandwidth usage. In TCP the bandwidth begins to saturate when
the message size reaches 100 Kbytes. The TCP protocol is capable of utilizing 90 %
of the theoretical maximal transfer rate of 100 Mbps. Thus, the maximal transfer rate
achieved was §9.76 Mbps (11.22 Mbytes/s). The behavior of MPI is not equally good.
For small message the bandwidth utilization follows TCP with a certain reduction
though. However, with messages over 132 Kbytes, the bandwidth utilization
degrades. There is a slump in the curve until the message size of 3 Mbytes is reached.
The measurements were run multiple times to rule out any possibilities to
measurement errors. Furthermore, a very interesting point is to notice that the curve
actually saturates after all. The reason why MPI behaves such as seen here could not
be explained. Overall, MPI performance from the bandwidth point of view is still
adequate. With very large messages the bandwidth saturates at 79.49 Mbps (9.94
Mbytes/s) that is approximately 88.6 % of the maximum bandwidth measured with
TCP. This reduction i1s a result of the overhead incurred by MPI due to the
encapsulation.

In order to estimate the impact of the communication on the execution of a distributed
simulator, an execution time of a division operation was measured. In general, the
division operation, especially one that cannot be computed with bit shifis, is
considered the most expensive operation among the arithmetical operations. The
measurements showed that a single processor on a workstation is capable of executing
114 311 floating point division operations in a second. Thus, during a transmission of,
say, a 32-Kbyte message a single processor could perform 500 divisions operations.



The number does not sound that significant, although the actual simulation could have
made progress substantially, if the processor had been available. Figure X depicts the
number of divisions operations that could have been processed during the
communication in TCP and MPI.

The latency plays a significant role in the communication times of small messages.
Figures 3 shows that the TCP and MPI curves have similar shapes. However, MPI
experience a considerable larger overhead with messages smaller than 1 Kbyte
experience similar communication times. This is due to the fact that the latency counts
over 79 % of the total communication time in MPI, whereas in TCP the corresponding
percentage is 23. When the message size increases the contribution of the latency
becomes insignificant. However, smaller messages are widely used in simulators for
synchronization and load balancing. In order to optimize the performance of a
simulator the number of messages should be minimized meanwhile maximizing the
size of the messages. This can be achieved by compounding a number of small
messages into a single large message.
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Figure 3. Number of floating point division operations during the communication.

If the achieved results are applied to a distributed GSM network simulator (Huttunen
2000), the following observations are made: It would take 8.137 milliseconds to
transmit an average size message (65000 bytes). During that period of time 930
floating point operations could have been computed. This number shows the
significant overhead created by the communication. Furthermore, the number of
operations (930) are that are performed is only for a single message. In practice,
during the course of the simulation, a multitude of messages (smaller and
considerably larger) are sent and received by the processors.



It is possible for the communication and the computation to overlap to a certain
extent. With a proper MPI functions the overlap can be explicitly implemented.
However, to maximize the overlap the processing element has to have two processors;
one for the actual computation, and one for the communication. The communication
processor is dedicated to transmit and receive messages. The processors can be similar
with respect to their architecture and performance. Since the sole purpose of the
communication processor is to provide access to the network, it is more likely to be
optimized for handling data transmission. On the other hand, if not always is it
feasible to process data while a communication operation takes place. For example, if
the processor needs the data being transmitted in order to proceed with the execution
of the simulation, the overlap is not possible.

5. CONCLUSIONS

Message passing times of a parallel simulation utilizing TCP and MPI for
communication were measured on a cluster of workstations with a 100 Mbps Ethernet
network. The cluster environment was homogeneous; each workstation had two
Pentium III 800 MHz processors and 2 Gbytes of memory. The purpose of the study
was to quantify the effect of communication to a parallel simulation that needs to
transfer data among processors before, during, and after the parallel computation
phase.

The measurements indicated that the latencies in TCP and MPI are major overhead in
small messages. Especially, the MPI latency is significant. However, the latency
becomes insignificant as the message size grows. The communication time was
observed to grow linearly in TCP in accordance with the message size. MPI incurs
additional overhead due to the encapsulation of the message, and, therefore, fails short
of the performance of TCP. The bandwidth measurements reflect the same problem
with small messages as was seen in the latency measurements; TCP outperforms MPI
due to the additional overhead of MPI. The difference in the maximum bandwidth is
approximately 15 %, which is acceptable in a 100 Mbps network. The peak bandwidth
of MPI was measured at 79.9 Mbps. Furthermore, programming with the MPI library
is considerably easier than implementing the communication with TCP (sockets).
Therefore, a compromise between the performance and ease-of-use has to be made.

The study clearly illustrated that the communication has a major impact on the overall
performance of a parallel simulator. Thus, during the design phase of the parallel
simulator it is essential to consider the number and the size of the messages sent in the
course of the execution of the simulator. By carefully determining the optimal
message size, the impact of latency is minimized while throughput is maximized.
However, it is important to realize that the optimal message size varies from network
to network as well as from protocol to protocol.
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ABSTRACT

This paper covers the two most popular mcthods for
implementing parallel code: Threads and Message
Passing Interface (MP1). Both methods are discussed in
detail to provide information about the implementation
issues of the methods. An indepth look is taken into the
parallelization libraries that are widely used among
programmers. The paper also describes, how to write
parallel code by using thesc methods. In addition, two
characteristics of parallel computing, synchronization
and load balancing, are explored. Finally, a
performance study of both methods is presented.

INTRODUCTION

The paper introduces two widely utilized libraries that
can be used to parallelize existing applications, as well
as, implement new parallel code. With the knowledge
acquired from this paper, simulation experts and
software developers responsible for implementing
simulators should be able to determine whether their
simulation system is suitable for parallel execution. In
addition, the paper describes how to use both libraries.

The need for parallel simulation. as well as parallel
computing in general, has increased drastically during
the last two decades; more complex models and
programs have been implemented. To meet the need
for increased computation capabilities, the use of
multiple processors has been proposed as a possible
solution. In theory, the utilization of multiple
processors seems straightforward. However, before an
application can take advantage of multiple processors,
the structure of the application and the code have to be
modified. Depending on the current structure of the
application, the issues concerning structure may not be
as important as the modification of the code.

On the other hand, the utilization of multiple
processors can be understood in more than one way.
The simplest method to utilize a multiprocessor
computer is to run a copy of the application on all
processors. In this case, there is no need for the
reconstruction or modification of the code, However,
the approach does not decrease the execution time of
an application, which is one of the main goals of
parallel computing. Therefore, running several copies
of an application does not constitute parallel
computing, and is not discussed any further in this

paper.

To decrease the execution time of an application, the
application has to be divided into parts that are
exccuted on different processors. The parts of the
application must meet certain requirements. First of all,
the parts need to be independent, meaning that there
are no dependencies between parts. In real life, this
requirement cannot be fulfilled completely. Therefore,
parallel computing usually needs a synchronization
mcthod that controls the interactions between
dependent parts. Synchronization is a key elcment of
parallel computing, which has both positive and
negative effects on the parallel execution of an
application. Since the effect of synchronization is
significant, issues concerning synchronization are
considered later in this paper. The other requirement
states that the sizes of the independent parts should be
equal. As with the first requirement, it is practically
impossible to create parts that are exactly equal in size.
However, if the processors in the computer are not
identical, the sizes of the parts should be adjusted to
compensate for the differences in processors: a bigger
part should be created for the fastest processor. The
creation of parts to match the processing capabilities of
processors is called load balancing. Load balancing is
another crucial ¢lement in parallel computing, and it is
discussed in detail later.

Having defined the requirements for parallel
computing, the software engineer's first decision
concerns the selection of the parallel environment. In
essence, there are two parallel environments, based on
the memory architecture, into which most of the
present day multiprocessor machines fall. A shared
memory machine has a single memory, which is
accessible by all processors via a high-speed bus. Since
cach processor has access to the whole memory, the
data cxchange (communication) between processors
can be carried out with the use of the memory. A
distributed memory machine is an environment where
each processor has its own memory. The processors are
not connected to each other with a bus, but rather with
a high-speed network. If processors need to
communicate, they use the network to send and to
receive data. However, the topology of the
interconnection network depends on the machine.

Due to the diversitics between the two environments.
the programming models are also different. For
implementation into a shared memory environment,
threads are used to run the parts of the application on
different processors. The implementation for the
distributed memory machine, on the other hand.
requires the use of message passing interface.
Currently there are several message passing interfaces
available commercially. However, there are also
numerous interfaces that can be downloaded from the



Internet without charge. The Message Passing Interface
(MPI) is one of the most popular and easy to use
implementations of the message passing interfaces.
The advantage of the MPI over threads is that the MPI
can be used in shared memory machines as well.

The next chapters describe the two programming
models, give insight into how to use the models, and
compare their characteristics, especially in regards to
performance.

THREADS

The basic entity in an operating system is called a
process. Threads are instances of code that are created
and run inside the process. Figure | illustrates the
relationship between processes and threads. Each
process, regardless of how many processors are in the
computer, has one thread. This thrcad is created by the
operating system when the process is started. However,
the software developer can crcate more threads. The
threads share all the resources allocated for the
process; but, each thread has its own data structure that
contains information about the particular threads, such
as thread id, program countcr, and local variables. Each
thread is assigned a part of code that it executes.
Several threads can execute the same code with similar
or different parameters.

Process

§ Thread

1 /—- Scheduler

./

Figure 1. The structure of a process.

A thread is the entity that actually executes the code.
The thread needs to be scheduled to a processor before
it can be executed. In a process there is a scheduler that
dynamically schedules threads to processors. Since
each process can have several threads, the scheduler is
of great importance. The responsibility of the scheduler
is to allocate time for threads on processors according
to the priorities of the threads, but it is also possible to
bind a certain thread to a processor, meaning that the
processor is dedicated for the use of a single thread.
The bound thread then has a direct access to a
processor without interference from the scheduler. A
thread running a high priority real-time application
should be bound to a processor to guarantee the best
possible performance; Figure 2 illustrates this schema.
As Figure 2 indicates, the scheduled and bound threads
do not have direct access to processors. Each thread is
actually scheduled or bound to a kernel thread that is
executed on a processor. The opcrating system that
supports threads creates and maintains the kernels
threads.

It should be noted that the amount of threads inside a
process is not limited to the number of available
processors. It is possible to create multiple threads
within a process in a uniprocessor machine. Before
multiprocessor computers became commonly available
and affordable, threads were used to provide
concurrency in a machine with one processor. Most of
the UNIX operating systems do multitasking by
utilizing threads, which enables multiple applications
to be run concurrently, although, not simultaneously. If
a thread makes a system call that halts the execution of
the application until the system call returns, another
thread can be run in the meantime. Thus, if a thread is
blocked by a system call or some comparable action,
the thread is retrieved from the processor, and another
thread can start execution. With this implementation,
the performance of a uniprocessor computer increases
significantly.

Process

N/
%
R

Kernel threads

i
%

Figure 2. Mapping of threads to kernel threads and
processors.

Processors

For parallel computing purposes, the number of threads
should be near the amount of processors in a particular
computer. Under normal circumstances, the best
performance is achieved with a fewer number of
threads than processors, because of other applications
running on the computer, and the overhead created by
threads. Nevertheless, the rule of thumb is to create no
more threads than there are processors.

Thread Programming Model

At the present time, there are two thread libraries that
are readily available. The first and more widely used
thread programming model is called POSIX threads
(pthreads). Pthreads are part of a group of standards
defined in the Portable Operating System Interface
(POSIX) by IEEE. All computer and operating system
vendors have included support for POSIX threads in
their systems. The other thread programming model is
called Solaris threads. The Solaris threads work only
under Solaris or Sun operating systems. Since the use
of the Solaris threads is limited to Sun Microsystems
operating systems, the thread package is more
optimized and efficient than POSIX threads. However,
duc to the popularity and portability of the POSIX



threads programming model, this paper concentrates
solely on POSIX threads.

The utilization of threads in making an application run
in parallel requires at minimum one command, which
then creates the threads. At the creation, each thread is
assigned an identification number, parameters, a
function to execute, and an input parameter for the
function. The identification number (thread id) is a
unique number assigned to each thread, and used
mainly during the run-time to distinguish threads from
each other. The identification number is stored in the
variable specified in pthread create() command, and is
read only after that. The parameters define the
characteristics, such as scheduling policy, of the
created thread. In most cases, the default parameters
(NULL) can be used. Since threads exist inside a
process they must be assigned a portion of the
application to execute. Usually, the threads execute the
same function with different input parameters. It is the
responsibility of a load balancing algorithm to divide
the workload between the threads during their
execution. The input parameters define the parameters
for the function that the thread exccutes. Figure 3
shows an example of how to create a thread.

#include <pthread.h>

void *function( void parameter );
pthread_t thread id;

int parameter;

pthread_create(  &thread id, NULL,' function,
parameter );

Figure 3. Example of creating a thread.

As shown in Figure 3, all POSIX thread related
commands are stored in a header file called pthread.h.
It should also be noted that the function the thread
executes needs to have a return type of a pointer to
void. The input parameter for the function has to be a
type of void as well. The thread creation command
allows only one input parameter to be passed to the
function. Therefore, if more than one parameter is
required, a structure has to be made that contains all
the input parameters. Then, the structure can be passed
as onc parameter to the function.

Table 1 lists the most useful commands in the POSIX
thread programming model. These commands provide
information about the threads, and assist in controlling
the execution of threads. A more comprehensive list of
commands and information about threads can be found
in (Butenhof 1997; Lewis and Berg 1998).

Table 1, POSIX thread commands,

pthread_create() Creates a thread,

pthread_attr_init() Initializes attribute structure
to be used to pass attributes
to created threads.
pthread_attr_set<attr> | Sets a certain attribute in
the structure.
pthread_attr_get<attr> | Gets a certain attribute in
the structure.

pthread attr_destroy() | Destroys attribute structure.

pthread_self() Returns the identification
number of the calling
thread.

pthread_exit() Terminates the execution of
the calling thread.

pthread_join() Waits until a particular

thread exits and returns the
exit value of the thread

As threads are operated in a shared memory
environment, the communication between processors is
straightforward; the shared memory can be used as a
communication medium. However, the same method
cannot be applied to a distributed memory
environment. Therefore, a special library is required to
provide communication routines in order for
processors to exchange data. The message passing
library MPI is explored in the next chapter.

MPI

The Message Passing Interface (MPI) is a library that
provides functions to handle communication between
processors in a distributed memory environment.
However, the use of MPI is not restricted to the
distributed memory environment. Most shared memory
implementations of the MPI library simply use the
shared memory as a communication medium instead of
the high-speed network in the distributed memory
environment. Nevertheless, the communicated data is
packed and handled in a similar way as in the
distributed memory environment. Therefore, the
Justification for the use of MPI in a shared memory can
be questioned due to the overhead created by the
implementation.

In a distributed memory machine, a process is created
for each processor taking part in the calculation. The
creation of processes is not done within the code by
using MPL. In most cases, the processes are created
with a separate program that starts the processes on all
the processors specified by the user. All the processes
have the same code, which has to be modified so that
cach processor knows exactly what part of the code to
execute, This is usually done based on the process
identification number. Since MPI is only a message
passing interface, i.e. a communication library, the
responsibility of a software developer is to initialize
the communication environment, to implement the data
exchanges, to synchronize the execution, and to
terminate the communication environment.



The MPI Programming Model

Although MPI is not responsible for creating the
processes, before MPI can be used, a message passing
environment needs to be initialized. The message
passing environment contains all processes that were
created previously. The initialization of the message
passing environment is done with MPI Init()
command. At the end of the computation the
environment has to be terminated with MPI_Finalize()
command. Figure 4 illustrates the use of the
initialization and termination commands.

intarge; ’
char *argv[];"

MPI_Init( &arge, &argy );

) MPl_Términate(); o

Figure 4. Syntax of required MPI commands

As a message passing interface, the MPI offers a large
number of commands for point-to-point and broadcast
types of communications. The MPI is a very high-level
interface, and, therefore, does not require the developer
to consider the topology of the interconnection
network, packet ordering, or any aspects regarding the
transmission and reception of the data. Synchronization
is provided by the MPI library with a simple barrier
synchronization model. Table 2 lists the basic
communication and synchronization routines offered
by the MPI library.

With the commands presented in Table 2, all necessary
communication patterns can be performed. The barrier
synchronization controls the execution of processes.
The synchronization will be discussed in detail in the
next chapter. Similar to the thread programming
modcl, the MPIl provides calls to acquire the
identification numbers of the processes and the
numbers of the processes taking part in the
computation. More about the implementation of MPI
and MP] commands can be found in (Message Passing
Interface Forum 1994; Pachero 1997; Snir and
Dongarra 1998).

SYNCHRONIZATION

Synchronization is needed to guarantee the correct
order of execution and memory coherence. The
dilemma of synchronization does not exist in a
sequential application, since a single copy of the
application is run one command at a time. Parallel
execution introduces the possibility of executing
several copies of the application, and making multiple
memory references  simultaneously.  Concurrent
memory references can have a significant effect on the
correctness  of the output; on the other hand,
simultaneous memory references can be allowed as
long as the address is different.

Table 2. Basic communication and synchronization
functions in the MPI library

MPI_Send() Sends data to a specific
Process.
MPI_Recv() Receives data from a

specific process.

MPI1_Bcast() Sends data to all processes.

MPI1_Reduce() Received data from all

processes and process data.

MPI1_Scatter() Distributes data between

processes.

MPI1_Gather() Centralized data to a single
process.

MPI_Barrier() Synchronized the execution
of processes.

MPI_Comm_rank() Gets  the identification
number of calling process.

MPI_Comm_size() Gets the number of

processes in the message

passing environment.

Based on the description of synchronization, two
synchronization models can be identified: the
synchronization of execution, and the synchronization
of memory references. The distinction between the
synchronization models is required since the
implementation methods of the models are different.
For the synchronization of execution usually a single
command is required to halt the execution of a process
or thread until a certain condition becomes true. The
simplest and most popular implementation of the
synchronization of execution is barrier (MPl Barrier
for example). The barrier command in the MPI is
implemented so that the execution of a process stops
until all the other processes have reached the barrier
command. Then the execution of all processes
continues simultaneously. To protect a memory
address from concurrent access, only one process or
thread is allowed to refer to the memory at a time. This
is implemented by creating a protected area in the
code. A process or thread needs to acquire a lock
before entering the protected area, and since only one
process or thread can hold the lock and enter the
protected area the lock is called a mutual exclusion
lock.

In simulators, it is essential that the events are
processed in the correct order, and that certain events
are fully processed before new events can be handled.
The correct order of execution can be guaranteed with
mutual exclusion locks. The locks will ensure that no
two processes or threads handle the same simulation
object or refer to same memory location
simultaneously. On the other hand, the handling of new
events can be deferred with the use of a barrier, which
guarantees that all processes have finished their jobs
before new events are processed.

One should realize that since synchronization is not
required in a sequential application, synchronization is
considered overhcad. Overhead is the extra
computation introduced due to the simultaneous
execution of an application. The simulation expert
should consider the use of synchronization models
carcfully and choose the one that generates a minimal



amount of overhead. It has been shown that incorrect
synchronization models and their implementations
have a significant effect on the performance of the
application.

For example. the GSM network simulator uses both
kinds of synchronization models. After the vertical
calculation is completed, processors stop at a barrier
until all processors have completed their work. Then,
the simulation continues with horizontal calculation.
Horizontal calculation updates the values of global
variables that store the results of the simulation. Since
it is possible that multiple processors access the same
global vanable, and add a new value to it, a
synchronization of memory references has to be carried
out. The part of the code that updates the values of the
global vanables is defined as a protected area, which is
protected with a mutual exclusion lock. Therefore, only
one processor can access the area and update the values
of the global variables at a time.

LOAD BALANCING

Since the application is executed on multiple
processors, the application nceds to be divided into
parts, which are then distributed to the processors. The
purpose of load balancing is to divide the workload
into optimal proportions with respect to the sizes and
the capabilitics of the processors. There are a great
number of factors that affect the implementation of a
load balancing algorithm. Firstly, the algorithm
requires information about the workload; the workload
may be static or dynamic. Secondly, based on the
characteristics of the workload, a basic division of
work can be done. However, the effects of the
environment must also be considered; how are the
processors connected together? Do all processors have
the same clock rate and an cqual amount of memory?
The topology of the interconnection network dictates
the communication pattern and delay, whereas the
differences in processor type and memory affect the
amount of work given to a certain processor. In
addition, the load balancing algorithm requires
information about the current load of each processor.
Therefore, the load balancing clearly depends on
multiple factors. In most cases, it is not possible to
gather all the information mentioned above;
nevertheless, close to optimal load balancing algorithm
can be implemented taking into consideration the
information that is known to have a significant effect in
a specified environment,

The importance of load balancing should not be
underestimated under any circumstances. It is crucial
that a correct load balancing algorithm is implemented,
and that the algorithm reflects the special aspects of the
environment where the application is rum.

For example, in a GSM network simulator the
workload consisted of line-of-sight polygons. The
differences in the polygon sizes were of several orders
of magnitude. Since the cxecution times of the
polygons were proportional to their sizes, the
distnibution of execution times was large. Therefore,
the load balancing algorithm had to distribute the work
in such a way that the amount of work per processor

was cqual, instcad of the number of the polygons.
Since a heuristic and time-consuming algorithm would
have been required to optimize the amount of work per
processor, a work pool was created with all the
polygons in it. Each processor removed the biggest
polygon from the pool and processed the polygon. This
was repeated until the pool was empty. Since the
implementation of the GSM network simulator was
done in a shared memory environment, the issues
related to communication were ignored. However, the
load balancing algorithm required a synchronization
model to guarantce that the same polygon was not
removed by two or more processors; so, the access to
the pool was protected by a mutual exclusive lock.

PERFORMANCE ISSUES

Since the programming models differ from each other
and are optimal for different kinds of environments, the
comparison of performance is difficult. Due to the fact
that threads cannot be used in a distributed memory
cnvironment, a shared memory environment was
chosen as a test platform. The communication with
MPI used the shared memory as a communication
medium as opposed to the high-speed network used in
distributed memory environments. Therefore, message
passing times in the MPI implementation did not show
the total time spent in message passing in distributed
memory cnvironments. To compensate for this fact, a
comparison between MP] implementations for shared
and distributed memory environments was also
conducted.

The test programs measured the time spent in
communication between two processors. Even though
synchronization is the other contributor to overhead in
parallel computing, the effect of synchronization is not
as significant as communication. To test the
performance of the MPI library, the master process
created a large amount of random numbers. These
random numbers were then sent to the slave process,
which sent the numbers back to the master. The
communication time was measured as a round-trip time
from master to slave and back. The round-trip time
gives a better indication of the total time spent on
communication. 1f only the one-way time is measured,
the communication time may reflect the time spent in
preparation of communication. The size of a packet,
that is the number of random numbers, was varied
from | to 15 million. To acquirec reliable results
statistically, a great number of repetitions were
performed with each packet size.

Since threads are used in a shared memory
cnvironment, explicit message passing is not required.
However, it is not always possible for two or more
threcads to share a variable, since both of the threads
may want to modify the variable at the same time. The
solution for preventing concurrent access is to use
synchronization, although, synchronization can be
ignored if two copies of the variable exist. The
approach of two separate variables was taken in the test
program for threads. As explicit sending is not needed,
the first thread indicated to the receiving thread by
using a signal that a copy of the variable can be made.
After the receiving thread has made the copy. it sends a
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signal to indicate that a copy has been made. Finally,
the first thread makes another copy of the variable.
This test scheme simulates the message passing
implemented in the MPI test program. The packet sizes
and repetitions were varied similar to the MPI test.

Figure 5 shows the execution times of all the test
programs. The distributed memory environment did
not have more than 128 megabytes of memory per
processor, which limited the number of random
numbers that could be used as workload. The number
of random numbers was varied from | million to 15
million, whereas in the shared memory environment
the maximum number of random numbers was 35
million. The comparison between threads and MPI
shared shows that threads consume considerably less
time in communication. The reason for this
phenomenon is that signals require far less
computation that the MPI send and receive routines.
The MPI routines work similarily depending on the
environment. The sent data is packed before sending
and unpacked after receiving regardless of being
shared memory environment. As for the distributed
memory environment, the communication time was
shorter than the corresponding time in the shared
memory environment for the first three test cases.
However, the comparison between the two MPI
implementations is not quite acceptable. The MPI
implementations were run on machines that had
different kinds of processors and interconnection
networks. In  general, the shared memory
implementation  should be faster than the
implementation for a distributed memory environment,
due to the differences in the communication media.
The dotted line in Figure 3 shows the time required to
send the first packet of random numbers in a
distributed environment. As can be seen, the time spent

Figure 5. Execution times of the test programs.

in sending the first packet in the distributed memory
cnvironment is greater than the average time in the
shared memory environment. However, the average
communication time in the distributed memory
environment is less than the average in the shared
memory environment, since the communication time
decreases considerably after the first packet. Prior to
sending the first packet the MP] has to initialize the
communication in  the distributed memory
environment; the initialization consists of determining
the location of the receiving processor, and
determining the route to the receiving processor. The
subsequent packets do not require initialization since
the packets were sent to the same processor. Therefore,
the communication times of the subsequent packets
were considerably shorter than the first packet. This led
to an average time that was shorter than the
corresponding MPI  test the shared memory
environment.

in

Even though the communication time with threads is
relatively short compared to any of the other test cases,
the use of threads is limited to a certain number of
processors, Since threads share the memory and the
communication and synchronization are both handled
via the memory, the memory bus will eventually
become congested. Therefore, the maximum number of
processors in a shared memory environment is usually
limited to 20. If more than 20 processors are required,
a distributed memory environment is a better choice.
The biggest distributed memory environment consists
of thousands of processors connected to each other
with a high-speed network. The full potential of the
MPI and comumunication between processors can be
seen when the number of processors is considerably
high.



CONCLUSIONS

In this paper, two commonly used programming
models  for multiprocessor  environments  were
presented. The goal of the paper was to introduce
simulation experts to the programming models and
their characteristics. The thrcad programming model
for sharcd memory environments was discussed. The
usage of threads is relatively easy; only onc command
is required to take advantage of thrcads. However,
since threads can be cfficiently applied to a shared
memory environment, the Message Passing Interface
{MPl) was presented as an alternative programming
model for distributed memory environments. The MPI
provides commands for processes to communicate with
cach other. Implementation with the MPI is easy
requiring a handful of commands. The mandatory
commands deal with initialization and termination of
the communication environment. Following  the
discussions on programming models, two important
issues  of parallel computing were covered:
synchronization and load balancing. Synchronization is
required to guarantee the correct execution of the code
and to prevent simultaneous memory references to
same memory locations. The responsibility of a load
balancing algorithm is to provide an equal division of
work between processes. The algorithm has to consider
numerous factors that have an etfect on load balancing,
and eventually, the performance of the parallel
application. During the presentations of
synchironization and load balancing. examples were
given in general and from the GSM network simulator.
The parallel versions of the simulator were
implemented with the threads and the MPI to shared
and distributed environments. Finally, a study of the
message passing between processors was conducted in
the shared and distributed memory environments. The
study showed that the implementation with threads is
faster than any implementation with the MPI. On the
other hand, the thread implementation was done in a
shared memory environment. which provided a more
suitable environment for message passing in a form of
the shared memory. However. it should be noted that
the distributed memory environment is not a much
slower.

To conclude, the utilization of multiple processors is a
relatively simple operation if the software developer is
awarc of a few important issues related to parallel
computing. Both the programming models presented in
this paper are high-level models. Therefore, the use of
the modcls 1s easy and straightforward. However, the
issues  concerning  the memory  cnvironment.
synchronization and load balance should be addressed
carefully.
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Abstract. Load balancing plays an important role in achieving good
performance in any parallel application. In order to produce a proper load
distribution and to minimize overhead, a load balancing algorithm needs to take
into account characteristics of the application. Three load balancing algorithms
that have been enhanced to optimize the performance of a data-parallel
simulator are presented. The enhanced load balancing algorithms are provided
with additional information about the workunits, such as an estimate of
computational requirements. Results show that the additional information has a
significant impact on the load balancing algorithms. The algorithms are capable
of producing a more optimal load balance, which leads to the improved
performance of an application. A closer study of the overhead created by the
processing of the information by the load balancing algorithms indicates that
the improvement in the performance significantly outweighs the negative
impact of the overhead in most cases.

1 INTRODUCTION

A proper load balancing algorithm is a requirement for good performance results in
any parallel application. Since load balancing as a term can be understood in a
number of ways, we have made the following interpretations: The term /load
balancing is considered to be a task where workunits are distributed among available
processors. It is assumed that the partitioning of the workload into workunits has been
performed prior to applying the algorithms described in this paper. The task of the
load balancing algorithms is to either statically or dynamically allocate the workunits
among the processors. The distinction between a static and dynamic load balancing
algorithm is in timing of the load balancing decisions. A static algorithm performs the
distribution prior to a computation phase, whereas a dynamic algorithm distributes the
workunits during the computation phase based on the current system situation.

The basic concept of load balancing in parallel and distributed systems is well known.
A number of articles have been published that discuss different aspects of load
balancing [1]{2](3](4]. Numerous load balancing algorithms have been proposed that
are intended either for solving a specific problem in a specific system or for the
theoretical analysis of load balancing in a variety of systems [5][6]. In the latter



category there are some very interesting proposals that are applicable to data-parallel
applications. The majority of the algorithms assume that the computational
requirements of a workunit being distributed do not have a significant contribution to
load balancing decisions. The algorithms give more emphasis to current loads of the
processors participating in the computation. Thus, the load balancing decision is often
made by looking at the current load situation, and selecting either the least loaded or
the most powerful processor [7]{8].

Another approach for load balancing is to consider the computational requirements of
workunits. This approach allows the workunits to be distributed among the processors
in multiple ways depending on the system. For example, the workunits can be
distributed so that each processor receives an equal amount of work to process or the
amounts of work for processors are proportionally distributed among the processors
according to their capabilities. As such, a load balancing algorithm distributing the
workunits among the processors based on the computational requirements of the
workunits does not consider the current loads of the processors. However, this
problem can be solved by implementing a global client-server type load balancing
algorithm. The third algorithm discussed in this paper shows the implementation of
such an algorithm.

In this paper three generic load balancing algorithms are enhanced by providing them
with additional information about the application and, especially, the workunits. The
information is extracted at run-time from the workunits to allow the algorithm to
adapt to changes in workloads. In the rest of the paper, the method of load balancing,
utilizing the additional information, is referred to as application-specific load
balancing. Naturally, the purpose of the application-specific information is to refine
the load balancing decisions by allowing the algorithm a better view of the workload.
Furthermore, the load balancing algorithms introduced are the most suitable for data-
parallel applications, where all processors execute the same code.

A GSM network simulator was used as a case study for the algorithms. The simulator
is used by mobile network providers to design their networks for urban microcell
environments. The providers are able to determine optimal locations for their base
stations based upon the results given by the simulator. Thus, the simulator computes a
coverage area of a base station over a map consisting of buildings and streets.

The structure of the paper is as follows: Section 2 talks about data-parallel computing
by introducing the concept and its benefits. Section 3 discusses the GSM network
simulator used as a case study for the three load balancing algorithms. The three load
balancing algorithms with their application-specific versions are introduced and the
results achieved are shown in Section 4. Section 5 discusses the results and
implementation issues of the application-specific load balancing algorithms. Finally,
the conclusions are drawn in Section 6.



2 DATA-PARALLEL COMPUTING

Data-parallel computing can be defined in multiple ways [4]. The lowest level defines
a data-parallel application to be one in which the instructions and data are distributed
by a control unit. This control unit dictates what is processed on any given processor
at any given time. The execution usually takes place in a synchronized fashion.
Another, and more relaxed, definition of a data-parallel application is an application
where each process executes the same code with different data. In this case the
synchronized execution of processors is not mandated, so the processors can freely
process data assigned to them. In order for the processors to process data without
synchronization there must not be any dependencies between the data. If data
dependencies exist, the processors require synchronization of their execution or/and
communication with each other. The latter definition of a data-parallel application is
applicable to the simulator discussed in this paper.

The environment in which the data-parallel application is run has an impact on the
design and implementation of the application and load balancing algorithm. In a
shared memory environment the processors share the memory allocated for the
application (process). Therefore, the synchronization and communication is carried
out through the shared memory. In general, the utilization of the shared memory in
synchronization and communication is very fast. The congestion in the network that
connects the processors to the shared memory can cause a problwm, which can be
avoided by limiting the number of processors in the system. In a distributed memory
environment the situation is quite different. Even without any data dependencies there
is a need for communication. This communication occurs when the data is distributed
among the processors as well as when the results are gathered from the processors for
the processing of the final results. In addition to the previously mentioned mandatory
communication, the synchronization also requires communication. As previously
examined, the communication is a significant contributor in the distributed memory
environments to the overall performance of a data-parallel application. The advantage
of the distributed memory environments lies in the ability of the systems to facilitate a
substantially bigger number of processors than shared memory systems.

Even though sometimes the input data has no dependencies, the output (result) data
creates dependencies between processors. It is possible that the results computed from
the data are stored into a shared memory. Multiple pieces of data may cause the same
element of results to be updated. In the worst case, two or more processors update the
result element simultaneously. Concurrent access cannot be allowed in order to
guarantee the correctness of the results. Therefore, a synchronization method has to
be put into place to guard the results from concurrent access.

Data dependencies are not the exclusive cause of communication. A load balancing
algorithm responsible for distributing the data among the processors resorts to a
communication medium to transfer the necessary data to processors. The algorithm
has to send pieces of data to each processor according to the load balancing algorithm.
Therefore, the cost of the communication has to be considered a factor in designing
and implementing a proper load balancing algorithm.



A load balancing algorithm can have multiple tasks. It might be up to the load
balancing algorithm to divide the workload into suitable workunits, and only after this
is complete to perform the distribution based on the actual algorithm. We identify the
division of the workload to be partitioning. Obviously, if the data can be divided so
that no dependencies exist, the performance of the application can be greatly
increased due to the lack of communication and synchronization. However, details
about partitioning are out of the scope of this paper. The algorithms presented in this
paper assume that the workunits have been determined prior to the execution of the
load balancing algorithm. Next, the workunits are distributed among the processors,
1.e. the actual load balancing is performed. There are a number of load balancing
methods to allocate the workunit. Three load balancing algorithms for data-parallel
applications are discussed in this paper. A possible problem caused by the application
is the sizes of the workunits identified by a partitioning algorithm. It is quite likely
that in complex data-parallel applications the workunits are not equal in size.
Furthermore, if the workunit size is directly proportional to the computational
requirement of the workunit, the load balancing algorithm has to be able to
compensate its actions based on the workunit sizes. On the other hand, in a
heterogeneous computing environment the processing capabilities of the processors
are different. Both of these situations complicate the work of a load balancing
algorithm. For optimal performance, the load balancing algorithm has to consider the
workunits in greater detail than by merely performing the distribution based on the
number of workunits. We have enhanced three basic load balancing algorithms to
take into account application-specific information to further refine the load balancing
operations., The application-specitic information has a dramatic impact on the
performance results of the algorithms, as will be been seen in the following sections.
However, prior to describing the load balancing algorithms with their application-
specific counterparts, the data-parallel application, the GSM network simulator, used
in the experiments is introduced.

3 THE GSM NETWORK SIMULATOR

The GSM network simulator is used in network planning to find optimal locations for
base stations in microcells [9]. The simulator considers signal propagation in a 3-
dimensional space by utilizing ray tracing methods. The simulation computes the
coverage of a base station over a map of buildings and streets. The map is divided into
receiving points that hold the coverage information. A field strength value of a
receiving point is updated whenever a signal arrives to that particular receiving point.
The simulation model (ray tracing) is enhanced by introducing a concept of line-of-
sight (LOS) polygons[9][10]. A LOS polygon is generated at each comer of a
building indicating the diffraction area of a ray. When a ray arrives at a corner, it
diffracts over the area defined by the LOS polygon. Therefore, the actual simulation
phase comprises of the processing of the LOS polygons. For each receiving point that
falls inside a LOS polygon the following operations are performed. The strength of
the signal at the receiving point is calculated as a function of the initial signal strength



at the corner and the distance from the corner. The new signal strength value is
updated to the structure that holds the field strength information of all receiving
points.

3.1 Parallelizing the GSM Netweork Simulator

The LOS polygons form the workload that is distributed among the processors. Since
the size of a LOS polygon depends on the layout of the buildings, the polygons are of
different size. Fortunately, it has been determined through testing that the size of a
LOS polygon is directly proportional to the computational requirements of the
polygon. Therefore, the workunit size and computational requirement are
interchangeable when referring to the workunits (LOS polygons).

In a shared memory environment where the processors (threads) share a global
memory, the signal strength information for all receiving points are kept in memory
locations accessible by all processors. The LOS polygons are independent workunits,
but it is possible that two or more processors update the same receiving point
simultaneously. This is due to the fact that the LOS polygons can overlap each other.
In order to guarantee that no more than one processor updates any given receiving
point at a time, a synchronization method needs to be implemented. The
synchronization method prevents more than one thread from accessing the same
receiving point simultaneously. Other processors are forced to wait for their turn, if
concurrent access is attempted. The necessary synchronization introduces additional
computation (overhead), but its contribution to the overall execution time of the data-
parallel simulator is minimal.

In a distributed memory environment the situation is somewhat different. There is no
need for synchronization, since each processor has a copy of all the receiving points.
The receiving points are updated locally, and gathered at the end of the simulation to
a processor that produces the final results. On the other hand, in a distributed memory
environment the load balancing requires communication in addition to the gathering
of the final results. The load balancing algorithm communicates with processors in
order to distribute the LOS polygons. The communication is the largest contributor to
overhead in the distributed memory environment.

4 LOAD BALANCING ALGORITHMS

Three generic load balancing algorithms are introduced that distribute the LOS
polygons among the processors. These algorithms have limited knowledge of the
workunits and are only provided with the number of workunits (LOS polygons). Next,
the algorithms are enhanced with the application-specific information. In the case of
the GSM network simulation, the application-specific information is the
computational requirements of the LOS polygons. In general, if the algorithms are
provided with information about the computational requirements of workunits,
algorithms can be utilized more efficiently. Performance results are given for both



versions of the algorithms in order to quantify the improvements achieved with the
application-specific load balancing algorithms.

4.1 Load Balancing Algorithm 1

The first algorithm distributes the workunits so that the number of workunits is equal
among the processors. If the number of workunits is not divisible by the number of
processors, the last » processors have one more workunit to process. The algorithm is
not computationally very complex. Furthermore, the algorithm is capable of
producing a good load balance, if the workunits are all equal in size and the
processors are homogeneous. If the workunits are not the same size, the algorithm
cannot produce an optimal load balance without receiving additional information
about the workunits.

The application-specific version of the load balancing algorithm | utilizes information
about the sizes of the workunits, i.e. the computational requirements. The algorithm
requires an array where the sizes of the workunits are stored. The array is sorted in
descending order based on size. The workunits are assigned to processors so that each
processor receives an equal amount of work, not necessarily an equal number of
workunits. It should be noted, that it is highly unlikely that all the processors will
have exactly the same amount of work to do resulting from the differences in
workunit sizes. However, the algorithm optimizes the distribution so that each
processor receives an amount of work as close to the average as possible.

Even though the algorithm allocates the last processor the remaining workunits
regardless of the amount of work they involve, the algorithm produces equal work
distributions. This is a result of the optimization that takes place when the previous
processors are assigned the workunits. The algorithm allocates workunits so that the
amount of work each processor receives is either less or more than the average,
whichever is the closest. The optimization improves the load balance and reduces the
possibility that the last processor will receive considerably more work than the other
processors. The application-specific load balancing algorithm introduces overhead:
computing the total amount of work and sorting the workunits. However, more
optimal load balancing and the increased utilization of the processors compensate for
the overhead.

Fig. | shows a comparison of the execution times of the GSM network simulator run
with the two versions of load balancing algorithm | on a network of workstations
consisting of 7 Pentium Il workstations running the Linux operating system. The
figure illustrates the superiority of the application-specific algorithm over the generic
algorithm. The application-specific algorithm is able to produce more equal load
balances among the processors due to the fact that it has knowledge about the
computational requirements of the workunits. When the number of processors is
increased, the benefits of the application-specific load balancing algorithms become
especially evident.
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Fig. 1. Execution times of the simulator with generic and application-specific algorithms 1

Even though the application-specific load balancing algorithm performs substantially
better than the corresponding generic algorithm, there is still room for improvement.
Possible reasons for load imbalance among the processors still existing are: (1) the
workunits have vastly different computational requirements. This leads to situations
where certain processors have to process a large number of “small” workunits,
whereas other processes are left with a relatively small number of “large” workunits.
It is more time-consuming to process a large number of “small” workunits than a
small number of “large” workunits, due to the overhead created by the retrieval and
initialization of the workunit. (2) The workunits cannot be distributed equally so that
each processor has exactly the same amount of work to do. This unavoidably leads to
a situation where the execution times of individual processors vary.

4.2 Load Balancing Algorithm 2

The second algorithm is based on the assumption that the workunits are uniformly and
independently distributed over the array where they are stored. The algorithm picks a
workunit at a fixed interval starting from the beginning of the array. The first
workunit for a processor is determined by its rank. For example, the first processor
(having a rank of 0) picks the first one, and so on. After that each processor jumps
over p workunits to reach the next workunit to process, where p is the number of
processors participating in the computation. The preceding step is repeated until each
processor reaches the end of the workunit array. Due to its simple implementation, the
algorithm does introduce very little overhead.

The application-specific load balancing algorithm accounts for the differences in the
sizes of the workunits by sorting the workunits prior to the distribution. The sorting
operation guarantees that the largest workunits are processed first by all the
processors. This, in turn, improves the processor utilization at the end of the



computation. The processors are more likely to finish at the same time, since the last
workunits are relatively small.
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Fig. 2. Execution times of the simulator with generic and application-specific load
balancing algorithms 2

Fig. 2 illustrates the execution times achieved with the two versions of the load
balancing algorithm 2. Again, the application-specific algorithm performs better. In
addition to having more information about the workload, the application-specific
algorithm is more efficient, since the assumption that the workunits are uniformly and
independently distributed is not quite true in the case of the GSM network simulator.
The workunits are not distributed uniformly, whereas they seem to be clustered in
certain parts of the array. Regardless of the incorrect assumption, the algorithm
performs better than the generic load balancing algorithm 1; the worst-case scenario
of the generic algorithm 2 is approximately 20% better than the best-case scenario of
the generic algorithm 1. The increased performance is derived from the better (more
equal) utilization of available processors. The application-specific load balancing
algorithm 2 produces approximately 35% better workload distribution than the
application-specific algorithm 1.

4.3 Load Balancing Algorithm 3

The third load balancing algorithm creates a pool of workunits, and dynamically
allocates the workunits to processors as per their requests. A single processor is
dedicated to act as a server that receives the requests and sends the workunits as
replies. The algorithm sends a single workunit at a time to any requesting processor.
The performance of the algorithm can be improved further by sending an index of the
workunit, instead of the workunit itself. This approach requires that all processors
have all the workunits in their local memories, and that the workunits can be uniquely
addressed by an index. In general, the purpose of the algorithm is to optimize the
utilization of the processors by allocating only one workunit at a time to each
individual processor when it asks for more work. The generic algorithm instructs the



processors to process workunits in the order in which they are stored in the workunit
array. The application-specific version of Algorithm 3 sorts the workunits based on
their sizes and distributes the workunits in descending order to the processors as per
their requests.

A comparison of the generic and application-specific algorithms is depicted in Fig. 3.
The results are a very interesting in respect to the application-specific algorithm.
Based on the execution times of the simulator the generic algorithm is faster when the
number of processors is larger than 5. However, workload distribution is considerably
better in the application-specific algorithm when the number of processors is larger
than 5 (figure not shown due to the limited availability of space). The reason for this
somewhat puzzling situation is the fact that the communication between the server
processor and the client processors creates a bottleneck. In part, this is true for the
generic algorithm as well. However, the impact of the communication bottleneck is
emphasized in the application-specific algorithm, since there are a number of
concurrent requests sent to the server processor. The use of the application-specific
algorithm introduces simultaneous requests due to the order in which the workunits
are processed. As mentioned, the server processor assigns the workunits in
descending order based on their computational capabilities. Therefore, at any given
time most of the client processors are processing workunits that are very close to each
other in terms of size. This leads to a situation where a number of processors have
issued requests to the server processor simultaneously. The sending of the requests
does not have to take place exactly at the same time because it takes some time for the
server processor to handle the request and send back the reply. Since the server
processor is capable of processing a single request at a time, the other possible
requests are queued and they have to wait their turn in order to be processed.
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Fig. 3. Execution times of the simulator with generic and application-specific load balancing
algorithms 3

Due to the above-mentioned reasons, the generic algorithm provided the best
performance results out of the two load balancing algorithms. Overall, algorithm 3
generic version) was the best performing algorithm of all the three different



algorithms studied. The algorithm 3 performed approximately 22% and 21% better
than the best cases of application-specific algorithms 1 and 2, respectively. It still
should be emphasized that application-specific algorithm 3 was able to produce a
better load balance, but suffered from the communication bottleneck and the
centralized scheduling mechanism.

4.4 Comparison of the algorithms

Each of the algorithms and their corresponding application-specific implementations
make assumptions about the workload. The first algorithm assumes that the workunits
are similar in their computational requirements. The algorithm | is, indeed, a good
solution for load balancing of workunits that take an equal amount of time to process.
The algorithm is able to produce a good load balance with minimum amount of
overhead. In the GSM network simulator, the problem with the algorithm 1 proved to
be the fact that the computational requirements of the workunits were vastly different.
Not even the application-specific algorithm 1 was able to compensate for the
differences efficiently. The algorithm 2 expects that the workunits are equally
distributed with respect to their computational requirements over the array in which
the workunits are stored. This approach tries to optimize the load balance based on
statistical assumptions that the workunits are uniformly and independently distributed.
In an ideal situation, the algorithm 2 can produce an equal load balance among the
processors while incurring very little overhead. In the case of the GSM network
simulator, it was noticed that the workunits were not independently distributed. This
was due to the fact that the workunits (LOS polygons) were generated based on a
map. The map created dependencies between the workunits causing clusters of
computationally expensive workunits to form. The algorithm 3 is a general-purpose
algorithm that is suitable of all kinds of workloads. However, the generic nature of the
algorithm comes with a price. The client-server infrastructure is more complicated to
implement, and introduces more overhead than the other two algorithms. On the other
hand, the algorithm proved to be the best from the performance and load balance
point of views.

The performance results of the generic algorithms are shown in Fig. 4. The figure
illustrates total execution times of the simulator, whereas the previous figures have
merely shown execution times of the parallel computation phase of the simulation.
The performance results of the whole simulation are impacted by a sequential
component of the simulator; the significance of the sequential component becomes
more obvious when the parallel computing phase gets shorter. Algorithm 3 has the
best performance of the three algorithms. At best, algorithm 3 provided performance
improvements of 81% and 19% compared to algorithm 1 and algorithm 2,
respectively. The corresponding performance improvements for the parallel
computation phase were 87% and 20%. The slight decrease in performance in the
total execution time is caused by the sequential component of the simulator.
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It should be noted that no result is given for algorithm 3 in case 7 processors are used. The
algorithm 3 requires a master processor that does not process workunits. Therefore, the
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Fig. 5. Execution times of the GSM network simulator with application-specific load balancing
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Fig. 5 depicts a comparison of the three application-specific algorithms in the GSM
network simulator. The figure shows that the algorithm 3 performs the best. However,
the sequential component of the simulator has also an impact on the overall
performance of the simulator. The performance of the load balancing algorithm 3 is
12% and 3% better than application-specific algorithms 1 and 2, respectively. The
corresponding performance improvements for the parallel computing phase were 13%
and 3%.



5 DISCUSSION

In general, the application-specific load balancing algorithms performed better than
the generic algorithms from a load balance point of view. In all the algorithms some
overhead was introduced by the additional computation required to process the
application-specific information, by the communication, and in the case of the
Algorithm 3, by the contention in the server processor. However, the computation did
not affect the overall performance of the application negatively, since the gain from a
better load balance was significant. The communication had an impact on the overall
performance of the third application-specific algorithm due to the communication
pattern of the processors. The algorithm is a good example of how the communication
can form a bottleneck even though the algorithm itself is capable of producing
optimal results. A solution to the dilemma would be to create multiple server
processors. However, this would require modifications to the algorithm to distribute
the server’s functionality, and to enable the client processors to determine to which
server processor they should send requests. In addition, the server processors are not
used for computation. If the number of available processors is limited, assigning
processors to server processors would waste computing power. For example, the
author’s network of workstations consists of 7 workstations. Assigning two
processors as servers would reduce the number of processors available for the actual
computing to five. Thus, close to 30% of the computing resource would not be
performing the actual computation.

6 CONCLUSIONS

Three load balancing algorithms were studied. The generic versions of the algorithms
were compared to the application-specific versions in a data-parallel GSM network
simulator on a cluster of workstations. The application-specific versions of the
algorithms utilized additional information about the workload to further optimize the
load balance. In order to take advantage of the application-specific information the
algorithms had to do more processing than the generic algorithms: the algorithms had
to compute the sizes of the workunits, the average number of work per processor, and
sort the workunits in descending order based on their computational requirements.
Despite the number of additional operations performed by the application-specific
algorithms, the results indicate that the algorithms are able to produce substantially
more optimal load balances.

The application-specific algorithms reduced the distribution of the execution times
significantly compared to the generic algorithms. In all three algorithms, the
application-specific algorithm produces better load balances than the corresponding
generic algorithms. However, the third application-specific algorithm performed
worse than the corresponding generic algorithm. The problem was caused by the
simultaneous communication to and from the server processor. As such this is not a
problem with load balancing, since the most optimal results were achieved with the
third application-specific algorithm. However, communication was a mandatory part



of the third load balancing algorithm, and could be ignored when overall performance
results were compared. After all, one of the goals of parallel computing is to decrease
the execution time, which does not necessarily require an optimal load balance among
the processors.

In conclusion, the study proved that in order to optimize the load balance and the
utilization of the processors, parallel applications require additional information about
the workload. Unfortunately, it is not always possible to retrieve such information.
However, in cases where the information is available it should be used to improve the
capabilities of the load balancing algorithms to produce more optimal workload
distributions.
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Abstract. A need for a more efficient programming paradigm has been
prompted by the introduction of networks of symmetric multiprocessor (SMP)
workstations. A new programming paradigm for networks of SMP workstations
is presented in this paper. The paradigm called MPIT integrates Message
Passing Interface (MP1) and POSIX threads. The MPIT paradigm utilizes MPI
for communication among the workstations, and uses threads to process the
data within a workstation. The communication among the workstations is
handled by a dedicated communication thread that runs on each workstation.
The communication among the threads is handled through the shared memory.
A number of theoretical and practical benefits of the MPIT paradigm are
identified, such as communication/computation overlap, increased resource
utilization and performance.

1 Introduction

Networks of SMP workstations (referred to as a network of workstations in the
remainder of the paper) have received much attention during the past few years. Their
benefits over proprietary supercomputers have driven up the number of systems
deployed for a number of reasons. First of all, the cost of a network of SMP
workstations is far less than that of a proprietary supercomputer with an equal number
of processors. Although the performances of high-end supercomputers are better than
a network of workstations, the difference is not substantial. The recently released list
of Top 500 supercomputers has 48 cluster systems [1]. The best network of
workstations is in the 30th spot on the list outperforming several proprietary systems,
such as Cray T3E and IBM SP Power3 systems. Second, a network of workstations is
more versatile and inexpensive to expand by adding new workstations compared to
adding new processor boards on supercomputers. Third, a network of workstation
does not have to be homogeneous system, where all workstations are identical,
whereas homogeneity is usually a requirement in proprietary supercomputers. The
heterogeneity allows the cluster to have a set of dedicated nodes for special purposes,
such as VO, floating point arithmetic, and graphics. However, the heterogeneous
system does bring up new problems, especially with scheduling and load balancing.

The programming paradigm for networks of workstations is message passing. There
are numerous message passing libraries of which MPI [2][3] and PVM [4] are,



perhaps, the most popular. Both of these message passing libraries operate in a similar
way with respect to multiprocessor workstations; the libraries create multiple
processes on a workstation, and the communication either goes through the network
(the loopback interface), as if the processes reside in two different workstations, or
through the shared memory regions [5]. The use of processes compared to threads is
more straightforward, but also computationally more expensive; it is more time-
consuming to do a context switch between two processes than between two threads.
Furthermore, threads share the memory allocated for the process in which they are
created. If threads need to communicate, the communication utilizes the shared
memory. In practice, the most simple implementation of a communication method in
a shared memory is to use global variables. The global variables are accessible by all
threads, which requires a synchronization method to be implemented for controlling
the access to the global variables.

The purpose of this paper is to introduce a programming paradigm called MPIT (MPI-
Threads) that combines MPI and POSIX threads. One of the main goals of MPIT is to
provide a simple, and yet powerful, programming tool for networks of SMP
workstations. MPIT provides an interface similar to MPI with the exception that the
prefix of the function names is MPIT instead of MPIL. The implementation of MPIT
creates two types of threads. The first type is a worker thread. The worker thread
executes the actual code, and issues send and receive commands to exchange data
among the workstations. The second type is a communication thread. Each
workstation (process) has a single communication thread that handles all
communication operations among the workstations. The communication thread
receives messages from the network (i.e. from another workstations), and sends and
receives commands from the worker threads. The goal is to allow the worker threads
to continue their execution immediately after issuing a communication request to the
communication thread. The use of worker threads and a communication thread makes
it possible for computation and communication to overlap. Furthermore, the worker
threads communicate with each other through the memory allocated for the process in
which they are running. All thread creation and maintenance operations are embedded
and automatically performed by MPIT.

This paper is organized as follows. First, related work done in the field of parallel
computing in networks of SMP workstations, and programming tools for such
environments are discussed. Second, MPIT is introduced with detailed descriptions of
its architecture, capabilities, and usage. Third, theoretical and practical results of
MPIT are explored. Finally, the last section concludes the paper.

2  Related work

Networks of workstations as a platform for parallel computation have been studied for
a number of years, and there are reports about studies that closely resemble the one
presented in this paper. However, none of the works mentioned in this section about
previous studies offer quite the same functionality as MPIT does. Main differences in



MPIT are its utilization of MPI as the transport mechanism among workstations, and
its capability to perform load balancing automatically while continuing to provide a
very simple interface for the programmer.

A multi-threaded MPI implementation is discussed in [6]. The article outlines the
work required to make an implementation of MPI, mpich, thread-safe and
multithreaded thereby improving its performance. The focus of the paper is on how to
change the implementation of MPI to support multi-threading rather than how to
provide the user with a multi-threaded programming paradigm on top of MPI.

Very interesting research about the integration of MPI and threads can be found in
[7]. The authors present a system called Chant that allows for point-to-point
communication between threads in different workstations and the use of remote
services requests. Chant allows individual threads to communicate with each other,
assuming that the sending and receiving threads are aware of the fact that a
communication operation is about to occur. This approach differs from MPIT in the
way in which the communication is performed. In MPIT, the communication is
handled by a communication thread that removes the need for synchronous
communication.

In {8} the authors present a programming paradigm for a cluster of SMP workstations,
which consists of Pentium Pro processors. The programming paradigm uses active
messages for communication [9], and a specially designed shared memory
implementation to handle intra-node communication. The utilization of Active
Messages makes the implementation attractive from the performance point-of-view.
However, the intra-node communication model is quite complex to learn and
understand. In addition, the programming paradigm does not offer any load balancing
functionalities.

In {10} a programming model called SIMPLE for clusters of SMP workstations is
discussed. The model is intended for parallel computing requiring low communication
latencies. The high communication performance is achieved through a
communication library developed during the course of the research. The methodology
allows for data-parallel programming utilizing threads within a workstation, and the
developed communication library to interact with other workstations. However, the
model does not facilitate heterogeneous computing environments or load balancing,
and does not have as simple interface as MPIT.

3 MPIT

The goal of MPIT is to provide a programming paradigm that allows the overlap of
communication and computation without major programmer intervention. MPIT
combines the MPI message passing interface and POSIX threads to facilitate the
communication-computation overlap. Furthermore, MPIT eliminates the need for
explicit communication among processors within a workstation due to the use of



threads instead of processes. The interface to MPIT is very similar to the one used in
the MPI library. MPIT has most of the point-to-point communication routines
currently found in MPI. Even the parameters in the function calls are practically
identical. On the other hand, MPIT introduces a set of new commands to control the
execution of threads within a workstation. The following subsections discuss the
architecture of MPIT, and describe its usage in detail.

3.1 Architecture

The architecture of the MPIT environment in a workstation is shown in Fig. 1. The
figure illustrates the architecture inside a process created during the initialization of
the MPI environment. The worker threads are threads created by MPIT to perform the
actual computation. The communication thread is a special thread also created by
MPIT to handle communication among the workstations. The MPI receive and send
buffers are internal buffers utilized by the MPI message passing library. These buffers
are shown in the picture to illustrate where the communication thread receives and
sends data. The Data-In and Data-Out queue are used by the threads to send and
receive messages. These buffers are maintained by MPIT.
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Fig. 1. The architecture of MPIT. This illustrates the components of which the MPIT paradigm
is composed. It should be noted that the MPI send and receive buffers are not part of MPIT; the
buffers belong to the MPI implementation

When a thread sends data, it calls the appropriate MPIT send function. The MPIT call
creates a message and queues it to the Data-Out queue. Once the message has been
queued the control is returned to the calling function. From the worker thread’s point-
of-view the communication has been completed, although the message has not
necessarily been sent yet. If a worker thread wants to receive data, it issues a proper
MPIT receive function call. The function call causes the data in the Data-In queue to



be searched. If no matching data is found, the execution of a thread is either halted or
an error message is returned. It should be noted that the worker threads do not have
direct access to the network. The communication always goes through the data
queues.

The purpose of the communication thread is twofold; it is responsible for handling
data transfers in and out of the workstation, and performing workload scheduling. The
communication thread constantly monitors whether the user has issued MPIT send
commands or if there is data to be received from the network. If there is data in the
Data-Out queue, the communication thread removes the data from the queue and
initiates a send procedure. The communication thread sending the data does not have
to know that there is a matching receive operation waiting for the data. The thread
sends the data assuming that the communication thread in the receiving process either
receives it immediately or at a later time. When the communication thread notices that
there is data pending in the MPI receive buffer, the thread initiates a receive command
to retrieve the data. The communication thread is able to receive any kind of data
from any workstation, even from itself. Even though the architecture facilitates
communication within a process through the buffers, it is more prudent to use the
shared memory for thread communication within a workstation.

Since MPI communication commands require detailed information about the sent and
received data, such as number of data elements, data type, sender, and tag, the
communication takes place in two phases. When the communication thread removes
data from the Data-Out queue, two messages are generated and sent to the network.
The first message contains information about the actual message: the type of the
actual message as well as the size of the message. With the help of the additional
message the other end of the communication is able to receive the message properly.
The information message is immediately followed by the actual (second) message.
The receiving side’s communication thread monitors the information messages. Once
the thread has received one of the information messages, it initiates a receive
operation to retrieve the actual data. When the message has been received, the thread
enqueues the message to the Data-In queue. If there are worker threads waiting for
new data to arrive, the threads are notified about the new data.

Another benefit of MPIT in addition to the communication-computation overlap is its
ability to handle the dynamic scheduling (load balancing) of workunits in data-
parallel applications. The automatic load balancing is based on a client-server model
and implemented with a handful of function calls. The programmer determines a
master workstation that acts as a server for the other workstations. Threads on all the
workstations, other than the master, send requests to the master when they are out of
work. The request by a thread for more work is handled similar to any other send
operation on the sender’s side. However, the data is sent to the master workstation,
which was defined during the initialization of the MPIT environment. The
communication on the master workstation generates a reply to the work request, and
sends it back to the requesting thread. Since the communication thread performs the
load balancing operations, no worker threads on the master workstation are affected.
The load balancing can be performed in two different ways; the master workstation



can either send a workunit to the requesting thread or an index to a workunit. The
latter case assumes that the requesting thread has knowledge of all the workunits. In
order for the master workstation to perform load balancing actions, information about
the workunits and, possibly, their weights must be given to the MPIT environment.
This is done before or after the MPI environment is initialized with a set of MPIT-
specific load balancing function calls.

3.2 Setting up the MPIT environment

In order to perform any MPIT operations, the environment must be initialized. It
should be noted that the MPI environment must be initialized prior to initialization of
MPIT. The following steps are performed during the MPIT initialization:

~ A file containing workstation information is read. The file has information about
the workstation participating in the computation. For each workstation three
attributes must be specified: the name of the workstation, the number of threads to
be created, and the relative power of the workstation. The relative power of the
workstation is an optional attribute. Its main purpose is to provide information to
MPIT about the performance of the workstation. In cases where the cluster is
heterogeneous, and MPIT is instructed to perform load balancing, the relative
power attribute comes into play. MPIT is capable of distributing the workload
among the workstations based on their relative powers.

- Data queues are initialized. The data queues hold the data that is to be transferred
and the data that has been received from other workstations.

— Worker threads are created. Each thread begins to execute the function defined by
the user in the parameters of the MPIT initialization function. The possible
parameters for the thread function are also given in the function parameters.

~ The communication thread is created. The thread begins immediately to monitor
the data queues for possible requests from the worker threads and for arriving
messages from the network.

Once the initialization is completed, the worker threads and communication threads
are running. The main program (the one that initialized the MPIT environment) can
participate in the computation or it can call try to finalize the MPIT environment. In
the latter case, the execution of the main thread is halted until all worker threads and
the communication thread have terminated. By calling the finalization function, the
main thread is pre-empted in favor of the communication thread. Therefore, it is
beneficial that the main thread calls the finalization function and waits for all other
threads to terminate. For optimal performance, the number of worker threads created
should be one less than the number of processors in the workstation. The last
processor is shared by the MPI main program and the communication thread.



3.3 Thread programming

During the configuration of the MPIT environment the user is able to specify the
function executed by all threads immediately after their creation. MPIT also provides
routines to control the execution of all threads within a workstation. There are two
barriers that can be used to synchronize the execution of the threads. The first barrier
is for the synchronization of all threads including the main thread, whereas the second
barrier is for the synchronization of the worker threads. Furthermore, there are two
routines that can be used to control the execution of a particular thread. It is possible
to suspend the execution of a particular thread, and later resume its execution.

Without the above-mentioned enhancements, the thread programming model is
identical to POSIX threads; all pthread routines work normally [11]. It should be
noted that if threads share global memory locations, it is up to the user to implement
synchronization methods to protect the memory locations at least from concurrent
write operations. This requirement will be removed in the next version of MPIT
where a method of controlling the shared data is provided.

3.4 Data transfer

MPIT’s set of send and receive commands is similar to those of the MPI library. One
of the goals of MPIT was to provide an identical interface with MPI and to hide all
the complexity from the user. For example, the two most common commands,
MPI_Send and MPI_Recv, have exactly the same syntax.

Perhaps, the most noticeable difference between MPIT and MPI is the way
MPIT_Send function call operates. In the MPIT, the MPIT Send function always
returns immediately allowing the communication and computation to overlap. The
only action the MPIT_Send function takes is to queue the data to the Data-Out queue.
It is the responsibility of the communication thread to actually send the data to the
source process. Due to this somewhat changed functionality of the MPIT Send
function, the MPIT implementation does not currently support any other kind of send
functions.

Depending on the type of the receive call the following situations may occur during
the reception of a message from a network: (1) If a non-blocking receive operation is
performed (MPIT _Irecv), the Data-In queue is searched for a message that matches
the parameters given in the function call. These parameters are the data type, source
processor rank, and tag. If no match is found, the function returns with an error code.
(2) If a blocking receive operation is performed (MPIT Recv), the same search
operation is carried out. However, if no matching message is found, the function does
not return, but waits until a message with the matching parameters is entered into the
queue. The queue is searched each time a new message is queued to see whether a
match is found. Meanwhile, the halted thread is pre-empted to allow other threads to
run, if any exist. (3) In MPIT it is possible to issue a receive command without
specifying any parameters (MPIT_RecvAny). In this case, a message is returned to



the calling processor, if there is any kind of message in the Data-In queue for the
processor. In addition to the returning of the data, all the function parameters are
updated by the receive operation. Thus, the receiving process is informed about the
type of data, the size of the data, source processor rank, and tag. This function call is
very useful in the sense that the processors do not have to have prior information
about the messages they are receiving.

3.5 Termination of the environment

The main thread should call the MPIT Finalize() function to terminate the MPIT
environment. The worker or communication threads can also call this function, but
since they do not any effect on the environment, only the main thread can terminate
the environment. The following operations take place in the function:

— The worker threads are joined. The execution of the main thread is halted, if no
threads can be joined.

— The communication thread is joined. The MPIT Finalize function guarantees that
the communication thread is joined only after all worker threads have terminated
and all their requests have been served.

— All memory allocated for the MPIT environment is released.

Once the MPIT environment is terminated the execution of the application can
continue as a normal MPI application. However, it can reinitialize the MPIT
environment after the termination of the environment either with the same or different
parameters.

4 Results

There are a number of theoretical and practical benefits of MPIT. First, with a specific
communication thread, worker threads are able to continue their work without any
interruptions due to communication delays; the worker threads do not have to wait
until a send operation is complete. Furthermore, the receive operations from the
network are performed by the communication thread. The worker threads need only to
issue a receive command that returns data to them from the Data-In queue. This
reduces the time the worker threads have to spend on communication in general. In
addition, MPIT allows receive operations that can receive any number of any kind of
data from any process with any tag. This gives the user more flexibility with the
communication, since there 1s no need to know the data size, type, and the source of
the data prior to calling the receive function.

Second, MPIT optimizes the utilization of the resources indicated by the user in a
workstation. The user does not have to employ all the available processors, and the
user 15 even capable of terminating a number of threads during the parallel
computation phase. The latter case is beneficial in a situation where the load of a



machine has increased, and all the threads are not receiving an equal amount of
processor time,

Third, MPIT supports heterogeneous environments. The user can specify any number
of threads for any workstation. By controlling the number of workstations the user is
able to fully utilize the resources of all workstations participating in the computation.
In addition, if automatic load balancing is enabled, the relative power indicators
indicate the computing power of a workstation in proportion to the most or least
powerful workstation. With the relative power information the automatic load
balancing can perform optimal load balancing operations as requested by the threads.

Fourth, MPIT hides the complexity of thread management and communication. The
programming paradigm does not change significantly; if the user is familiar with MPI
programming, practically no new commands need to be learnt.

The performance of MPIT was tested with a special application written for the
purpose of measuring the performance of MPIT. In the context of the test application,
the term process refers to a workstation and each process can have a number of
threads in it. The application consists of a master processor and a number of slave
processors. The master process sends workloads to slave processes. There are two
kinds of workunits in a workload received by a slave process: local workunits are
processed by the slave process, whereas remote workunits are sent to processes that
are responsible for processing them. The determination is based on the content of the
workunit. The slave process goes through the workload and processes workunits
assigned to it, and sends workunits not intended for it to other processes. The
workload is processed sequentially and processing of a local workunit takes place
immediately when one is found. In turn, remote workunits are sent to other processes
when they are encountered in the workload. Thus, they are not sent out as a single
message (containing all remote workunits) prior to the processing of the local
workunits. This implementation simulates a situation where there are dependencies
among the workunits and processes. In case a process has multiple threads in it, the
threads process the workload so that each thread gets an equal number of workunits
(regardless of whether the workunits are local or remote).

Initial tests have indicated that MPIT is capable of utilizing the resources in the
network of workstations better than MPI. Table 1 shows the initial results of a
comparison of MPIT and MPI. The results from 1 to 3 processors were achieved
running the application in a 4-processor workstation utilizing three threads. The
results from the test where one processor is used gives an indication of how long it
takes to set up the MPIT environment. Setting up the MPIT environment takes
approximately one second on a Pentium III 750MHz workstation running the Linux
operating system. Once the number of processors is increased the more efficient
utilization of resources in MPIT becomes evident. In the case where 4 processors are
used (a total of 2 workstations: one with 3 processors and one with one processor), the
performance improvement of MPIT over MPI is 41%. The improvement decreases as
the amount of work per processor decreases, which can be seen in the test where 5
processors are used.



Table 1. Initial results from a comparison of MPIT and MPI

Number MPIT MPI Improvement

of

Processors
1 45.10 44.04 -2%
2 30.03 33.04 +10%
3 22.03 30.03 +36%
4 17.02 24.00 +41%
5 15.10 19.01 +26%

The power of MPIT can be seen with the test application. The test application benefits
from MPIT’s capabilities to use threads instead of processes on a workstation, and to
minimize the need for communication by allocating a single process per workstation,

5 Conclusions

A new programming paradigm for efficient parallel computing on a cluster of SMP
workstations was presented. MPIT (MPI and Threads) utilizes the MPI message
passing library in communication among the workstations and threads to execute the
code on the processors of a workstation. MPIT hides the thread creation and
maintenance from the user. The interface of MPIT is very similar to the interface of
the MPI library in that almost all of the same commands are available in MPIT and
MPL.

MPIT utilizes threads instead of processes to take advantage of the resources of a
workstation. The number of threads created in each workstation is controlled by the
user. More threads can be created or the existing threads can be terminated during
parallel computation. The use of worker threads in conjunction with a separate
communication allows the worker threads to focus solely on processing their work,
whereas the communication threads handle all communication operations. The
communication thread sends data to other workstations and receives data from the
workstations. The worker threads simply pass the data to be transmitted to the
communication thread, and are then able to continue their execution. Furthermore, the
reception of data by a worker thread includes a local function call to retrieve the data
from a queue of the communication thread.

In addition to the features mentioned above, MPIT can perform load balancing of a
data parallel application automatically. The load balancing operations are triggered by
the user with a handful of function calls. MPIT hides the implementation including
the communication from the user. The load balancing utilizes a client-server model,
where a workstation is dedicated to act as a master for load balancing.



MPIT has a number of advantages. First of all, with the creation of the
communication thread, worker threads do not have to perform any communication
operations, except queue the data to the communication thread. Therefore, by
overlapping computation and communication the performance of the parallel
application is increased. Second, threads are able to utilize the system resources more
efficiently than an equal number of processes. The context switch takes less time, and
the threads automatically share a global memory allocated for the process in which
they are created. The number of threads can be dynamically controlled by the user
based on load situation in the workstation. Third, the MPIT implementation is hidden
from the user. The user needs only to initialize the environment, and provide the code
executed by the threads. The communication and thread management is handled by
MPIT without user interaction.

A need for libraries such as MPIT has risen during the past years due to the increased
number of multiprocessor-based workstation clusters. New and efficient programming
paradigms are required to fully utilize available resources and minimize the overhead
introduced by parallel execution. MPIT offers a programming paradigm that fulfills
these requirements and can be adapted by any user with relative ease,
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INTRODUCTION

Calculation of the radio wave propagation and the field strength is one of the most
critical tasks in any computer based cellular network planning system or simulator,
Because of the increasing demand for the capacity in cities the cells are getting
smaller and smaller and there is a need for an accurate prediction of coverage in a
complex urban geometrical setting. Especially rapid growth of the GSM phone
population has resulted a large number of microcell simulators [Hei96, Pap98,
Raj96a, Sip96]. Several techniques and models have been used to simulate radio
wave propagation in all kind of environments, i.e. indoor [Ina94, Laf90, 1L4h93,
Raj9%6a, Sei921and outdoor [Bag95, Gre94, Hei96, Hut98, Pap98, Tut96]. Some of
the models are empirical, or statistical based on the field strength measurements and
experience, see e.g. [Par92], and some of them are deterministic using accurate maps
of the service area as an input.

Recently ray tracing [Fri95, Hut98, Ina%94, Sal94; Sip96, Tut96] method has become
very popular technique to be used in the propagation model simulation. In [Lia97]
there is a good overview of the ray tracing technique. Ray tracing based simulations
are used for finding the best possible locations for transmitters before actually
installing them. Ray tracing enables accurate results but it also demands a huge
amount of calculations. Due to the high amount of calculations the use of ray tracing
requires a powerful computer or a lot of time. As several simulations need to be run
before optimal locations can be found the execution time of the simulation must be
kept reasonable. Improved algorithms have been developed [Hei96, Tut96] but the
simulation time remains too long for the iterative process of radio network planning,

Parallel computing offers a solution for the time consuming coverage calculations.
Calculation times can be significantly reduced by partitioning the problem into
independent parts and by executing the parts in parallel. Coverage calculation is a
suitable application for parallel execution as the independent parts can be easily
found. However, the size of the different parts may vary which may result in uneven
execution times. In order to achieve the best possible speedup some kind of a work
balancing algorithm need to be implemented.

PROPAGATION MODELING

The idea of the propagation modeling is to simulate radio wave propagation in urban
and rural environments. Propagation models can be used for route and coverage
calculations. Route calculation is used for the computation of field strengths on a



mobile receiver’s path. The field strength information received from the route
calculation indicates how the received signal changes when the mobile is moving on
the simulation area. In coverage calculation the field strengths are calculated for a
certain area. This area is divided into receiving points which will have the field
strength information calculated at the end of the simulation. Through the coverage
calculation the true coverage of the transmitter can be determined.

In the coverage calculation the field strength needs to be calculated for every
receiving point. For simulation purposes it is sufficient to create a receiving grid over
the simulation area. Each square of the receiving grid represents one receiving point.
Density of the grid may vary according to the desired accuracy. A 4*4 meter square is
usually considered accurate enough. Figurel presents an example of the receiving grid
on the given area.

Figure 1. Receiving points represented by a grid in the simulation area.

Signal loses its power as it propagates from the transmitter to the receiving point
[Feu94, Hat80, Laf90, Lah93, Oku68, Pap98&, Seif2]. Different elements affect to the
received signal power. The propagation modeling is divided into three components:

¢ Distance
e Reflections
e Diffraction

Signal loses its power according to the distance it propagates before it reaches the
receiving point. In an empty area the signal suffers only from the free space loss. Free
space loss depends on the distance between the transmitter and the receiving point as
well as the frequency used. Obstacles between the transmitter and the receiving point
will further degrade the signal. Obstacles also cause the signal to reflect and diffract.
If the signal intersects an obstacle a new, reflected signal is created. Reflected signal
reflects from the obstacle whereas the originally transmitted signal goes through the
obstacle. Power loss of the signal depends on the material of the obstacle. Diffraction
happens when the signal arrives to a corner of an obstacle. In the corner the arrived
signal disperses to all directions. This will create a great deal of new signals, which
increases the amount of calculation needed in the propagation modeling.

Different propagation models can be categorized into two groups according to the use
of dimensions. In 2D modeling only horizontal plane is considered. These models



may be sufficient enough if the studied area is adequately flat. However, in the real
environment, e.g. cities, the terrain and its changes have an effect to the signal
propagation. In these cases vertical plane should also be considered. This 3D
modeling complicates the calculation of signal propagation and thus increases the
demand for computing power.
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Figure 2. Point-to-point propagation Figure 3. Diffraction over the
model. obstacles in 3D model.

Two basic methods have been proposed for the propagation modeling: point-to-point
and ray tracing. Point-to-point propagation considers only the straight line from the
transmitter to the receiver. This type of modeling is illustrated in Figure2. In 2D
point-to-point propagation modeling the received signal strength is affected only by
the distance and the signal attenuation due to the obstacles on the signal path. In 3D
model the diffraction over the obstacles can be considered. This is illustrated in
Figure3. Point-to-point method is simple to implement and it does not require huge
amount of calculations. Because reflections and (horizontal) diffraction are ignored
the accuracy of this method is poor. Only rough estimates can be achieved by using
this method.

Ray based propagation modeling

In many recently implemented propagation model simulators the propagation is based
on a ray tracing method. In a ray based model the transmitter sends signal rays to all
directions unlike in the point-to-point method, where only a single ray is inspected.
Each ray is traced until the power of it drops below a given threshold value. This
method is more accurate than point-to-point method since reflections and diffractions
are included (see Figure4). As reflections and diffractions generate multiple new rays
the number of rays increase exponentially. Therefore, ray based models are more
complex than point-to-point models and they require more calculations. The angle
between the launched rays must be small enough to achieve good results. As the angle
is decreased the amount of calculation is increased. The extent calculation and the
problem of tracking arrived rays to receiving point make the use of ray based models
quite complex. The amount of calculation increases enormously if there are several
receiving points, i.e. a receiving grid.



Figure 4. Ray tracing based propagation model.
Ray tracing in our coverage calculation

Due to the problems in the basic ray tracing method a more sophisticated and accurate
method should be used. A more powerful ray tracing method is based on the use of
transmitting points’ line-of-sight (LOS) polygons [Hei96]. A transmitting point’s
LOS polygon represents the area seen from the transmitting point. This area illustrates
those receiving points where the arriving ray would have diffracted. The field strength
values of the receiving points in this area are updated according to the power value of
rays arriving to the transmitting point. LOS polygons are created for the transmitter as
well as to all diffracting corners. Figure5 presents a .OS polygon of a diffracting
corner C. Due to the use of LOS polygons single rays need not to be traced.
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Figure 5. Line-of-sight polygon of corner C.
PARALLEL APPROACH TO OUR RAY BASED PROPAGATION MODEL

In coverage calculation most of the time is consumed in updating the field strength
values of the receiving points. Both vertical and horizontal plane calculations are
suitable for the parallelization. In the vertical plane calculation where the diffraction
over the obstacles, e.g. buildings, is considered, the division between processors is
trivial, since each receiving point will take approximately the same time to process.



Therefore, a static and equal division of receiving points to the processing elements is
usually sufficient enough.

In horizontal plane calculation the field strength values are updated by filling the LOS
polygons. Since the polygons are independent objects they can be processed in
parallel. However, the sizes of LOS polygons are not equal as the area seen from
comers is different. The computation time of a single LOS polygon depends on the
number of its receiving points and the number of times the polygon is filled. A LOS
polygon is filled as many times as there are rays arriving to the corner. This makes the
work balancing more challenging. Therefore, the static division method used in
vertical plane calculation is not sufficient in the horizontal plane calculation. Several
alternatives for the work balancing were studied.

* In Corner Division algorithm the number of diffracting corners is divided equally
for the processing elements. Last processing element has fewer comers than the
others. As the work required for different comers, i.e. points within a LOS
polygon, may differ considerably this method is not the best work-balancing
algorithm. If the work is sufficiently equal among the LOS polygons then this
method may be considered.

¢ In Work Division algorithm the work is allocated for processing elements (PE)
according to the pre-computed average of the work in LOS polygons. Corners are
added for the PE as long as the work allocated for the PE exceeds the average. As
no sorting is done for the comners this simple method of dividing the work is quite
fast even with high number of comers. This method works well if the LOS
polygons are sufficiently equal in sizes but may fail if the work of polygons
differs considerably.

* The WorkPool algorithm makes the division of comers among processors
according to the real amount of work required by the corner. In order to realize the
real amount of work the total number of receiving points per LOS polygon is first
calculated and then multiplied by the number of rays arriving to the base corner of
the LOS polygon. The real work of a LOS polygon is stored with the number of
corner into a table. This table is then sorted in descending order according to the
real amount of work. LOS polygons are processed starting from the largest, i.e.
from the top of the table. The table acts like a pool from where processors fetch a
new LOS polygon to process until all polygons are filled. A free processor will
always process the largest free polygon. The WorkPool algorithm proved to be a
suitable solution for the coverage calculation.

3D ray based propagation model consist of several elements that can be parallelized
quite efficiently. The following paragraphs present those elements that were
considered in our study:

Over-the-roofs diffraction

In the over-the-roofs diffraction the received power is calculated to each outdoor
receiving point by calculating the distance loss and the diffraction loss over the
buildings between the transmitter and the receiver. Since each receiving point takes
about the same time to calculate the division between processors may use simple



methods: The number of receiving points may be divided by the number of PEs. Each
PE will then process the given amount of receiving points.
Multiple reflections

Parallel implementation of reflections is based on division of the walls seen by the
transmitter into PEs. PEs will recursively calculate the reflections. Because the
reflection polygons (see e.g. [Hei96]) are often overlapping, some kind of a method
restricting simultaneous updates need to be implemented. The simple division of walls
seen from transmitter to PEs does not provide optimal results because the calculation
load is not divided evenly among the PEs. However, the execution time of reflections
is only a small part of the total execution time.

Multiple diffractions

Calculation of multiple diffractions is a prerequisite for a micro cellular ray tracing
program to work accurately in the shadow areas (or otherwise complex combinations
of reflection, diffraction and scattering are needed). Since multiple diffractions are the
worst computational bottleneck of the ray tracing based propagation models, the load
sharing among processors need to be designed carefully to get the best parallel speed-
ups. In the calculation of multiple diffractions most of the time is spent in filling the
LOS-polygons for each corner. The basic idea in the parallel solution is to divide
LOS-polygons among the PEs. As in the reflection calculation the LOS polygons are
often overlapping, the simultaneous update of receive values need to be restricted.
Since the areas of LOS polygons are not equal some kind of a work balancing
algorithm is needed. The WorkPool algorithm seemed to work well with the
diffrections.

Indoor coverage

Indoor coverage model is based on the "doughnut way of thinking". This means
roughly that after the field strengths around buildings has been calculated by the
outdoor model a separate indoor model determines the field strengths inside the
buildings by using the results around the buildings as input. For details, see [Raj96b].
In this project only the COST231 penetration model was implemented. Each wall of a
building contributes to a receiving point inside the building according to field strength
outside the building, the distance from the wall and attenuation parameters. The
model was implemented by creating "an orthogonal LOS polygon" for each wall of a
building under processing. This polygon includes those receiving points inside the
building, which can be connected orthogonally to the contributing wall by a straight
line, which does not intersect other walls of the building.

In the parallel solution the buildings are simply divided into PEs. After a PE has
processed a building it picks up the next building not yet processed from a pool of
buildings. Thus, the buildings have here the same role as the LOS-polygons in the
case of multiple diffractions. However, the buildings are not sorted here according to
estimated work amount like the LOS polygons are in the calculation of multiple
diffractions. This means that the load is not balanced optimally.



EXECUTION ENVIRONMENTS

Simulation experiments were performed by using shared and distributed memory
environments. Both types of parallel environment were used to find out the properties
of the application. Shared memory environment is quite easy to program as processors
can access the same memory and threads can be used efficiently, However the number
of available processors is usually limited to quite a small number. In distributed
memory environment message passing must be used. This is generally slower than the
use of shared memory, but more processors are usually available.

Simulation experiments in shared memory environment were run by using a 4
processor Sun workstation and a Digital AlphaServer8400 with 10 Alpha processors.
The implementations were based on the use of threads. Simulation experiments in
distributed memory environment were run by using Cray T3E, which had 224
application processors. The distributed implementation was based on the use of MPI
(Message Passing Interface) and SHMEM (Shared Memory) libraries.

TEST CASES AND RESULTS

Five test cases are used for the evaluation of the parallel coverage calculation. Test
cases are from two kind of cities, European (maps 1-3) and Asian (maps 4 and 5). In
all cases the simulation area represents an area covered by a microcell network. Maps
1-3 present a typical European city with a lot of small buildings and empty space, i.e.
parks and streets. The streets are wide, long and straight. The amount of free space is
relatively high compared to the whole area. Maps 4 and 5 are from an Asian city.
They have large buildings with only little free space. The streets are narrower and
shorter than in maps 1-3. Test cases and their parameters are presented in Table 3

Table 3. Test cases used in the experiments.

Test case Size of the calculation Number of receiving points Number of
area (m) to update corners
Mapl 1640x 1470 84140 1436
Map2 _ 1500 x 1380 71258 1251
Map3 1250 x 1730 96278 999
Map4 1270 x 840 46656 511
Map5 1270 x 840 46656 511

In each simulation experiment the coverage is calculated only for a single transmitter.
Spacing of the receiving grid in all test cases is 4 meters, i.e. each receiving point
represents a square of 4*4 meters. Number of receiving points to update -column tells
the amount of outdoor receiving points, which will have the field strength information
at the end of the simulation. Actual number of updates is bigger because each
receiving point is likely to be updated several times. Number of corners -column
indicates the actual number of diffracting corners in the simulation area. Each map
has been chosen so that it represents different characteristics of cities. Some examples
of these maps can be seen in appendix 1.



The following subsections present the simulation results of different maps in the
specified environments. The experiments in the 4 processor Sun workstation are
analyzed quite thoroughly whereas other environments are not considered so deeply.

4 processor Sun workstation

Figure6 shows the total execution times in seconds for the maps 1 - 5. It can be
notices that execution times decrease nicely as the number of processors is increased.
The effect of characteristics of different maps can be observed. The number of
receiving points outside the building seems to have a clear effect to the execution
time. Results from maps 4 and 5 show that the placement of the base station has only
a small effect to the execution time.
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Figure 6. Total execution times as a function of number of processors.
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Figure 7. Speedups compared to the single processor execution.



Figure7 shows the speedups for the same test cases. It can be seen that full linear
reduction of execution time was not achieved. This was mostly due to the sequential
parts of the code from which disk I/O is the most significant reason. It can be seen
from Figure7 that scenarios with a great number of receiving points and buildings in
the computation area will gain slightly more of the parallel processing.

Table 4 shows the execution times of each distinctive task of the ray based coverage
calculation. Execution times are presented for one to four processors. Thus the effect
of parallelization in different tasks can be observed. Last column of the table indicates
the percentage of processors allocated for the simulation; 400% would mean that all 4
processors have been involved with the calculation during the whole time. It can be
noticed that multidiffraction is the dominant part of the propagation modeling. It can
also be noticed the parallelization works pretty well in multidiffraction task.

Table 4. Run times for individual tasks in seconds

Testcase Nunber of Total Sequential | Over diffraction | Reflections Muiti indoor % of processors
processors | execution time part diffractions | propagation max. 400%
Map1 1 2000,71 40,35 41,63 33,28 1880,44 5,01 99
Map1 2 1041,67 39,02 23,13 11,89 964,87 2,76 196
Map1 3 733,93 39,06 18,96 12,06 661,84 2,01 284
Map1 4 586,65 40,78 16,47 12,12 515,44 1,84 363
Map2 1 1049,46 32,93 36,67 3,80 971,53 4,53 99
Map2 2 545,07 32,51 19,98 1,86 488,34 2,38 192
Map2 3 384,81 34,17 16,13 1,96 330,24 2,31 275
Map2 4 305,60 33,55 13,04 1,96 255,44 1,61 351
Map3 1 1716,76 34,12 52,94 31,19 1595,55 2,96 99
Map3 2 878,86 33,68 30,84 10,85 801,92 1,57 195
Map3 3 618,48 34,32 25,94 9,67 547,33 1,22 282
Map3 4 491,81 34,13 21,21 9,76 425 58 1,13 361
Map4 1 379,20 15,21 28,17 15,13 319,20 1,49 99
Map4 2 201,52 14,96 18,28 717 160,21 0,90 187
Map4 3 146,90 15,67 14,05 7,38 109,20 0,60 260
Map4 4 116,44 14,92 11,21 7,18 82,54 0,59 329
Map5 1 501,59 15,26 22,37 11,16 451,30 1,50 99
Map5 2 262,15 15,03 13,46 5,63 227,23 0,80 191
Map5 3 186,93 14,99 11,01 5,41 154,91 0,61 272
Map5 4 151,11 15,02 10,33 5,65 119,52 0,59 342

Table 5. Speedups for the individual tasks.

Testcase | Number of Total Over diffraction | Reflections Multi Indoor
processors | execution time diffractions | propagation
Map1 1 1,00 1,00 1,00 1,00 1,00
Map1 2 1,92 1,80 2,80 1,95 1,82
Map1 3 2,73 2,20 2,76 2,84 2,49
Map1 4 3,41 2,53 2,75 3,65 2,72
Map2 1 1,00 1,00 1,00 1,00 1,00
Map2 2 1,93 1,84 2,04 1,99 1,90
Map2 3 2,73 2,27 1,94 2,94 1,96
Map2 4 3,43 2,81 1,94 3,80 2,81
Map3 1 1,00 1,00 1,00 1,00 1,00
Map3 2 1,95 1,72 2,87 1,99 1,89
Map3 3 2,78 2,04 3,23 2,92 2,43
Map3 4 3,49 2,50 3,20 3,75 2,62
Map4 1 1,00 1,00 1,00 1,00 1,00
Map4 2 1,88 1,54 2,11 1,99 1,66
Map4 3 2,58 2,00 2,05 2,92 2,48
Map4 4 3,26 2,51 2,11 3,87 2,53
Map5 1 1,00 1,00 1,00 1,00 1,00
Map5 2 1,91 1,66 1,98 1,99 1,88
Map5 3 2,68 2,03 2,06 2,91 2,46
Map5 4 3,32 2,17 1,98 3,78 2,54




Speedups of individual tasks are presented in Table 5. It can be observed that the best
parallel gain is achieved with multiple diffractions in which the load balancing is
performed most carefully and which is the most time consuming part of the
calculation. With 4 processors the maximum speedup achieved is 3.87. In some cases
multiple reflections achieve speedup over 3. Other parts show only moderate
speedups. One reason for this is that in the other parts there is a smaller amount of
work, which means higher relative overhead of thread handling. Also the lack of
efficient load balancing in the other parts affects to the achieved resulis.

AlphaServer8400

Figure8 presents the speedups achieved in 10 processor AlphaServer8400 as a
function of the number of threads. Parallel execution time is compared to the
simulation time with only one thread. Simulations were performed with 1-10
processors. The number of threads was varied between 1 and 14 in order to find out
the effect of additional threads. It can be observed that the simulation achieves best
results with 10 threads and thus no additional threads are necessary. Optimal speedup
cannot be achieved as the simulator contains sequential parts. With 10 threads the
speedups vary from 5,14 to 6,12. The difference between speedups can be explained
with characteristics of each map. The best speedups are achieved with maps that
contain a lot of receiving points. Due to the sequential part the achievable speedups
are moderate.

Nurmnber of threads

Figure 8. Speedups as a function of the number of threads in AplhaServer
environment.



Cray T3E

Figure9 presents the speedups achieved in distributed environment as a function of the
number of processors. Parallel simulation times are compared to the simulation time
of a single processor. Although 224 processors were available in the environment only
32 was used at most. Again test cases perform quite similarly with small number of
processors. With 32 processors the difference between different test cases is
significant. It can be noticed that good speedups (8,7 - 14,1 with 32 processors) can be
achieved but with large number of processors the sequential part and the
communication will eventually start dominating the execution time.

Number of processors

Figure 9. Speedups as a function of processors in Cray T3E environment.
CONCLUSIONS

The main target in the research presented in this paper is to reduce the execution times
of a ray tracing based coverage calculation by using parallel processing techniques. It
can be seen from the test results that the run times are decreased significantly in a
shared memory system though fully linear speedups are not achieved. The best
speedup achieved with 4-processor environment is 3.4 and with the 10-processor
environment little over 6 which can be considered as good results. Linear speedups
can not be easily achieved since there will always be a sequential part. Another factor,
which limits the speedups, is the overhead generated by the parallel execution.

Implementation of the parallel versions presented in this paper was done in a shared
memory environment by using threads and in distributed environment by using
message-passing primitives. With threads the division of work among the processors
is simple to carry out. When the thread calls were added to the existing sequential
code only some small changes were required. Only few thread calls were needed to
make the model run in parallel. Synchronization between the threads was the most
time consuming part of the coding work, as mutex lock was needed. However they



cannot be avoided if correct results are required. It is very easy to produce miserable
bugs with threads if it is not made sure that different threads do not write to the same
memory addresses simultaneously or use the same memory addresses in a wrong way,
not apparent in the sequential version. The use of message passing in distributed
environment was much harder than the use of threads. Structure of the parallel
execution was changes for efficient distributed execution of the propagation model in
distributed environment. Due to the relative small size of the problem and cost of
programming work and calculation, a massively parallel solution seemed not to be an
applicable alternative,
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ABSTRACT

In this paper a parallelization process of a Wide-band Code
Division Multiple Access (WCDMA) system simulator is
presented. The WCDMA technique is considered as 3%
generation mobile standard for the air interface. The simulation
process demands a great deal of calculation to be completed.
The simulation times of the sequential simulator have been far
too excessive for interactive use. Therefore, in this paper a
parallel approach is presented to speedup the execution times.
The achieved results indicate that with the correct use of work
balancing algorithms promising results can be achieved. With
the use of 4 processors the speedup of 3.1 was achieved.
However, the total execution time was reduced to half due to the
large sequential part still existing in the simulator.

INTRODUCTION

As a 3" generation mobile standard, the WCDMA technique
offers higher transfer rates than the presently used GSM. Due to
the characteristics of the WCDMA technique, the simulation of
WCDMA based networks is very different from the simulation
of GSM systems. Major differences in power control algorithms,
make the simulation process of the WCDMA system simulator
considerably more complicated. In this paper a WCDMA
system simulator is presented. The simulator is used as a
platform for WCDMA studies as well as for algorithm design.
This paper focuses on the parallelization process of the
simulator. The two most time-consuming parts of the simulator
were reprogrammed to take advantage of an SMP machine with
6 processors. In the following chapters, the WCDMA technique
is considered more closely. Then the sequential WCDMA
system simulator is explained. Finally, the parallelization of the
system simulator is discussed in greater detail with the achieved
results.

WCDMA TECHNIQUE

Wide-band Code Division Muliple Access is one of the 3™
generation mobile techniques /I). The International
Telecommunication Union (ITU) has not yet made a decision
about the global standard for 3 generation mobile networks
{IMS-2000) /6/. The standardization organizaiion of Europe,
European Telecommunication Standardization Institute (ETSI),
and Japan, Association of Radio Businesses (ARIB), are in
favor of WCDMA whercas Telecommunication Industry
Association (TIA), the corresponding organization in the USA,
has made its own proposal based on CDMA-1 720/. WCDMA
and CDMA-1 techmques are very different. The simulator
presented in this paper uses WCDMA as the air interface. In the
next subsections, three main characteristics of the WCDMA
technique are explored. A more comprehensive introduction
about WCDMA can be found from /16, 17, 19, 23,

Basics of WCDMA

Unlike the 2™ generation mobile techniques, WCDMA is based
on neither FDMA mnor TDMA /I, 3, 17/. Both of these
techniques divide the available frequency or 1ime slots into
parts, which are assigned to users; if the data being sent is bursty
or irregular, the cfficiency of FDMA and TDMA is poor. In
WCDMA the frequency is not divided into parts 10 be used by
different users. Thercfore, the transmitted signals are
continuous, whereas in TDMA, the transmission is based on the
ime division of slots /8/. The whole spectrum, allocated for
WCDMA, is a1 the disposal of all users on account of spread
spectrum modulation /22/. The idea of spread spectrum
modulation is to spread the transmitted signal over a wide
frequency band, which is much wider than the minimum
bandwidth required to transmit data.

Spreading of the slgnal

Spreading is based on a spreading code, which is a random
sequence of bits. Each transmitter has a distinct spreading code,
which it uses to spread the transmitted information and despread
the received information. The spreading code of the transmitter
has to be unique, otherwise, the transmitied information of
multiple transmitters are mixed. The use of a spreading code to
spread the signal over the spectrum causes the transmitted signal
appears as noise. The transmission can also be detected as a
slight increase in the interference level. However, only the
receiver of the transmission, which knows the spreading code of
the transmitter, is able to despread the signal and recover the
actual data.

The allocation of spreading code is done dynamically when a
call is established. First, a mobile station uses random access
channels to indicate to the base station that it wants to establish
a call. The spreading codes for the use of random access are pre-
defined and, therefore, known by the mobile stations. After
receiving the call establishment request from the mobile station,
the Radio Network Controller (RNC) generates a random bit
sequence, which is then assigned to the mobile station’s
spreading code for the call being established. When the
spreading code is communicailed to the mobile station, it starts
10 use the code to spread and despread the signal.

Power control

Since all mobile stations are able to use the whole spectrum to
transmit the signal, power needs to be controlled .22/. The
purpose of power control is to make sure that all base stations
and mobile stations are able to transmit and receive signals
without causing an excessive amount of interference to the
network. The goal is to maintain equality in the powers of all
mobile starions as much as possible. The power control
algorithms are executed 1600 times a second, that is, every
0.625 ms.

The power control is an essential feature in the WCDMA
technique, since it requires that received powers of all mobile
stations be equal. The increase in the transmission power of a
mobile station has a two-fold effect. The quality of the
connection is improved. On the other hand, the increase in



power introduces more interference to other mobile stations,
which then have to increase their transmission powers to
overcome the increase in interference.

Each mobile station generates more interference to the network
causing the other mobile stations to adjust their transmission
powers. Therefore, the network has to be designed so that the
maximum interference level does not exceed the maximum
transmission power of the mobile stations. Consequently, the
networks are usually designed so that their maximum acceptable
load is about 50 % of the full capacity, since interference
increases exponentially when the load grows.

Soft handover

In WCDMA a mobile station can be connected to multiple base
stations at the same time, unlike in GSM, where each mobile
stations is connected to one base station at a time. The use of
multiple base stations in WCDMA is supported by the fact that
the mobile station receives signals from the base stations, which
cnables the use of lower power levels and achieves better
performance. When the mobile station is closing in on the
border of a cell, the ability to be connected to the base station
scrving the current cell and to the base station serving the cell
where the mobile station is about to move, is a major advantage.
1f the mobile station does not move across the border of the cell,
it can stay connected to both base stations and, therefore, get
better service. However, the mobile station prepares for a
handover if the signal strength of the neighbor cell exceeds a
certain threshold that it is still under the current base station’s
signal strength. When the need for handover occurs, the mobile
station either drops the connection to the base station or
cstablishes a new connection to a new base station. In the case
where the connection is dropped, the mobile station has already
connected to the base station serving the current cell, so, the
handover is much smoother and requires less transmission
power.

The above mentioned soft handover does not exist in 2™
generation mobile networks. For example, in the GSM
technique, the handover is known as hard handover. In hard
handover, the decision of whether handover is needed is based
on cownparison of the signal strengths of the current cell and the
neighboring one. When the signal strength of the neighbor cell
exceeds the signal strength of the current cell with a threshold,
the handover is performed. Therefore, the mobile station is
connected to only one base station at a time; this causes the
handover to demand more power. In addition, there is an
interruption in the transmission while the handover takes place.
In general, hard handover is not as efficient as the soft handover.

WCDMA SIMULATOR AND THE PARALLELIZATION
PROCESS

The simulator is used as a test environment for WCDMA studies
and algorithm design. Figurel depicts the simulation flow. A
simulation loop (step 1) where all the necessary functions are
performed is defined by the length of a power control step. In
WCDMA the time between two power control steps is 0.625 ms
whereas in GSM it is 480 ms /22/. Therefore, simulating one
secoud in real time in a WCDMA system simulator requires the
execution of the simulation loop 1600 times, when the
corresponding amount in the GSM is 2. Overall, the simulation
process of the WCDMA system simulator is much more
complex than the corresponding GSM simulator.

In step 2, each base station is processed. Base station algorithms
for connections are performed and radio receiver algorithms are
called for the base station itself. The radio receiver algorithms
consist of: maximal ratio combining, multi-user detection, and
antenna diversity. In terminal calculation (step 3) all active
terminals are processed. The function handles power control,
handover, and mobility routines. 1n step 4 the base station (radio
network) controllers execute the necessary algorithms for each

connection, in order to check for the need for handovers. If a
handover is needed, it is performed by this function. Connection
calculation (step 5) performs actions for all connections; if there
are connections in terminals that are not active, they are deleted.
In interference calculation {step 6) all interferences caused by
base stations and terminals are calculated. Traffic generation
(step 7) creates new terminals and connections according to the
probability given as a parameter by the user.

(1) While not end of simulation

(2) Base station calculation

(3) Terminal calculation

(4) Base station controller calculation
(5) Connection calculation

(6) Interference calculation

(7) Traffic generation

Figure 1. The simulation flow.

Test runs showed that the most time-consuming parts of the
simulator are terminal calculation (step 3) and interference
calculation (step 6) /9/. These two parts consumed over 75% of
the total cxecution time: terminal calculation and interference
calculation consumed 20% and 55% respectively. Therefore, in
the parallelization process the nain focus was on these two
parts. In the following chapter, terminal calculation and
interference calculation are explained with greater detail, and
the parallel approaches taken in both of the cases are shown.

The parallel implementation was done with POSIX threads.
Since the thread library is based on the POSIX standard, the
portability of the software is good /5/. On the other hand, the
other and more powerful thread library, Solaris threads, can be
used in Sun Microsystem’s workstations and servers only /15/.
The use of threads is based on a thread-process concept /9/. The
threads operate inside a single process sharing all the resources
allocated to the process. This enables a more efficient handling
of context switching and interprocess communication /13/. Since
all threads are inside a process, the execution of threads does not
require context switches since they are usually done between
processes. Threads are divided into processors according to the
scheduling policy of the operating system.

Since all threads share the resources allocated for the process, a
synchronization method has to be implemented to prevent the
concurrent accessing of these resources /18/. For example, the
same memory location cannot be accessed by two or more
threads at the same time. Otherwise, the content of the memory
location becomes undeterminable. Even though threads generate
overhead in the form of synchronization, they provide an
effective way to implement parallelism into an application. The
other possibility is the use of the PVM or the MPI libraries in a
distributed memory machine /4, 14/. In a distributed memory
machine, message passing generates a great deal of overhead.
However, due to the architecture of the processor network,
distributed memory machines can have significantly more
processors than shared memory machines /7/. This fact makes
the distributed memory machine a suitable platform for
calculation intensive problems, since they require large number
of processors in order to compute within a reasonable time
frame.



In the simulator presented in this paper, threads were used with
a shared memory machine to implement the parallel version of
the simulator. A shared memory machine was chosen over the
distributed memory machine because a lot of data needed to be
transferred before, during and after the parallel calculation. In a
distributed memory machine, this would have generated a great
deal of overhead causing the parallel version to perform poorly
121/,

(@)) IfTermirral Active )
(AR} Terhrinal’s Connection not silent
Run Radio Algorithms
(3) Move Terminal
(4) If at the end of the frame and
the connection’s status active and
the connection not silent
Calculate FER values
Do power control
(5) Set power control commands
(6) Do power control
(7) If at the beginning of the frame
Do measurements for handovers
(8) If handover needed

Do handover

Figure 2. The terminal calculation algorithm.
Terminal calculation

The purpose of terminal calculation is to execute all the
neccssary functions for each terminal in the network. Figure 2
represents the actions taken in terminal calculation. First, only
the active terminals are processed (step 1). A terminal needs to
have a physical connection in downlink or uplink to be
considered active. If the connection is not silent (step 2), i.c.
data is being transmitted over the links, radio algorithm for the
connection is performed. In step 3, the terminal is moved
according to predefined move procedure depending on the
network structure (micro or macrocell). If all the conditions in
step 4 are true, Frame Error Ratio calculations and power
control routines are performed. In step 5 power control
commands for the downlink are set. The commands are set
based on the comparison to Signal-to-Interference Ratio (SIR)
and the threshold. The power control commands are set in step 5
and executed in step 6. The need for handover is determined in
step 7 where all the necessary measurements arc carried out. If
the handover is required it is executed in step 8.

For terminal calculation a special work balancing algorithm was
implemented based on the structure of the code. The parallel
terminal calculation algorithm is shown in Figure3. In step I,
each thread waits until it receives a signal from the main
program as a notification to start its execution. After that, in step
2, each thread calculates the amount of terminals it will process
in phase one. The number of terminals processed in phase one is
based on a simple division M/, where M is the mean load of
terminal and » the number of threads. The mean load of terminal
indicates the average amount of active terminals in the network,
i.e. the mean number of terminals that need to be processed. If
there is a remainder r, r threads will bave an extra terminal to
process. Terminals are stored in a static array. At the beginning
of the simulation, all the ¢terminals are stored in r first positions
of the array. However, when the simnulation goes on the
locations of the terminals can be outside the first ¢ positions.
Nevertheless, the simulator attempts to use all available location
inside the ¢ positions. Based on this fact as well as knowledge

concerning the average number of terminals in the array, the
division is made. Each thread is assigned part of the reduced
array (array of locations | to mean load). Since all the terminals
are not inside this range, the thread that first completes its work
will process the remaining part of the array, mean load+1 to end
of the array. 1t has been noted that the thread processing the
outside part of the array usually finishes its work before the
other threads. This can be explained by the simple fact that
outside the mean load there are not many terminals to process,
and processing a single terminal is a much more time-
consuming cvent than going through an empty array of
terminals. The actual processing takes place in step 3. For each
terminal, the sequential terminal calculation algorithm is
performed. When a thread has completed all its work it will
suspend itself and waits for the signal from the main program in
step 5. The last thread completing its work will send a signal to
the main program indicating that all threads have finished their
work before suspending its execution in step 4.

(I)Mtwmlmennmpcgmmsmdsxgaltostanexemmm

(4} Make tbe le]S]Oﬂ of tennnals bet\wm thtmds

(3)Pa1DoM1rlethmdhastemmalsto;xm$sor
- mtendofthe\v}mletmﬂmlmay -

Sequem]al texmnal calculanm algmthm

(4)Semia81gmltothennmpogtamtoomnmmrsexeama1

(S)Stspmdﬂnwds

Figure 3. The parallcl termmal calculatron algorrthm

Interference calculation

The structure of interference calculation is represented in
Figure4. The interference calculation algorithm is used to
calculate all the interfereces caused by either mobile or base
station. As it has been noted previously, the power control, of
which interference calculation is a part, is an essential part of
WCDMA network. Execution of this algorithm takes about 55%
of the total execution time. The algorithm consists of the
following parts: In steps | and 2, all interference variables are
set to zero. The outer loop in step 3 goes through all base
stations. For each base station all mobile stations are processed
in step 4. In step 5, uplink interference caused by the base
station to the mobile station is calculated, whereas in step 6,
downlink interference caused by a single mobile station to a
base station is determined. Finally, in step 7 and 8, uplink and
downlink interferences are added together for each base station
and terminal.

(1) Set interferences of all base stations to zero.
@) Set interferences of all mobile stations to zero
3) Process edch base station
'(4) Process each terminal
(5)‘ Calculate uplink interference
(6) Calculate downlink interference
(7) Calculate total interference for all base ystations

(8) Calculate total interference for all terminals

Figure 4. The interference calculation algorithm.




For the parallel approach to interference calculation a modified
WorkPool algorithm was applied /10, 11, 12/. In the WorkPool
algorithm the work is divided according to the actual work and
not with the simple equation: work / number of processors.
Figure5 illustrates the paraltel algorithm for interference
calculation. In the algorithm in step 1 all threads wait until a
signal is sent by the main program. Then the actual parallel
calculation takes place. In this case the workload is divided
according to the base stations. Each thread processes one base
station at a time; all base stations are in a pool where threads can
access one at a time to process. Threads keep fetching new base
stations until the pool is empty. With the use of a pool, where all
the base stations are located, better performance is achieved.
Until the pool is empty, the workload is divided between threads
as equally as possible. However, the use of a WorkPool
algorithm introduces a slight amount of overhead to the actual
calculation. Since threads fetch a new base station from the
pool, a method has to be implemented to prevent the processing
of the same base station by two or more threads. To fulfill this
requirement a synchronization method is needed. For
interference calculation the method used was a mutual exclusion
lock {mutex lock). With the mutex lock a part of the code can be
protected so that only one thread can execute the protected
portion of the code at a time. While a thread is executing the
protected part of the code, other threads wanting to enter the
same area will be blocked until the mutex lock is released. In
step 3, a signal is sent to the main program, which then
continues its execution. Finally, the last thread, which sent the
signal, also suspends its execution, just like all the other threads
which had already reach step 4 carlier.

(1) Wait until the main program sends a signal to start execution
(2) ParDo urtil all base stations havebeenprocessed
Do loop wtil all mobile stations have been processed
" Calculate uplink interference :
Calculate downlink interference
(3) Send asignal to the main program to contimie its execttion
| (4) Suspend threads ‘

Figure 5. The parallel interference calculation algorithm.

RESULTS

The test runs were performed on an SMP machine with 6
processors. The processors were Sun Microsystem’s 333 MHz
Ultra Spare chips. All the processors shared a memory of 2
gigabytes. The workstation was not dedicated to the parallel
simulation of a WCDMA simulator. Therefore, the results
obtained have some overhead in them because of the other
users’ programs, which were run simultaneously with the
parallel simulator.

As a test environment, a network of 9 base stations was created.
For each base station two sectors were constructed. Therefore,
the total number of base station entities to simulate totaled 18.
The maximum number of terminals in the network was set to
650. However, the average number of active terminals in the
network at a time was about 100. The simulation time was 30
seconds in real time. A simulation of only half a minute is not
enough to provide accurate results for research purposes but it
was enough to give insight into the performance of parallel
processing. In general, it can be said that if the simulator
performs well with a short simulation time it will perform at
least as good or even better with a longer simulation time. This
is because the sequential part does not have such a significant
effcct on long simnulation times as it does on short simulation
times. The WCDMA simulator will produce accurate results
with the simulation time of 120 seconds and up.

Table | shows all the execution times of terminal calculation,
interference calculation and the total execution time of the
whole simulator, with different numbers of processors. Figure 6
represents the calculated speedups based on the execution times
of Table 1. The speedups are calculated against the scquential
execution time achieved with a simulator which did not include
any parallel code.

Table 1. The execution times (in seconds) of the simulator.

# of Terminal Interference Total
Threads calculation calculation Execution
time
Seq 1030 2450 4780
2 600 1280 3100
3 460 920 2630
4 410 820 2460
5 470 780 2490
6 470 740 2440

~+~Tenninal calculnron
—#-Interigtence calculdtion

—aTotal axoatwon brre
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Figure 6. Achieved speedups.
Terminal calculation

The best speedup of 2.5 was achieved with 4 threads. The
corresponding execution times were 410 seconds for the parallel
implementation and 1030 seconds for the sequential simulator.
By using more than 4 processors the speedup started to decline,
the reason being the two mutex locks in the parallel terminal
calculation algorithm. Even though the work balancing did not
require any synchronization, the actual parallel terminal
calculation algorithm did. Two parts of the code were protected
with the locks to prevent the concurrent memory access to a
shared memory block. The other cause of the parallel terminal
calculation algorithm’s poor performance was the fact that the
execution of the algorithm does not take long even without any
parallel options. Therefore, since the amount of work is
relatively small, the parallelization does not have such a strong
effect as in interference calculation.

Interference calculation

The speedups achieved in interference calculation were better
than in terminal calculation. As can be seen from Figure 6, the
speedup increases when processors are applied all the way to 6.
The amount of work and the structure of the interference
calculation algorithms are the reasons for this. There is enough
work for all six processors, whereas in terminal calculation, the
use of six processors was not productive. On the other hand, the
algorithm for interference calculation was more optimal for
parallelization than the terminal calculation algorithm.

The best speedup of 2.4 was achieved with 6 processors.
However, the efficiency of the parallel execution is not high.
With the use of six processors, the speedup of 4 or more would
be considered good. In this case the simulator was implemented
first without any consideration to the parallel execution.
Thercfore, in many instances, better performance figures would
have been achieved if the structure of the code had been more




optimal for parallelization. Since the parallel implementation
was done by modifying the existing sequential code,
compromises had to be made at the cost of speed. Especially, in
the case of interference calculation algorithm, where a number
of mutex locks had to be implemented to guarantee the correct
execution of the code and the memory coherence.

Total execution time

In the sequential simulator, the two parts which were
parallelized consumed about 75% of the total execution time.
With the use of multiple processors their share of the total
execution time were dropped below 50%. Therefore, the
problem that remains in the parallelized simulator is the
sequential part. Time spent in executing the sequential part is
over 50% of the total execution time. The two parallelized parts
are the only ones that can be made to run in parallel. The
remaining sequential part consists of routines and functions that
either cannot be parallelized or the parallel implementation
would cause significant overhead and increase the exccution
time rather that decrease it. In conclusion, the sequential part has
to be modified so that a parallel approach can be taken and the
execution time can be decreased, otherwise the speedups
achieved cannot be improved. With the use of four or more
processors the speedup remains at the same level. This is the
level where the sequential part starts to dominate the execution
time. Howcver, the best speedup of 2.0 is achieved with the
maximum number of processors (6).

Amdah!’s law can be used to estimate the maximum speedup of
a parallel application based on the exccution times of the
sequential and parallel parts of the application /2, 5/. Applying
Amdahl’s law to the parallel simulator presented in this paper
gives the following results:

Srax = 47805 / (1230 + 3550/ 6y = 2.6

Amdahl’s law indicates that the maximum speedup that can be
achieved with the simulator is 2.6. The maximum speedup
which was achieved was 2.0. The difference of 0.6 can be
cexplained by the mutex locks and other overhead generated by
the parallel execution. Therefore, the speedup of 2 with 6
processors is not as poor as it seems initially.

CONCLUSIONS

In this paper a parallelization process for a WCDMA system
simulator was presented. The need for a parallel implementation
of the simulator was great due to the excessive execution times
of the sequential version. POSIX threads wcre selected as a
method to physically implement parallelism into the simulator.
The use of POSIX threads is practical due to their portability to
nearly all UNIX platforms and operating systems. The shared
memory environment was the optimal foundation for the use of
threads because of their nature of operation.

The fwo most time-consuming parts of the WCDMA system
simulator were parallelized: terminal calculation and
interference calculation. The terminal calculation algorithm
performs operations to all active terminals (mobile stations): it
moves terminals, makes handovers, sets and exccutes power
conirol commands. The interference calculation algorithm, on
the other hand, calculates mterferences caused by the base
stations and terminals. For terminal calculation, a static work
balancing algorithm was developed to handle the equal division
of workload. The workload is divided between threads
according to the mean load of terminals. In addition, the work
balancing algorithm used knowledge about the structure of the
array where terminals are stored to increase performance.
Contrary to terminal calculation, interference calculation has a
dynamic work balancing algorithm; base stations are
dynarmically divided between threads one at a time. Due to the
amount of work in each base station, a dynamic work balancing

algorithm proved to perform better than a static work balancing
algorithm, similar to the one in terminal calculation.

The results were very promising. However, the major
disadvantage in the simulator was the structure into which it was
coded. Due to this fact, the parallelization of the whole
simulator was unattainable since the structure of the code was
optimized for sequential execution. Nevertheless, the rcsults
showed that execution times can be decreased with the use of
parallel processing in an existing sequential simulator. The
speedup of 2.0 for the whole simulator was achieved with 6
threads. Better speedups would have been achieved if the
sequential part had not been so large; over 50 % of the total
exccution time was spent in executing the sequential proportion
of the code. The best speedups of terminal calculation and
interference calculation were 2.5 and 3.3 respectively. In
conclusion, it can be said that with the correct use of work
balancing algorithms and a parallel computer, the execution
times of the WCDMA system simulator can be decreased
considerably.
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