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AbstractRafaª Piotr Jastrz¦bskiDesign and implementation of FPGA-based LQ control of activemagnetic bearingsLappeenranta 2007159 p.Acta Universitatis Lappeenrantaensis 296Diss. Lappeenranta University of TechnologyISBN 978-952-214-508-6, ISBN 978-952-214-509-3 (PDF), ISSN 1456-4491The need for high performance, high precision, and energy saving in rotatingmachinery demands an alternative solution to traditional bearings. Because ofthe contactless operation principle, the rotating machines employing active mag-netic bearings (AMBs) provide many advantages over the traditional ones. Theadvantages such as contamination-free operation, low maintenance costs, highrotational speeds, low parasitic losses, programmable sti�ness and damping,and vibration insulation come at expense of high cost, and complex technicalsolution. All these properties make the use of AMBs appropriate primarily forspeci�c and highly demanding applications.High performance and high precision control requires model-based controlmethods and accurate models of the �exible rotor. In turn, complex modelslead to high-order controllers and feature considerable computational burden.Fortunately, in the last few years the advancements in signal processing devicesprovide new perspective on the real-time control of AMBs. The design and thereal-time digital implementation of the high-order linear-quadratic controllers,which focus on fast execution times, are the subjects of this work.In particular, the control design and implementation in the �eld program-mable gate array (FPGA) circuits are investigated. The optimal design is guidedby the physical constraints of the system for selecting the optimal weightingmatrices. The plant model is complemented by augmenting appropriate distur-bance models. The compensation of the force-�eld nonlinearities is proposed fordecreasing the uncertainty of the actuator. A disturbance-observer-based un-balance compensation for canceling the magnetic force vibrations or vibrationsin the measured positions is presented. The theoretical studies are veri�ed bythe practical experiments utilizing a custom-built laboratory test rig. The testrig uses a prototyping control platform developed in the scope of this work.To sum up, the work makes a step in the direction of an embedded single-chipFPGA-based controller of AMBs.Keywords: Active magnetic bearings, linear-quadratic control, unbalance com-pensation, �eld programmable gate arraysUDC 681.587 : 621.822 : 621.318
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NomenclatureSymbols
a coe�cient
A state matrix in state-space representation
b coe�cient
B input matrix in state-space representation
B,B magnetic �ux density; also called magnetic �eld (scalar, vector)
c closed �ux path
C output matrix in state-space representation
d thickness, length
dM damping in mechanical model
dr rotor diameter
D feedthrough (or feedforward) matrix in state-space representation
DM damping matrix in mechanical model
D electric �ux density
e vector of reference error signals
E,E electric �eld (scalar, vector)
f, f force (scalar, vector)
F function
g gravity constant
G transfer function
GP proportional gain
GF feedforward gain
G gyroscopic matrix in mechanical model



14 NOMENCLATURE
Gpl transfer function matrix of plant
Gc transfer function matrix of controller
H,H magnetic �eld strength (scalar, vector)
i current
icc compensated control current
icp compensation current
i vector containing currents
I unity matrix
I mass moment of inertia
j increment variable or index of summation, integer
J,J current density (scalar, vector)
J Jacobean matrix
JQ cost function or performance index
K gain matrix in state-feedback law
k increment variable or index of summation, integer
ki current sti�ness (actuator gain)
kx position sti�ness (negative open-loop sti�ness)
kM sti�ness in mechanical model
ku velocity-induced voltage coe�cient
Ki matrix of actuator gains
KM sti�ness matrix in mechanical model
Kx open-loop sti�ness matrix
l, l length of �ux path (scalar, vector)
l0 nominal air-gap
L inductance
La, La angular momentum (scalar, vector)
Lbr bearing core length
L proportional gain matrix in estimator design
m mass
M number of modes, upper summation index



NOMENCLATURE 15
M mass matrix in mechanical model
n density of carrier electrons in conductor
N number of coil turns
N linkage matrix
P number of nodes
Pp polynomial
r radius
R resistance
R control weighting matrix
Rv measurement noise intensity matrix or covariance
Rw process noise intensity matrix or covariance
s Laplace variable
S,S area (scalar, vector)
Sm position measurement sensors matrix
t time
T sample period
T transformation matrix of state variables
T u transformation matrix of input variables
T y transformation matrix of output variables
u voltage
u vector of inputs in state-space representation
q electron charge
Q state weighting matrix
v, v velocity (scalar, vector)
V volume
w vector of total control e�ort (at the output of the controller)
W1 disturbance attenuation factor
W2 additive plant discrepancy bound
W3 multiplicative plant discrepancy bound
Wce electromagnetic �eld co-energy



16 NOMENCLATURE
Wfe electromagnetic �eld energy
WP dissipation energy
WT kinetic energy
WV potential energy
W weighting matrix
x displacement in x axis
x space coordinates, vector of displacements or state variables in state-space representation
y displacement in y axis
y vector of outputs in state-space representation or vector of measure-ments
yj de�ection of a point of the elastic body
z displacement in z axis
z0 location of the center of gravity on z axis
α distribution of sensors on stator circumference, measured in degrees
β tilting angle of the rotor
δ angle between ideal sensing line and actual sensing line
ζ damping ratio
η modal amplitude
η vector of modal amplitudes or modal coordinates
θ gain and o�set in measured position
ϑ parameter in the Pincer procedure
µ0 permeability of vacuum
µ relative permeability
ξ time delay
ρ vector of input disturbance signals
σ real part of complex pole
σ̄ the greatest singular value
ς phase angle
τ time constant
υ vector of imput disturbances



NOMENCLATURE 17
φ phase
φ mode shape vector
χ force acting angle
ψ magnetic �ux linkage
ω angular frequency
Γ describing function
Θ torque
Λ determinant
Σ summation
Φ mode shape matrix
Φm magnetic �ux
Φm vector of magnetic �uxes
Φml vector of magnetic loop �uxes
Ψ vector of magnetic �ux linkages
Ω rotational speed
Ωp angular velocity of precession
< reluctance
< reluctance matrix
∇× curl operator
× vector productSubscripts
A referring to the end-A of the rotor with bearing A
a actuator
air air
b bearing coordinates
B referring to the end-B of the rotor with bearing B
base base value
bias bias
BW bandwidth
c control



18 NOMENCLATURE
cl closed loop
d damped
DC direct current
del delay
dist disturbance
dyn dynamic
f �lter
fb feedback
ff feedforward
Fe iron
flex �exible
H Hall
in input
I integral
ld lead
L Lorentz
LL line to line
m measured
max maximal
md modulation
ol open-loop
out output
p primary
P proportional
pi proportional integral
pl plant
r rotor
ref reference
rigid rigid
rise rise



NOMENCLATURE 19
s settling
sd secondary
sat saturation
tri triangle
x x axis
y y axis
z z axisSuperscripts
g global � complete model in physical coordinates in FEM or global co-ordinates
m modal
pu per-unit
r residual
T matrix transposeOther symbols
¯ estimated signal
∠ angleAbbreviationsADC analog-to-digital converterALU arithmetic logic unitAMB active magnetic bearingASIC application-speci�c integrated circuitAU arithmetic unitCAD computer-aided designCAM computer-aided manufacturingDAC digital-to-analog converterDFT discrete Fourier transformDOF degree of freedom



20 NOMENCLATUREDSP digital signal processorEDA electronic design automationEMC electromagnetic compatibilityFE �nite elementFEM �nite element methodFPGA �eld programmable gate arrayHDL hardware description languageIDE integrated design environmentINL inverse nonlinearitiesI/O input-outputIP intellectual propertyLTI linear time-invariantLQ linear-quadraticLQR linear-quadratic regulatorMAGLEV magnetically levitated vehiclesMDOF multi-degree of freedomMIMO multi-input, multi-outputmmf magnetomotive forceMAC multiply-accumulateNoC Network-on-a-chipRAM random access memoryRDS rotor delevitation system, also known as retainer bearings, auxiliarybearings, touch-down bearings and safety bearingsRISC reduced instruction set computerRNM reluctance network methodSDRAM synchronous dynamic random access memorySISO single-input sinle-outputSoC System-on-a-chipTTL transistor-transistor logicUFRC unbalance force rejection controlZOH zero-order holdVHDL very high speed integrated circuits hardware description language



Chapter 1Introduction1.1 From invention of the wheel to magneticlevitationThe invention of the wheel is regarded as one of the oldest and most famous hu-man inventions. It originated in the geographical area watered by the Euphratesand Tigris Rivers referred to as the �Cradle of Civilization� in the �fth millen-nium BC, which falls in the late Neolithic (early village communities) beforethe Bronze Age. In the ancient Mesopotamia (modern Iraq), the �rst functionof the invention was a potter's wheel, which was followed by a wheel-and-axleconcept. However, the wheel appeared also in the Neolithic Europe. Accordingto Maªecki (1996), it is supposed that the earliest depiction of the function as afour-wheel, two-axles vehicle (wagon) is on a clay pot, ca. 4000 BC, excavatedin Bronocice village in central Europe.It is notable that when taking into account the macroscopic nature, thereare no spinning wheels in plants and animals. Therefore, the invention of thewheel can be regarded as one of the breakthrough concepts in the history ofengineering. According to the notable laureate of the National Medal of Science1Theodore von Kármán: �Scientists study the world as it is; engineers create theworld that has never been�. Whether we agree or not that the concept of thewheel is a creation of human ingenuity, it certainly gained signi�cant publicity.Considering that there is not much use of a wheel without an axle and socket,which are predecessors of a sleeve bearing, it is regrettable that the inventionof the bearing is belittled.Since the ancient times, the development of bearings has been driven by ademand for higher speeds and extreme working conditions. An early type ofwooden ball bearings was found in the wreck of a Roman ship dated to 40 BC.The idea of the caged ball bearings was described by an Italian physicist GalileoGalilei in the year 1600. O�cially, the caged ball bearings were invented andapplied by an English clockmaker John Harrison in his marine chronometer tosuccessfully determine longitude at sea, in the mid 18th century. At the end ofthe 18th century and at the beginning of the 19th century, ball bearings wereemployed in an increasing number of applications. The modern self-aligningball bearing was patented in 1907 by a Swedish engineer Sven Wingquist, who1a medal given by the President of the United States to honor scientists and engineers



22 CHAPTER 1. INTRODUCTIONfounded the SKF, today's largest bearing manufacturer in the world. Generally,ball bearings are not expensive but they are limited by a high friction, low load-carrying capacity, and short life for high-speed operation. The performance ofball bearings can be evaluated using a top rotational speed and bearing size,namely a DN number2. Modern hybrid ball bearings are capable of achievingthe DN≈ 1.5 ·106 (Popoli, 2000). The limitations of mechanical bearings can beovercome by the use of non-contact bearings. For the non-contact bearings, theDN number is limited by the rotor strength to centrifugal forces. To exemplify,assuming the achievable peripheral speed v =200 m/s, the DN=200·60·103/π =
3.820·106. The examples of non-contact bearings are �uid bearings and magneticbearings.The �uid bearings support the load on a thin layer of liquid or gas. They canprovide much lower friction than mechanical bearings, they are able to supportheavier loads, and do not require frequent maintenance. As an example, the�rst Kingsbury/Michell �uid bearing (named after its inventors) in the USAwas installed in Holtwood Hydroelectric Power Plant, and it has been in servicewithout maintenance since 1912. It supports a water turbine and generatorwith a rotating mass of about 165 tonnes. The up-to-day technologies bringnew extreme applications, which require contamination-free solutions, higherrotational speeds, lower vibrations, contactless support, operation in di�cultenvironments (e.g. process gases, corrosive �uids, and high temperatures). Inthese applications, the conventional mechanical or �uid bearings have proveninsu�cient. From the point of view of such extreme or special conditions, thesu�cient concept is magnetic levitation.The idea of using magnetic levitation proved to be anything but trivial.The instability of the ferromagnetic body kept in free hovering in the six de-grees of freedom by �xed magnets and electric charges was shown by Earnshaw(1842) and is known as Ernshaw's theorem. This theorem applies to the classicalMaxwell's electromagnetism, which neglects quantum mechanics; it states thata static magnetic suspension of the ferromagnetic body cannot reach a stableequilibrium when the acting forces are inversely proportional to the square ofthe distances. However, the magnetic levitation is possible by violating the the-orem's assumptions, such as the use of diamagnetic and superconducting objectsor an oscillating magnetic �eld that induces an alternating current in a conduc-tor, thus generating the levitating force. Another way to overcome the theoremis an active feedback. It took roughly a century to �nd out that stable freehovering and large forces can be achieved by ferromagnets and a continuouslyadjusted magnetic �eld. The e�ects of this evolution may be traced through thepatents issued in two areas: a new means of transportation � the magneticallylevitated vehicles (MAGLEVs) and active magnetic bearings (AMBs) appliedto rotating bodies.As the MAGLEVs' predecessor, we may consider Kemper's patent in 1937(Kemper, 1937), and his practical experiments. Kemper described a systemconsisting of a load-carrying electromagnet, valve ampli�ers and sensors. Infact, the properties of such a load-carrying magnet have a name that reminds ofthe famous invention mentioned earlier, a magnetic wheel. The magnetic wheelhas not won the market, owing to the high costs of the tracks. The �rst in2DN number equals to the product of a bearing diameter in [mm] and maximal speed in[rpm].



1.2. ACTIVE MAGNETIC BEARINGS IN ROTOR SUSPENSION 23the world commercial high-speed conventional MAGLEV railway connected thePudong international airport and Shanghai in 2004 (inaugurated in 2002). Inspite of the tragic MAGLEV accident caused by a human error on September
22nd, 2006, at the test track in Lathen, Germany, the technology is regarded asthe safest, fastest and most reliable ground transportation method ever invented.The successful use of the magnetic levitation in ground transportation is leadingto other interesting applications; for example Foster-Miller is building a system,called maglifter, to launch rockets into outer space (Foster-Miller, 2007).When considering the support of rotors, in 1937, Beams and Holmes at theUniversity of Virginia used an electromagnetic suspension for testing materialstrength. One of their experiments concerned the electromagnetic suspensionof a steel ball. The ball was 0.8 mm in diameter and it reached the rotationalspeed of 18 million rpm, in vacuum. At the University of Virginia, this workcontinued with relation to ultracentifuges used for puri�cation of isotopes dur-ing the World War II. The early AMB patent concerning this work is assignedto aforementioned Beams and Holmes (1941). However, at that point, the AMBtechnology was not yet matured. The technology started to mature with the ad-vances of solid-state electronics, digital control, and with the pioneering worksof Schweitzer and Lange (1976) and Habermann and Liard (1979). The new so-lutions in this �eld have been reported in the biannual International Symposiaon Magnetic Bearings, which have been organized since 1988. The advancesof the last two decades in such �elds as high-speed microprocessors for com-plex control algorithms, precise sensor technology, materials and coatings forhigh-stress and high-temperature operations, safety bearings technology, rotordynamics, and modeling have made the AMBs a more competitive solution forrotating machinery. Despite these advances, the overall complexity and priceare still limiting factors in widespread industrial use.1.2 Active magnetic bearings in rotor suspensionIn this section, the principles of operation, advantages, disadvantages and appli-cations of the magnetic levitation are discussed. The magnetic levitation can beimplemented using di�erent technologies and di�erent materials. For instance,the classi�cation of di�erent magnetic bearings and types of magnetic levitationis presented by Schweitzer et al. (2003). In addition, possible applications arenumerous. Therefore, we narrow the scope to ferromagnetic bodies supportedby electromagnets. In particular, classical active magnetic bearings in rotorsuspension are considered.The active magnetic levitation is based on an attractive magnetic force pro-duced by an electromagnet on a ferromagnetic body. The forces acting in theopposite directions require a pair of electromagnets positioned on the oppositesides of the suspended body. The principle of operation for a single degree offreedom, using one horseshoe electromagnet is depicted in Fig. 1.1. The devia-tion of the body xm from the central position is measured by a proximity probeand is used by the control unit as a feedback signal. The control unit reactsaccording to a speci�c control law with the control current ic in the electromag-net, which produces magnetic force f in such a way that the body with a mass
m remains in free hovering. This principle extends in the case of the rotor toall its degrees of freedom as illustrated in Fig. 1.2. In a typical active magnetic
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Figure 1.2: Principle of electromagnetic levitation for 5-DOF magnetic bearingsystembearing rotor system, ten electromagnets and �ve position measurements con-trol �ve degrees of freedom of a rotating rotor with respect to the stationarypart � namely the stator.In general, the AMB system comprises three distinct parts: magnetic bear-ings, a control unit, auxiliary bearings or a rotor delevitation system (RDS).The bearings come in two con�gurations. The �rst one is a radial bearing, inwhich typically four electromagnets are symmetrically distributed around therotor. That is, they generate the forces acting in two dimensions along x andy axes. In horizontal applications, the magnets are positioned in such a waythat the gravity force is compensated by two electromagnets. This increases theload capability of the bearings. The second con�guration is an axial bearing. Itoperates like the radial bearing but in one dimension only, that is along z axis.It comprises a ferromagnetic disk, attached to the rotor and electromagnets lo-cated at either side of the disk. The more technical treatment of the bearingsand their modeling is given in Chapters 2 and 3, respectively.



1.2. ACTIVE MAGNETIC BEARINGS IN ROTOR SUSPENSION 25The AMBs have speci�c properties, which di�erentiate them from mechan-ical and �uid bearings. First, they are able to provide completely contactlessand �uidless support. This leads to the following advantages:
• contamination-free and seal-free solutions
• environmentally friendly solutions (no lubrication oil and no waste partsbecause of periodical maintenance)
• low maintenance costs
• high rotational speeds up to the rotor strength to centrifugal forces asexplained earlier
• low breaking torques for high speeds (parasitic, hysteresis, and eddy-current losses), see e.g. (Schweitzer et al., 2003)
• in general, low power loss compared with the �uid �lm bearings (Chenand Gunter, 2005) because of low parasitic losses (power from drivetrainminus power converted to useful work)
• operation in di�cult environments; e.g. process gases, corrosive �uids andhigh temperatures
• vibration insulation (low noise)Second, they require active control owing to the system instability, which isusually viewed as the main di�culty. However, the presence of the control unitand sensors provides the following advantages:
• adjustable parameters, i.e., sti�ness and damping, controllable system dy-namics
• wide speed operation range
• active control of bending modes
• automatic balancing possibility
• diagnostics and monitoring built in the control unitThird, the main AMB disadvantages pointed out in the literature, see e.g.(Wassermann et al., 2003), (Chen and Gunter, 2005) are:
• high costs when compared with conventional bearings
• breakdown of the load may be caused by a failure of any single component
• backup bearings must be provided; they also require extra space
• limited load carrying capacity in regard to required space (i.e. bearingload to pole face area ratio); the load that can be carried is lower thanthat of �uid (oil-�lm) bearingsFor the time being, all these properties make the use of AMBs appropriateprimarily for speci�c and highly demanding applications such as:
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• turbo compressors, e.g. in natural gas, hydrogen, cooling and air processapplications
• rotating equipment operating in vacuum without contamination, e.g. inbiotechnology processes, clean rooms, semiconductor industry, and as tur-bomolecular pumps
• medical equipment, e.g. blood pumps
• energy generation products and energy storage, e.g. �y wheels, plant gen-erators
• research and test applications, e.g. testing novel force and vibration controlmethods, measurement systems, testing rotor dynamics
• precise machine tools, e.g. milling, grinding and high-speed spindles
• high temperature bearings for aerospace and defense markets, e.g. gasturbine enginesThe examples of early industrial applications of AMBs in contactless support ro-tors are given by Brunet (1988) and Dussaux (1990). With varying applications,also the sizes of magnetic bearings and their loads vary considerably, from therelatively small applications such as an arti�cial heart (Katoh and Masuzawa,2006), to the gas-turbine in a nuclear power plant (Suyuan et al., 2006).As far as the author knows, the �rst company to commercially market AMBswas the French S2M (Wagner, 1988), formerly Société de Mécanique Magné-tique, founded in 1976. Since then, the number of companies producing theAMBs has been increasing. SKF, which had its own AMB solutions, purchasedall the shares of S2M in summer 2007 (Brunet, 2007). Some other industrialplayers are: Foster-Miller Technologies, High Speed Tech Oy Ltd, LEViTEC,Levitronix, MECOS Traxler AG, Synchrony Inc., and Waukesha Bearings.1.3 Digital control for embedded systemThis section addresses the background and nomenclature of the digital con-trol. The properties of the embedded real-time control systems are studied bythe example of AMB rotor systems. The possible strengths and weaknesses ofprogrammable logic circuits in an AMB control are introduced.The modern computer science is often associated with the English mathe-matician, cryptographer and logician Alan Turing. His concepts of logical designand a universal machine have contributed to modern digital computers (Turing,1936). The Turing machine and von Neumann architecture mark the beginningsof the digital revolution, which is a prerequisite for a digital control.The �rst controllers of dynamical systems (e.g. AMB rotor systems) wereimplemented using analog electronics. The main advantage of the analog controlwas its short input-output delay compared with its early digital equivalents.However, most of the present-day control systems are implemented using digitalcomputers, such as microprocessors, microcontrollers, and logic circuits.To introduce the control, the physical processes are usually �rst approx-imated by continuous-time di�erential equations. However, digital computers



1.3. DIGITAL CONTROL FOR EMBEDDED SYSTEM 27cannot integrate, and they operate on sampled and quantized signals representedwith binary numbers. Therefore, the di�erential equations have to be approxi-mated again by reduction to sums and products only. These reduced, algebraic,recursive equations operate on discrete variables and are called di�erence equa-tions. The process of transferring continuous-time models into time-discreteones is called discretization. What is more, the analog signals are changed bythe analog-to-digital converter (ADC) into digital ones, which can be repre-sented by binary numbers. This process is sometimes referred to as digitization.The conversions occur periodically with periods of time equal T seconds (calledsample period) and with the accuracy limited by the ADC capabilities and theresulting number format. The discrete signals can be changed back to the analogones by using the DAC and the zero-order-hold (ZOH) circuitry, which holds thesame value, usually voltage, on its output. To put it brie�y: �Truth is much toocomplicated to allow anything but approximations� � the quotation attributedto John von Neumann.To get back to the AMB rotor system, the measured analog signals representthe rotor's displacements from the central position and currents in the actuators,which produce the magnetic forces. In the actuators, switched power ampli�ersare used, which do not require any additional DACs. The sampling periodhas to be selected according to the system bandwidth to keep the errors fromthe approximation small. In general, the smaller the physical dimensions ofthe rotor, the faster the system's dynamics and the wider the bandwidth. Asa result, the shorter the sampling period, the tougher the time and numberformat requirements for the real-time digital controller. Too short a samplingperiod can lead to numerical problems when integrating and to stability issuesafter discretization of the continuous time controllers.The AMB controller is an embedded system, which has special purposes andspeci�c requirements unlike a general-purpose computer. The controller has toperform only a few pre de�ned tasks:
• collecting and processing the system's measurements � displacements, cur-rents, rotational speed, and performing a coordinate transformation of thedisplacements
• executing control algorithm, i.e., control of rotor position and rotor dy-namics, adaptation of parameters according to changeable speed, controlof currents in actuators, biasing of ampli�er current signals
• controlling system in safety critical situations, e.g. in the case of rotortouch-down
• monitoring and diagnostics
• handling various non-time-critical tasks, e.g. user interface, calibration ofsensors, clearance checkingFurthermore, the AMB controllers, as well as most of the embedded systems,have to be compliant with special requirements, which are for instance smallsize, low cost, very high reliability, or they must withstand severe conditionssuch as electromagnetic interference and disturbance, vibration, radiation, andheat.



28 CHAPTER 1. INTRODUCTIONBuilding and validation of the real-time embedded control for the activemagnetic support of high-speed, �exible rotors is a very demanding engineeringtask. High performance and robust control systems often employ model-basedand nonlinear control methods. However, applying accurate, high-order models(for controller synthesis and its validation) require higher overall complexity,modeling of faster dynamics, and above all, powerful processing devices.Digital signal processors (DSPs) are especially dedicated microprocessorsdesigned for real-time embedded control systems. They comprise the ADCs,DACs and e�cient arithmetic logic units (ALUs). The �rst single chip DSPswere produced by Bell Labs and NEC in 1978 and 1980, respectively. In 1983,Texas Instruments, presented its �rst DSP TMS32010TM. It worked on 16-bitdata, had a Harvard architecture, could perform multiply accumulate operationin 390 ns (Giang et al., 1988) and was very successful. Texas Instrumentsis now the number one producer of DSPs. The modern DSPs provide somefeatures in order to increase parallelism in data processing, such as parallelaccumulator and multiplier, parallel memory architecture. Despite that, theycould still be classi�ed as serial processing devices when compared with modern�eld programmable gate arrays (FPGAs).Modern FPGAs o�er even more computational power and more �exibilitythan microprocessors. The FPGAs were invented in 1984 by engineer Ross Free-man (Buell et al., 2007), who was also the co-founder of Xilinx (www.xilinx.com,1994-2007) � the world's largest manufacturer of recon�gurable hardware chips.The FPGAs are built of programmable components, such as logic cells, memo-ries, and arithmetic blocks, which are interconnected by a matrix of wires andprogrammable switches. Such an architecture o�ers parallel processing capabil-ities and plenty of input-outputs (I/Os) for interfacing with the outside world.The FPGAs employed in the AMB control systems bring new possibilities forimplementing novel control strategies and extend the area of possible industrialapplications.Unfortunately, the design work, which involves large FPGAs employed forcomplex controllers, faces many di�culties such as long and complex design�ow, lack of superior tools, awkward testing, and the absence of complete andveri�ed libraries for use in control applications.1.4 Related workSince the beginnings of the AMB technology, the complexity of the solutions aswell as constantly growing number of possible applications have resulted in asigni�cant amount of scienti�c publications in the �eld. From the perspectiveof this dissertation, the important references concern: the model-based central-ized AMB control, actuator linearization, details of the implementation, and inparticular, FPGA-based realizations.Speaking about the position control of the levitated body, in the �rst yearsof the AMBs development, the researchers were limited by the computing powerof early microprocessors, and therefore focused on the controllers with low com-putational burden. In 1984, Bleuler (1984) presented a method for designingthe decentralized PD controllers for rigid rotors. For a prede�ned structure,better results than PD and PID control were given by Larsonneur's direct de-sign controller layout (SPOC-D) algorithm (Larsonneur, 1990), which produced



1.4. RELATED WORK 29the optimal low-order controllers, without taking into account the gyroscopice�ect. This method closed the gap between the PID and linear-quadratic (LQ)control methods. In regard to the low computational cost and direct use ofstate feedback, the PID-based control and other decentralized solutions are stillattractive for various applications, (e.g. Polajzer et al., 2006). Nevertheless, insome cases, neglecting a gyroscopic e�ect may cause even instability (Ahrenset al., 1996).The model-based, coupled control structures, which take into account a gy-roscopic e�ect, proved to be superior, in terms of unbalance response (whilestill without special unbalance compensation), to the decentralized controllersas stated by Zhuravlyov et al. (1994), Ahrens et al. (1996), Zhuravlyov (2000),Piªat (2002), and Grega and Piªat (2005). These controllers were based on aLQ control of rigid rotors. Additionally, Piªat (2002) studied an LQ controlapplied together with a feedback linearization. Zhuravlyov (2000) presented anLQ control with a switching controller (as in that work copper losses were opti-mal). In general, the LQ control is suitable for applications that hold linearizedmodels, where the plant model can be accurately determined, which in manyapplications is the case for AMBs.In AMBs, the model of a control plant consists of the actuators, �lteredmeasurements and �exible rotor models. The accurate rotor model can bederived using �nite element modeling as given by Chen and Gunter (2005),Yamamoto and Ishida (2001), and Genta et al. (1993). The model can then befurther corrected by the experimental modal analysis, and the reduction of thenumber of degrees of freedom can be carried out. Finally, it is formed into thestate-space representation and transformed in a suitable form for the controllerdevelopment. The formulation and scaling of the �exible state-space rotor modelused in this work is based on the works of Lantto (1999) and Genta (2005). Thelatter employs the complex coordinates in formulation of the system dynamics.All applications exhibit certain model uncertainties, which may be associ-ated either with modeling errors or with changing plant's dynamics (e.g. due toa considerable change in working conditions). For such uncertain AMB systems,adaptive and robust control could be applied. For instance, the adaptive con-troller based on the recursive prediction error method was used by Wurmsdobler(1997), the robust control like µ-synthesis was employed by Lösch (2002) and
H∞ was utilized by Ren et al. (2006). A collection of di�erent control schemes,based on H∞ was presented by Aeschlimann (2002). Ren et al. (2006) also usedgain scheduling according to the rotational speed. The robust and adaptive con-trol can alleviate model uncertainties up to some point, yet the control of AMBsstill requires expert knowledge and application-speci�c design. Therefore, someauthors have tried to automate the controller design (reduce modeling e�ort,minimize manual system identi�cation and controller tuning); see for exampleLösch (2002). Lösch's work is a good example how the model-based control,which took into account the �exible and gyroscopic e�ects, increased the com-plexity of the controller. According to Lösch (2002), the augmented model thatincluded two �exible modes per plane was of order 44, and the resulting con-troller was up to order of 70. Such models were considered not practical forDSP realization so they were reduced to about 24 states and then discretizedbefore implementation. The controllers similar in size were used in the workof Wurmsdobler (1997). Lösch's automated controller was able to identify theplant's dynamics when only a few initial parameters were known. In order to



30 CHAPTER 1. INTRODUCTIONovercome this initial knowledge, an automatic initial levitation with AMBs wasproposed by Glaser and Sandagol (2006), where almost no initial parameters hadto be known. The comparisons of di�erent position control methods applied inAMB rotor systems can be found in the works of Knospe and Collins (1996),Lösch (2002), and Grega and Piªat (2005). Last but not least, the robust designmethods result in high-order, robust, but often relatively slow controllers.As for the model-based position control, the starting point for this work is anoptimal state-space controller with additional integrative feedback sugested byWurmsdobler (1997) and Zhuravlyov (2000). Most components of the studiedAMB rotor system can be e�ectively linearized, and therefore they comprise aplant suitable for LQ control method. Furthermore, the control loops are orga-nized by the same token as those given by (Larsonneur, 1990) and Wurmsdobler(1997), that is, the position control serves as an outer control loop to the innercurrent control loops. The cascaded control structure makes the inner currentcontrol loop to look like the linear one to the position control. The fast innerhigh-gain feedback e�ectively linearizes the nonlinear inductance of the coil ofthe electromagnet.In the inner current control loop, the di�erential driving mode is used tolinearize the force-current-displacement characteristics of the electromagnets.However, in order to reduce losses, a reduced premagnetization current (biascurrent) is applied resulting in the still nonlinear characteristics - out of the op-erating point. This essential nonlinearity of the AMBs should be compensated,if high performance is required. The nonlinear performance characteristics of theradial AMB can be su�ciently determined by numerical computation methodsstudied by Nerg et al. (2005) and Polajzer et al. (2004). These obtained nonlin-ear models, after veri�cation, can be used for building the force compensationand validation of control.Di�erent methods can be applied to alleviate the problem of compensatingthe actuator nonlinearities. One of the most popular methods in control en-gineering for compensating di�erent nonlinear actuators is that of an inversenonlinearity (INL) control as explained by Franklin et al. (1998). It assumesthat nonlinearity is invertible and can be undone. Some variations of the INLmethod for AMBs were studied by Ho�mann et al. (1998), and by Skricka andMarkert (2002), where a polynomial formulation was used in the implementa-tion; and also by Oberbeck and Ulbrich (2002), where an analytical method wasemployed. The alternative solution such as an extended Kalman �lter appliedfor accurate position measurements in the collocated system was presented bySchuhmann et al. (2006).In the real-time control systems, the minimization of an input-to-outputcontroller delay is of major importance. Therefore, functional and software in-tegration of the actuator compensation should not introduce extra delay intothe system. Ho�mann et al. (1998) sugested the integration of the INL com-pensation, into the digital controller. The improvement in this integration weregiven by Skricka and Markert (2002).Another intrinsic problem in AMB applications is the unbalance compensa-tion. For example, Bleuler et al. (1994) brie�y summarizes di�erent unbalancecompensation methods. In this work, an observer-based unbalance compensa-tion is proposed. The proposed method extends and applies to AMBs a basictechnique for estimation of sinusoidal disturbances (Franklin et al., 1998).As stated before, the embedded AMB control, which comprises fast dy-



1.5. OUTLINE OF THE THESIS 31namics and nonlinearities, requires fast signal processing and �exible hardwareplatforms. Literature reports many examples of digital magnetic suspensioncontrollers realized with DSPs (Bleuler et al., 1994), (Knospe et al., 1997),(Schroder et al., 1998), and (Krach et al., 2003). Additionally, one has to bearin mind that the implementation of such an embedded control system needscareful prototyping. Regarding the e�cient control prototyping, a PC-basedplatform that utilizes DSP for the AMB control, is presented by Schroder et al.(1998) and the control implementation in a RT-Linux and PC system is givenby Humphrey et al. (1999). Considerations on a general software architectureof the AMB controller, when using microprocessors, are presented by Betschon(2000) and Schweitzer et al. (2003). Additionally, Betschon (2000) studies dif-ferent approaches to reduce cost and size of the AMB system. However, mostresearch activities focus on control and modeling. Usually research teams useindustrial test rigs and control platforms in prototyping, for instance dSPACE,automated DSP code generation by Matlab R© and Simulink R©. The possibil-ity of improving performance of the AMB controller, by replacing DSP withFPGA ia suggested by Krach et al. (2003), but only simple control structuresare considered.Regarding the use of FPGAs in the control design for power electronic ap-plications, such as inverter type welding machine and frequency converter, thecomprehensive study was carried by Rauma (2006). On the contrary, there wereno similar studies about the use of FPGAs or application-speci�c integrated cir-cuits (ASICs) in AMB control, which would include similar in detail aspects ofrealization.In the control of the AMBs, the low level current control algorithms and aPWM are typically realized with the help of analog devices or special digitallogic devices, that is, integrated circuits or programmable logic. In particular,not only DSPs but also ASICs and FPGAs are commonly used for the digitalcontrol of currents. This tendency is similar in all applications that involve afast control of power electronics, for example fast inverter control algorithms(Jastrz�ebski et al., 2003) in electric motors.In the early stage of the author's doctoral studies, he has been working onthe implementation of an induction motor control, motor emulation, and thepossibility of integrating a motor control with an inverter control (Jastrz�ebskiet al., 2004a) and (2004b), in a single FPGA. These studies contribute to theidea of a single chip AMB controller that utilizes an FPGA-based embeddedcontrol platform.The beginnings of AMB technology in Finland date back to 1985. In 1988,the Conference on High Speed Technology was held in Lappeenranta, wherespecial attention was paid to magnetic bearings (Larjola, 1988). The electrome-chanical properties of the radial AMB were studied by Antila (1998), and therobust control of AMBs in subcritical machines was researched by Lantto (1999).1.5 Outline of the thesisThe �rst objective of this work is to examine and describe the use of FPGAsin the real-time control of high performance AMB rotor systems. The completeworking embedded FPGA-based control platform is built, tested and validatedin laboratory conditions. The second objective is to develop the model-based



32 CHAPTER 1. INTRODUCTIONAMB controller, which explores the advantages of the designed control platform,takes into account the bending modes of the rotor (they controllability), andnonlinearities of the actuator. The requirements for the controller include a highperformance and unbalance compensation, at variable rotational speeds. Forthe obtained controller a robust analysis is conducted. Furthermore, the thesisfocuses not only on control and system level design issues, but also it addressesthe hardware description language (HDL) design and testing problems. Thespeci�c design issues are considered: single chip control solution, emulation ofAMB system, built-in testing, design portability and reusability, custom tailoreddigital arithmetic, on-chip interconnections, and the use of embedded processors.The available literature does not provide enough information on all these issues.Last but not least, the research was a part of a wider work that aimed atbuilding a completely custom AMB laboratory test rig with AMB actuatorsavailable for experimental testing of novel control algorithms and examinationof rotor dynamics at Lappeenranta University of Technology. The project wasco-�nanced by TEKES3.The dissertation is presented as an introduction to the collection of theoriginal scienti�c publications. In addition to that, the thesis includes someoriginal results, which have not been presented to the wider audience up tonow.The highlights of the appended publications and the contribution of theauthors are reported below.Publication I addresses a design and implementation of an application speci�carchitecture (of AMB controller), in an FPGA circuit. The publicationpresents a prototyping platform that eases the development of control,testing and integration of tested algorithms into the FPGA. It shows theFPGA implementation of an AMB current controller of a set of ten H-bridge switching ampli�ers. Di�erent architectures and data �ow of theAMB controller are examined. The paper shows the opportunities andthreads of a �exible HDL implementation of an embedded control system.Publication II analyzes the bene�ts of an FPGA-based real-time emulationfor mechatronic applications. As a case study, AMBs for contactless sup-port of rigid rotors, are selected. This publication shows that for a generalclass of state-space models with separable nonlinearities, it is possible tobuild an optimized hardware implementation of the plant emulator orstate observer (a basic part of a state-space controller). The emulator canbe used for real-time validation of the control system and its components.Publication II uses the 4-DOF rotor model from subsection 3.1.2.Publication III includes the description of the real-time emulation of mag-netic suspension system, with a �exible rotor, in FPGA. The publicationcompares the realizations of the rigid and �exible rotor models, which canbe used for emulation or for the implementation of the controller. It intro-duces the concepts of: numerical conditioning of the �xed-point discrete-time model, discrete realization of di�erential equations, very high speedintegrated circuits hardware description language (VHDL) implementa-tion of the non-linear actuator model and state-space rotor model. The3Finnish Funding Agency for Technology and Innovation



1.5. OUTLINE OF THE THESIS 33emulator and the LQ controller with integral feedback are tested in VHDLMentor Graphics R© ModelSim R© simulations. Publication III utilizes the�exible rotor model from section 3.2.Publication IV presents FEM of the rotor and di�erent variants of the LQposition control (considered in regard to the rotor model). In the pub-lication, the rotor model is obtained using the FEM, modal reductiontechnique and experimental analysis. Publication IV includes the VHDLimplementation of the obtained �exible rotor model with the nonlinearactuator, but it focuses on the di�erent variants of the position controller,their HDL implementations, and on an active damping of �exible modes.Publication V describes an LQ control and nonlinearities compensation ofa rotor suspended by AMBs. The LQ control is based on a state-spacecontroller with an additional integrative feedback, and disturbance estima-tor. An e�ective compensation of performance variations in dynamic forcecharacteristics of radial AMBs is performed using two nonlinear princi-ples. The publication studies the well-known inverse nonlinearity method.Next, it presents a novel model reference-based method. It is shown thatthe proposed compensation provides certain advantages over conventionalsolutions. The overall control is tested with the �exible rotor model andthe nonlinear AMBs. Finally, the paper presents an integration of theproposed compensation into the digital controller. Accurate modeling ofthe AMB nonlinearities in an FPGA is achieved by using multi-variableinterpolation and look-up table.Publication VI illustrates the technique of an in-circuit veri�cation with thecustom made embedded logic analyzer. The analyzer provides the meansto monitor internal signals, state of buses, and registers of the embed-ded controller. The heart of the tool comprises of the hardcore PowerPCprocessor, in the VirtexTM-II Pro FPGA-circuit. In addition to monitor-ing, the described tool is a feasible alternative to the similar commercialsolutions.Looking at the major contributions to the appended publications, the authordeveloped all the programs in VHDL and Matlab, carried out the simulations,and was the main author of all the publications but Publication VI. In addition,he was involved in the testing, designing of the software part, and commis-sioning of the FPGA-based AMB rotor prototyping platform. The text of allthe appended publications, with the exception of Publication VI and sectionsof Publication IV, was written by the author. The co-author R. Pöllänen de-veloped the reluctance network model used for obtaining the accurate force�eld of radial AMB. The co-authors A. Kärkkäinen and J. Sopanen wrote theFEM code, performed the mechanical modeling, obtained the �exible modes andeigenfrequencies of the test rotor (the �nal test rotor, described in the thesis, isdi�erent though). They also wrote the sections of Publication IV, which requiredexpertise in mechanical engineering. The remaining sections of Publication IVwas written by the author. The co-author A. Penttinen was the main authorof Publication VI. He developed the C++ code for the PowerPC processor inVirtex-II Pro; and he determined the transfer rates for di�erent con�gurations



34 CHAPTER 1. INTRODUCTIONof the communication between the FPGA, PowerPC, and PC console. In Pub-lication VI, the AMB controller and the connection between the logic and theprocessor were realized and tested by the author. The co-authors R. Pöllänenand O. Pyrhönen supervised and inspired the appended publications and thewhole AMB project.The main body of the dissertation provides the reader with introductoryinformation, the main topic treated in the organized and consistent manner, aswell as the key results and conclusions. Experimental and simulation resultsare not organized in separate chapters, however, they follow through all partsof the dissertation. The main body is organized into six chapters.Chapter 1 introduces the historical background, properties, applications andprinciples of operation of the magnetic bearings. Basic control of the AMBrotor system is discussed in the context of digital and embedded systems.A brief introduction to modern signal processing devices and their use inembedded control applications is given. The related work and importantreferences in the studied �eld are listed. The outline, main goals andobjectives of this dissertation are stated.Chapter 2 considers the rotor, magnetic bearings, and control system as anmechatronic product. The hardware parts and control hardware of thestudied prototype system are introduced; physical phenomena behind theirprinciples of operation are shown. The necessary background for the ac-curate system modeling is prepared.Chapter 3 discusses modeling of the AMB rotor system for the control syn-thesis and its validation. The reader is introduced to the rotor modelingand main system nonlinearities. The construction of the overall plantmodel is presented. The viability of models with di�erent complexitiesis considered. In particular, a FEM rotor model is developed and cor-rected, according to a modal analysis, to match the prototype su�cientlyto design reliable model-based controllers. The e�ect of the reduced pre-magnetization current on the force characteristics of the radial AMB isdiscussed.Chapter 4 studies the design of the controller, its inner and outer controlloops, their requirements and realizations. The classical decoupled PID-based position control and LQ model-based control methods are discussed.The main concern are LQ control based on physical quantities and di�erentmethods of the force-�eld linearization. Special attention is paid to theautomated LQ controller design and selection of the weighting functionsfor the LQ performance index. Furthermore, the unbalance compensation,robust stability analysis, and the controller evaluation according to theselected criteria are presented.Chapter 5 focuses on the issues associated with FPGA-based control platform,such as the design methodology, hardware description language tools, useof embedded processor cores, on chip interconnections, and FPGA emula-tion. The software architecture and realization of controller sub-functionsin VHDL are described. The means for e�cient utilization of the FPGAarchitecture in the AMB control are developed.



1.6. SCIENTIFIC CONTRIBUTION 35Chapter 6 concludes the main results, summarizes the content and suggestsfuture research work.1.6 Scienti�c contributionIn this doctoral thesis (and appended publications), the following main scienti�ccontributions to control design and embedded control implementation can behighlighted:1. Utilization of the FPGA-based control platform in the outer and innercontrol loops of the AMB rotor control system. The employment of FPGAfor this application enables a design of the single chip controller solution.2. Building of the custom blocks of digital arithmetic in the FPGAs, which al-leviate the AMB controller implementation, in VHDL. The written customVHDL intellectual properties (IPs) such as state-variable-form realizationand nonlinear force �eld (as a piece-wise interpolation) are general, andcan be used in many other embedded control systems.3. Handling of computationally intensive tasks in a real-time embedded con-trol system, is analyzed, both, in respect of the numerical conditioning ofthe model-based control models (their discretization, digitization), as wellas of their implementation in FPGA.4. Application of the describing function analysis for predicting the actuatorbandwidth. The saturation frequency of the actuator, and bandwidth ofthe inner current control loop, for di�erent signal amplitudes, are studied(with di�erent methods).5. Compensation of the actuator force-�eld nonlinearity by the use of themodel reference method and the inverse nonlinearity principle.6. Formulation of the model-based LQ control, based on physical quantities.The active control of the selected �exible modes, when taking into accounttheir controllability, is achieved.7. Application of the observer-based unbalance compensation controller withthe optimal gains. One variant of the controller can cancel the magneticforce vibrations, and the other variant may cancel the measured displace-ment vibrations.
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Chapter 2AMB system as amechatronic productThis chapter presents an overview of the typical AMB rotor system, its maincomponents, their connections, naming conventions and principles of operation.At the end of the chapter, the details of the studied prototyping platform areshown.2.1 Mechatronic productMechatronics is a portmanteau; it fuses above other the mechanical engineering(mecha) and electronic engineering (tronics). Engineering �eld synergism inmechatronics is depicted in Venn diagram, in Fig. 2.1. As seen from the diagram,the development of AMB application, which is an example of the mechatronicapplication, requires expertise in many various �elds. Another option would beto name the studied system a cybernetic application. However, the de�nitionof cybernetics is more generic, and therefore it is more convenient to use theformer term.The mechatronics stresses the interdisciplinary elements, such as the elec-tromechanical subsystems and control electronics. The software componentsplay a very important role; these are the software tools for computer-aidedmanufacturing, computer aided design and electronic design automation, andthe control software for implementation of a control law and control intelligence.The tools of control engineering, such as modeling and simulation, bind togetherall other elements in the diagram.Apart from the Venn diagram, it is practical to depict the physical inter-connections between the di�erent subsystems, required engineering �elds andthe main AMB system parts, as in Fig. 2.2. The mechanical and electricalsubsystems are coupled by the magnetic one. This coupling manifests in theelectromechanical actuator and proximity sensors. It results from Maxwell'sequations that describe the interactions between electric and magnetic �elds,and matter, to say, an electric charge is in�uenced by and produces electromag-netic �elds. Electrical engineering deals with control electronics, and along withcomputer science, it is closely related to modern control engineering. Controlengineering focuses on the mathematical modeling of the overall control sys-
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o v e r a l l  c o n t r o l  s y s t e mFigure 2.2: Overall AMB control systemtem and the analysis of its dynamic behavior. It uses control theory to buildthe controller that will cause the control plant to behave in a desired manner.The controller implementation issues are considered by computer (or more ap-propriately by computing) science, which applies the theoretical foundations ofinformation and computation in the digital control system.2.2 Mechanical subsystemIn a typical AMB rotor system, the mechanical subsystem consists of a rotor,AMB stators, axial disk, touch-down bearings, and integrated working part, forexample, couplings. An AMB rotor consists of a solid steel shaft (a solid ironcore made of Fe52 as depicted in Fig. 2.3), a stack of circular laminations pressedonto a sleeve and �tted to the shaft at the radial AMBs, a solid steel disk (maybe cut to prevent eddy currents) �tted radially and secured axially at the oneend of the shaft for the axial AMB, and a propeller coupling �tted radially and
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Figure 2.3: Shaft alonesecured axially at the other end of the shaft. In the absence of an electric motor,a propeller provides the means of rotation. At the shaft, on radial bearings, thinlaminations of electric steel are used to provide high magnetic permeability andlow eddy current losses. The strength of these laminations with respect to thecentrifugal forces limits the achievable peripheral speed to about 200 m/s. Thedisk at the axial bearing is not laminated. In the disk, the magnetic �eld is notalternating because of rotation, and therefore the induced eddy currents resultfrom alternating coil currents. Aluminum sleeves form surfaces for the positionmeasurements.The clearance between the auxiliary bearings and the rotor constitutes theactual operating position range. The connection of the shaft with some othermechanical parts can be accomplished by mechanical couplings at the ends ofthe shaft. The dimensions of the rotor used in the studied prototype can befound in Appendix B.1.In general, the radial AMB stator is similar to the one used in electricalmotors. It is built from the stack of laminations with slots and electromagnetcoils. The axial AMB stator is a solid steel toroidal disk having a C-cross-sectional shape; it hosts a double-acting thrust bearing.2.3 ActuatorsIn this study, the actuators comprise the switching ampli�ers and the electro-magnets. The ampli�er converts the control signals, namely control currents,into the electrical currents in the coils. These currents produce the magnetic�eld in the electromagnet, which in turn produces the magnetic force.2.3.1 ElectromagnetsFor multi-degree of freedom suspension system, we use radial and axial AMBsas electromechanical actuators. The radial bearing has a single-piece eight-
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Figure 2.4: Geometry of the studied radial bearing with its coils and currents,where ic,x, ic,y, ibias and χ are control currents associated with x and y axes,bias current and force acting angle, respectively.pole stator arranged into four horseshoe electromagnets. They are wound andconnected such that we have NSNS con�guration and four total coil currentsper radial bearing. By using the current biasing, the opposite electromagnetsare paired in order to provide two perpendicular force components, speci�callyin the direction of x and y axes, as in Fig. 2.4 and Fig. 2.5. With such anarrangement, there is, not much �ux coupling in the stator, which would resultin the force coupling between the x and y directions. As an alternative, an NNSScon�guration of the four horseshoe electromagnets would lower rotating lossesbut increase the force coupling (Antila, 1998), increase the iron saturation, anddecrease the maximal attainable magnetic force.In general, in the bearings with horseshoe electromagnets, the current con-trol is simple, but the minimal load capacity is lower (i.e., less e�cient use ofiron) compared with the bearings with independently controlled coils. As anillustration, in the eight-pole radial AMB with horseshoe electromagnets, theforce (e.g. in x direction) is generated only by the single electromagnet (twopoles). However, in the bearings with independently controlled coils, the forceis generated by the four electromagnets (four poles). Usually, the increased loadcapacity is not worth the expense. It requires twice as many power ampli�ersas the traditional solution.In the traditional stator con�guration (Fig. 2.4), the control of the forcescan be performed with only two control currents ic,x, ic,y. A constant premag-netization current, also called a bias current ibias ≤ 0.5 · imax is applied to allof the coils, where the total coil current is 0 ≤ i ≤ imax. The reason for such acontrol scheme, called a di�erential driving mode, is a nonlinear relation of theattractive magnetic force with respect to the current and displacement.The magnetic force phenomena can be explained with the help of Maxwell'sequation, namely the currents and changing electric �elds produce magnetic�elds
∇×H = J +

∂D

∂t
, (2.1)where H, J and D are the magnetic �eld strength, current density, and electric
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Figure 2.5: On the left, the main �ux paths are presented. On the right, the loadcapacity of the eight-pole radial bearing, with stator arranged into four horse-shoe electromagnets (NSNS con�guration), is indicated. The tip of maximalforce vector forms the perimeter of the rectangle.�ux density. Assuming no time dependence and applying the Kelvin-Stokestheorem, we obtain the integral form of Ampère's Circuital Law
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c

H · dl =

∫

S

J · dS. (2.2)The left-hand side integral of Eq. (2.2) is carried out along the closed �ux line
c, which de�nes the circumference of the area S. We consider the magneticcircuit of Fig. 1.1. The �ux travels through two media: iron and air, and the�ux density B = const is equal in both media. The magnetic circuit equationsare

lFeHFe + 2lairHair = Ni, (2.3)
lFe

B

µ0µFe
+ 2lair

B

µ0
= Ni, (2.4)where lFe, lair, µFe are the average length of �ux paths in iron, air, and therelative permeability of iron. Furthermore, assuming µFe � 1 the magnetizationof iron can be neglected, and the magnetic �ux density in the air-gap becomes

B = µ0
Ni

( lFe

µFe
+ 2lair)

≈ µ0
Ni

2lair
. (2.5)Now, having the �ux density, we can compute the �eld energy stored in theair-gap. Assuming linear magnetic circuit, the stored magnetic energy Wfe andco-energy Wce are equal. For a single horseshoe electromagnet, as in Fig. 1.1,and homogeneous �eld in the air-gap, the magnetic energy equals

Wce =

∫

V

H
∫

0

BdHdV =

∫

V

B
∫

0

HdBdV =
1

2µ0

∫

V

B2dV =
1

2µ0
B2Sair2lair, (2.6)



42 CHAPTER 2. AMB SYSTEM AS A MECHATRONIC PRODUCTwhere Sair is the cross-section area of a stator tooth tip. According to theprinciple of the virtual work, presented by Krause and Wasynczuk (1989), theforce equals the partial derivative of the magnetic co-energy Wce with respectto the virtual displacement l. The derivation of this relation is repeated inAppendix A.1. Using the previous solution for Wce, the magnetic force f canbe written as
f =

∂Wce

∂l
=
B2Sair cosχ

µ0
, (2.7)where, χ is the force acting angle (half the angle between the poles of an electro-magnet equals to π

8 ). Substituting magnetic �ux density (2.5) that neglects thee�ect of magnetization of iron gives the approximation of the attractive forcegenerated by the single electromagnet
f =

µ0N
2i2Sair cosχ

4l2air
. (2.8)The single horseshoe electromagnet generates only attractive force in one direc-tion.Considering the force that can act in opposite directions along the x or yaxis, generated by the pair of two opposite horseshoe electromagnets, yields

fx = f1,x − f2,x =
µ0N

2Sair cosχ

4

(

i21,x

(l0 − x)2
−

i22,x

(l0 + x)2

)

, (2.9)
fy = f1,y − f2,y =

µ0N
2Sair cosχ

4

(

i21,y

(l0 − y)2
−

i22,y

(l0 + y)2

)

, (2.10)where (x, y) represents the coordinates of the rotor center relative to the bearingcenter, respectively. Bearing in mind the nonlinear, attractive nature of themagnetic force, it is convenient to limit the coil currents i1, i2 and introduce abias linearization, e.g for fx

i1 = max(ibias + ic, 0), (2.11)
i2 = max(ibias − ic, 0), (2.12)

fx =
µ0N

2Sair cosχ

4

(

(ibias + ic,x)2

(l0 − x)2
− (ibias − ic,x)2

(l0 + x)2

)

, (2.13)where l0 and ibias are the nominal air-gap and the bias current, which is equalto or smaller than the half of the maximal coil current (ibias ≤ 0.5 · imax). Theforce relation, linearized about the operating point (x = 0, ic = 0), for twocoupled horseshoe electromagnets, becomes
fx = kiic,x + kxx, (2.14)

ki =
∂f

∂ic
|x=0, ic=0 =

µ0N
2Sairibias cosχ

l20
, (2.15)



2.3. ACTUATORS 43
kx =

∂f

∂x
|x=0, ic=0 =

µ0N
2Sairi

2
bias cosχ

l30
, (2.16)where ki and kx denote the current sti�ness (actuator gain) and position sti�-ness (perceived by a rotor as a negative open-loop sti�ness). In addition, theintroduced bias linearization provides a larger force slew rate (maximum possi-ble rate of change of a magnetic force), which in the operating point is doubled,in regard to the single magnet. Some authors even suggest to ignore the ef-fect of saturation (Knospe and Collins, 1996), when a high bias current is used.For single electromagnet, the current sti�ness and position sti�ness (linearizedabout the operating point) are equal to half of the values computed for twocoupled horseshoe electromagnets.The maximum force, which the single electromagnet can attain is assumedat the saturated silicon iron stator core Bsat ≈ 1.6 T, for the rotor remainingin the central position. Assuming the saturation occurring at the saturationcurrent ic + ibias = isat and using Eq. (2.7), the maximal force in terms ofbearing dimensions yields

fmax =
B2

satSair cosχ

µ0
≈ Lbrdr · 37

N

cm2
, (2.17)where µ0 = 4π ·10−7 NA−2, Lbr and dr are the bearing core length and the rotordiameter. For the eight-pole actuator, the load capacity varies with direction asshown in Fig. 2.5.2.3.2 Ampli�ersIn the actuator, the coils of the electromagnets are fed by the power ampli-�ers. The ampli�ers operate within the current control scheme, where thecontrol current is biased, as explained earlier, producing the reference current(iref = ibias ± ic). Then, a total coil current i is generated according to thereference signal by the power circuit using internal current control and currentfeedback as in Fig. 2.6. There are two types of power ampli�ers: linear andswitched power ampli�ers. In the simple case, the linear ampli�er is controlledby the current controller, which is just a proportional gain and the current feed-back. Such a linear ampli�er produces ripple-free current, but has high powerlosses. Therefore, almost all applications use switched power ampli�ers. Withthis type of ampli�ers, a better e�ciency is achieved, but we have to deal withelectromagnetic compatibility (EMC) issues. Another, but a small disadvan-tage of the switching ampli�ers is the ripple produced in the current and theremagnetization of the magnetic circuit, which it causes. This ripple decreaseswith an increased carrier frequency that leads to a shorter switching period.As the power circuit, we used a three-phase line-frequency diode recti�erto produce a DC link voltage and an H-bridge switching ampli�er (depictedin Fig. 2.7) to build the coil current. The switching pattern is produced withcarrier-based PWM (two carrier signals) and asymmetric regular sampling (atdouble carrier frequency) analogically to Holtz (1992) and Zhang and Karrer(1995). This PWM results in the unipolar switching scheme, described by Mo-han et al. (1995), where the output voltage changes between positive and zero,
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u m dFigure 2.7: Power circuit with H-bridge switching ampli�eror between zero and negative DC link voltage. In detail, the triangle carrier sig-nal utri (and its inverse) are compared with the reference voltage uref producedby the local current controller. This results in the following switching patternsfor the S1 and S2 transistors of the H-bridge ampli�er as in Fig. 2.7:S1: When uref > utri, the S1 is on.S2: When uref > −utri, the S2 is on.The PWM signals and currents resulting from this scheme, when a sinusoidal
uref is applied, are shown in Fig. 2.8 and Fig. 2.9, respectively.2.4 SensorsThe operation of the ampli�er depends on the current control and thus onthe quality of the measured current signal in the electromagnet. Similarly thequality of the position control is dependent on the measured position signal. Thepaired electromagnets are used to exert the magnetic forces on the suspendedrotor. For each pair, there are two measured current feedback signals, and oneposition feedback signal, provided to the inner current and outer position controlloops, respectively.2.4.1 Current transducersFor the current measurements, we used closed-loop (compensated) Hall-e�ectLEM transducers. The Hall e�ect was discovered by Edwin Hall in 1879. Hedescribed that placing a conductor (in his experiment a thin rectangle of gold)
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vFigure 2.10: Hall sensor � principle of operationthrough which a current was �owing into a perpendicular magnetic �eld, resultedin a voltage generated perpendicular to the current and the �eld.In fact, this phenomenon appears because of the Lorentz Force. The Lorentzforce vector fL acting on the single carrier electron is
fL = q(E + v ×B), (2.18)where q, E, v are the electron charge, electric �eld vector and velocity of theparticle vector, respectively. In the Hall sensor, the Lorentz Force is exerted onthe electrons and disturbs their distribution, as well as current �ow, as illus-trated in Fig. 2.10. The resulting potential di�erence across the output of theHall sensor is called the Hall voltage and it can be expressed as

uH =
iB

qnd
, (2.19)where i, n, and d are the current across the plate, the density of the carrierelectrons in the conductor, and the material thickness.The principle of operation of the closed-loop Hall-e�ect compensated currenttransducer (Cristaldi et al., 2001) is presented in Fig. 2.11. The transducerconsists of a thin plate conductor (a Hall generator) mounted in an air-gap ofa magnetic core, a secondary winding wound around the core, and a currentampli�er. The measured current called a primary current exerts the circularmagnetic �eld Bp on the magnetic core. The �eld is proportional to the primarycurrent and is sensed by the Hall generator, which produces the Hall voltage.The voltage is ampli�ed in the ampli�er that drives the coil with a secondarycurrent isd. The secondary current produces an opposing �eld Bsd to thatprovided by the primary one. Thus, the �ux in the core is compensated to zero.The relation between the ip and isd is

ip = Nsdisd, (2.20)where the Nsd is the number of turns in the secondary winding. The outputcurrent is changed into the voltage and scaled by selecting the appropriate shuntresistor Rsd connected between the ground and the coil. The voltage across thisresistor is the output signal.The closed-loop Hall-e�ect current sensors o�er good separation by interfac-ing between the current, magnetic �eld and current again. They are character-ized by a fast response, a high linearity, and a low temperature drift. Addition-ally, they are relatively immune to electrical noise. All these properties makethem suitable for AMB applications.
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R s dFigure 2.11: Schematic of a closed-loop Hall-e�ect compensated transducer2.4.2 Position sensorsIn order to provide stable electromagnetic suspension, the controller needs ac-curate information about the position of the suspended rotor. This position isprovided by the position sensors, which have to ful�ll speci�c requirements forthe given application; �rst they have to be contactless in nature, but also requiresuitable bandwidth, linearity, sensitivity, low susceptibility of noise, appropri-ate measuring range, and low cost. There is a high variety of position sensorswith di�erent operation principles: optical, ultrasonic, Hall e�ect, capacitive,inductive, and eddy current sensors. In fact, the accurate position sensors cancontribute signi�cantly to the overall cost of the magnetic suspension system;therefore they should be carefully selected or custom built (serial production).Based on the survey on sensors by Boehm et al. (1993), it seems that the mostversatile type of sensor in the short measuring range is the eddy current trans-ducer. Its main advantages are high resolution combined with a small physicalsize, temperature stability, small phase shift, and high dc stability. Its maindrawback is its high cost.A typical eddy current sensor system comprises a probe, which containstwo coils (an active coil and balance coil), and a driver (driving, demodulating,amplifying, and conditioning electronics). The structure and operation principleof such a sensor type are depicted in Fig. 2.12. In the eddy current sensors,as in the bearings, we can observe the electromagnetic interactions based onMaxwell's equations. Speci�cally the Maxwell equation in question is the onethat expresses Faraday's law of induction
∇×E = −∂B

∂t
. (2.21)In the sensor probe a high-frequency alternating current runs through the activecoil producing a high-frequency magnetic �eld. According to Faraday's law, thechanges of the magnetic �ux density on the surface of the conducting object (atarget), in the proximity of the coil, induce rotating electric �eld. The rotatingelectric �eld creates eddy currents in the direction opposite to the coil current,hence the magnetic �ux density is reduced and the energy is dissipated. The
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Figure 2.12: Eddy current transducer comprises the probe and driver. Thesensors probe consists of the active coil, with the alternating current at a highconstant frequency, typically about 1-2 MHz, and the balance coil.energy dissipation and the amplitude and phase of the oscillating current variesaccording to the distance of the target to be measured. This current is evaluatedelectronically in the sensor's driver providing the voltage signal proportional tothe measured clearance. The task of the balance coil is to balance the outputbridge circuit in the driver and to compensate temperature changes.The eddy currents are con�ned to a thin surface layer of the conductor onthe rotor. The inhomogeneities on the rotor surface add the noise to the signaland therefore decrease the e�ective sensitivity of the sensor. The sensitivity alsodepends on the properties of the measuring surface (i.e., conductivity, perme-ability) and is higher on aluminum than on steel. The high sensitivity is notenough if it is accompanied by a high susceptibility of noise, caused by powerswitches. The noise caused by the high-frequency electromagnetic �elds of theampli�ers can be neutralized by shielded sensors.The sensors should be carefully positioned and rigidly mounted. Each sensorcan be calibrated for gain and o�set; however, it is essential that the measuringrange requirements and proper measuring surface are ful�lled. In regard to themeasuring range, some extra margin is recommended owing to the previouslymentioned e�ective depth of the eddy currents in the rotor and the sensor'sresponse variations with di�erent target materials.2.4.3 Analog to digital convertersThe analog to digital converters are crucial for reliable operation of the AMBcontrol system. The measured continuous signals, which include currents andpositions have to be accurately converted to discrete digital numbers. The inputsignals to the ADCs, represented by the voltages, contain frequency componentsabove half the sampling rate. To attenuate these components, a low-pass �lter(anti-aliasing �lter) is placed ahead of the ADC input. A simple single-order�lter is feasible for this task. Additionally to the aforementioned measurements,the AMB controller also requires at least two bits from the speed encoder.



2.5. PROTOTYPING PLATFORM 492.5 Prototyping platformIn the prototyping platform, we use two radial bearings and one axial bearing,that is, �ve pairs of electromagnets to control magnetic suspension of the rotor.The technical details and dimensions of the bearings and the rotor used in thestudied prototype can be found in Appendix B.1. The total rotor mass is 46.2 kg.Using Eq. (2.17) and the dimensions of the bearings, the maximal staticforce load capacity of the radial bearing can be estimated as fmax ≈ 2 kN (atthe nominal air-gap). Alternatively, the more accurate estimate of the maximalbearing load capacity (which still does not resort to the complex numericalsolutions) may take into account the magnetization of the iron (Schweitzer et al.,2003). Equation (2.17) de�nes the load capacity of the studied radial bearingin the weakest direction. It assumes that the maximal radial force occurs at thecurrent isat that roughly can be determined from (2.5), as
isat ≈

2l0Bsat

µ0N
≈ 8.5 A, (2.22)where the magnetic air-gap length l0 is estimated for the rotor remaining in thecentral position (Appendix B.1). In Eq. (2.22), we assume such a Bsat that westill can neglect the e�ect of iron for the coil current i < isat (imax > isat). Inthis work, the maximal current imax = 10 A; it is the same for all used typesof bearings. In the thrust bearing, the imax is smaller than the isat ≈ 12.7 A.Therefore, it is safe to estimate the load capacity of the axial bearing fromEq. (2.8) as fmax ≈ 2.13 kN. In order to tackle the power losses in the ampli�ers,the reduced bias current was pre-selected ibias = 0.25 · imax = 2.5 A. This choicea�ects the current sti�ness ki and an open-loop gain, which becomes low at azero load. Additionaly, the possible rate of change of force decreases, comparedwith the non-reduced ibias. This can be observe by examining Fig. 3.13.At the beginning of this chapter, the AMB control system as a whole is pre-sented using the mechatronics Venn diagram and general associations with dif-ferent engineering �elds. The physical components of the particular prototypingplatform and their physical associations can be presented using the conceptualstatic model (according to Goma, 2000), which o�ers a more detailed physicalinsight to the studied system (Fig. 2.13 and Fig. 2.14).2.5.1 Control electronicsThe main components of the control electronics, apart from the processing units,of the prototyping control system were the following:1. The custom-built power circuit board, with the IGBT Semitop R©2 SK 30GAR 123 was used. The digital switching signals from the control unitwere delivered through the optically isolated gate drivers.2. For the current sensors we utilized ten closed-loop (compensated) Hall-e�ect LEM transducers (LA 25-NP).3. The position sensors, we used three single-channel DT3701 U1-A-C3, twodi�erential (two-channel) DT3703 U3-A-C3 and one single-channel CMSS68 eddy current displacement sensors from MICRO-EPSILON (used withthe radial suspension) and SKF R© (2003) (used with the axial suspension),
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2.5. PROTOTYPING PLATFORM 51respectively. The sensors used for the radial AMBs had aluminum sleevesattached on the steel shaft as the measurement surface, and the sensor forthe axial AMB had steel as the measurement surface. The arrangement ofthe sensors in the prototype, computing the rotor displacements in x andy axes and the calibration of the sensors are summarized in Appendix A.3.4. The measured signals are split in the signal splitters, and then they aresampled by two sets of ADCs, connected to two control platforms: FPGA-based, and a modular electronic control unit from dSPACE (dSPACEplatform). The ADC board that is a part of the dSPACE platform isDS2001, and the ADC board that is a part of the FPGA-based platformis custom-built.The selected, more detailed characteristics of the control electronics can befound in Appendix B.2.2.5.2 Processing unitsWhen building the control electronics for the studied system, we were lookingfor a solution, which would on the one hand provide the powerful and �exibleFPGA-based control platform, and on the other hand secure the means to easilytest and modify new algorithms. With this in mind, we combined a Memec'sdevelopment board containing a Xilinx's Virtex-II Pro FPGA with a dSPACEplatform that is traditionally used in control development. In such an arrangedprototyping platform, the control algorithms can be developed in a graphicalSimulink environment, then automatically compiled into the PowerPC processor(in dSPACE) and tested in the system in real-time. The FPGA provides atleast a PWM for the gate drivers, or more if it uses its own ADC board. TheMemec's development board comprises the Virtex-II Pro FPGA, which contains30816 logic cells (13696 slices) and two PowerPC 405 (32-bit implementation)embedded processor blocks.The dSPACE Inc. o�ers modular, commercial solutions for electronic controlunit software development; it is used for rapid control prototyping in a graph-ical Simulink environment. In particular, we used the DS1005-09 board, fromdSPACE, that contains its own PowerPCTM processor, capable of working inreal time. The DS4003 Digital I/O Board (96 TTL I/Os) served as an interfacebetween two control platforms. The selected FPGA contains two embedded32-bit microprocessor cores, and it enables �exible partitioning of the controlsoftware into the programmable hardware and microprocessor program. Thedevelopment of the control for the FPGA was carried out in VHDL, and thecontrol software development for the dSPACE platform was carried out in theSimulink environment.Apart from the already listed components, a control electronics featured suchcomponents as: host PC, custom-built power distribution board, and a custom-built interface board containing a SpartanTM-II FPGA interface between theVirtex-II FPGA and DS4003 board from dSPACE.The components of the control electronics and the Memec's FPGA boardare presented in Fig. 2.15.
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2.6. SUMMARY 532.6 SummaryIn this chapter, the principles of operation and components of a typical AMBsystem were presented. We can point out that the interrelationships in elec-tromagnetism described by Maxwell's equations are behind the principles ofgenerating magnetic force, eddy-current displacement sensors, and Hall-e�ectcurrent transducers. The knowledge necessary for building a successful controlfor AMB rotor system comes from di�erent �elds of engineering, constituting acomplex and challenging control problem. The control platform built and usedfor the purposes of this study was presented. In this work, we were not grantedthe comfort of the ready prototype, and instead we were restricted to an ad hoccustom modular design. Hence, the prototyping platform cannot be regarded asa single-chip, FPGA-based solution; however, this study can be, de facto, usedas a basis for such an integration.The integration of the processing units into a single chip is possible evenfor complex and sophisticated controllers, when the large FPGA devices areconsidered. The FPGA with embedded �oating-point DSP and embedded mi-croprocessor cores may host all the necessary control, including drivers for thesensors, ADCs, actuators, and user interfaces. Thus EMC problems caused byswitching devices do not disturb interchip or interboard communication. Sucha one-board, one-chip solution makes possible a decrease in cost, and space.As for the widely understood reliability issues, which include EMC and de-bugging capabilities, they are not considered in detail, in this work, but canbe found, for example, in the works of Wassermann et al. (2003), Schulz et al.(2006), and in Publication VI, respectively.
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Chapter 3AMB system modelingBefore formulating the appropriate controller for the AMB rotor system, wehave to build a suitable system model. First, the components of the system:the rotor, sensors with low-pass �lters, and ampli�ers are modeled. Then, theoverall model of the system is formed using the standard state-space representa-tion. The chapter also contains a brief introduction to the very basics of rotordiscretization methods and modeling of the electromechanical characteristics ofAMB.3.1 Rigid rotorAs mentioned in the introduction, we may use di�erent strategies when designingthe controller. Whether we need a more or less accurate plant model for thecontroller synthesis is determined by the centralized or decentralized controlstrategy. Whatever the controller, it requires veri�cation by simulations withan even more detailed plant model.In the simplest case, we can model the rotor as two point masses, at thelocations of two radial bearings. We recall Newton's Second Law written as adi�erential equation f = d(mv)/dt, that is, the net force on a point mass isproportional to the rate of change of its linear momentum in time. Assumingthe constant mass and the linear transfer function of a magnetic bearing (2.14),the net bearing force acting in the x direction becomes
f = mẍ = kiic + kxx. (3.1)In this way, when describing the suspension in z direction, the 1-DOF axiallysuspended rotor model is formed. When a radial suspension in x and y directionsis considered, the use of Eq. (3.1) results in the rotor model described by fourindependent 1-DOF equations. A slightly more complex alternative solution isa 2-DOF model that introduces the coupling of transversal motion of the centerof gravity with tilting motion.
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Figure 3.1: Rigid rotor can be modeled using a 2-DOF model, where dA and dBmark the locations of the radial bearings measured in z direction.3.1.1 Rigid rotor 2-DOF modelFor the rigid rotors with a relatively weak gyroscopic e�ect1, we can modelthe symmetrical rotor using the 2-DOF model as presented in Fig. 3.1. Themodel can be described using two state variables x and βy, which represent thetransversal motion and tilting motion (about y axis) of the rotor, in a (x, z )plane. The model in the matrix notation is
M ẍ = f = T 1Kxxb + T 1Kiic, (3.2)

M =

[

m 0
0 Iy

]

, Kx =

[

kx 0
0 kx

]

, Ki =

[

ki 0
0 ki

]

, (3.3)
x =

[

x
βy

]

, xb =

[

xA

xB

]

, ic =

[

ic,A

ic,B

]

, T 1 =

[

1 1
dA dB

]

, (3.4)where the Iy , T 1, dA and dB represent the transversal moment of inertia aboutthe y axis, the transformation of the forces generated by the bearings to thecenter of gravity f = T 1fb and the locations of the radial bearings measuredin the z direction (distance dA is negative), respectively. The M , Kx and Kidenote the mass matrix, position sti�ness matrix and current sti�ness matrix,respectively. The currents ic,A and ic,B refer to the electromagnets, which exertthe forces acting in the (x, z ) plane. The subscripts A and B refer to the di�erentrotor ends as explained in Fig. 3.1. In Eq. (3.2), the generalized force vector
f represents the bearing forces (the force in the x direction and torque in they direction). In a general case, it denotes the sum of the bearing forces, loadforces and disturbance forces.In order to simplify the force calculation, it is practical to use the currentsand displacements related to the bearings ic,A, ic,B, xA, xB instead of variablesrelated to the center of gravity x, βy. The system transformed to the bearingcoordinates yields

Mbẍb = fb = Kxxb + Kiic, (3.5)1If Iz/Ix > 1 the rotor is usually referred to as highly gyroscopic rotor (disk). If Iz/Ix < 1the rotor is referred to as a long rotor; and for the rotors with Iz/Ix � 1, the gyroscopic e�ectcan be very weak. The moments Iz and Ix are rotational moment of inertia (polar momentof inertia) and transversal moment of inertia (equatorial moment of inertia), respectively.
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Mb = T T

2 MT 2, T T
2 = T−1

1 , (3.6)where matrix T 2 is invertible and it enables the transformation of the bearingvariables to the variables related to the center of gravity x = T 2xb. Thisrelation is called a congruent transformation (equivalence relation2), and thereal matrices M and Mb are called congruent matrices. The transformationmatrix T 1 is obtained by assuming small values for βx and βy.In this model, the (x, z ) and (y, z ) planes can be considered individually andthe rotor is described with two uncoupled 2-DOF equations (3.5). Going stillsomewhat further with the complexity of the model, we can add a gyroscopiccoupling between the two planes.3.1.2 Rigid rotor 4-DOF modelThe gyroscopic e�ect should be considered when the rotors, with high rotationalspeed or substantial Iz/Ix ratio, are modeled. For the radial suspension and thevariables x = [x, βy, y, −βx]
T in the 4-DOF model of the symmetrical disk, theequations of motion can be written as

M ẍ + ΩGẋ = f . (3.7)Now, the mass matrix M , the gyroscopic matrix G, and the generalized forcevector f applied at the center of gravity are
M =









m 0 0 0
0 Iy 0 0
0 0 m 0
0 0 0 Ix









, G =









0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0









Iz , f =









fx

Θy

fy

−Θx









, (3.8)where the Ω, Iz and Θ denote the rotational speed, the rotational momentof inertia about the z axis, and the torque (moment about x or y axes), as inFig. 3.2. Because of the assumed rotational symmetry of the rotor body Ix = Iy .In the 4-DOF model, the (x, z ) and (y, z ) planes are coupled by the G matrix.For example, the torque applied perpendicular to the axis of rotation (i.e., zaxis), and for that reason to the angular momentum La,z = IzΩ, results in aangular velocity perpendicular to both. This angular velocity is given by thecross product Θ = (β̇)× La,z . As an illustration, in Fig. 3.3, the torque Θx isapplied to the rotor. A non-rotating rotor would only turn about x axis. If arotor is spinning (with an angular speed Ω), the longitudinal axis of the rotor(de�ned by the direction between end-A and end-B) moves into the direction ofthe overturning moment Θx. Hence, the rotor also turns about y axis.Similarly to the 2-DOF, the 4-DOF system transformed to the bearing co-ordinates yields
Mbẍb + Gbẋb = fb, (3.9)

Mb = T T
2 MT 2, Gb = T T

2 GT 2, (3.10)2A congruence relation may change the eigenvalues of a matrix but it cannot change thesigns of the eigenvalues
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Figure 3.2: Rigid rotor can be modeled using 4-DOF model, where the (x, z )and (y, z ) planes are coupled by the gyroscopic e�ect.
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Figure 3.3: Angular moment in spinning rotor Θx = dLa,x/dt, where for smallangular displacement βy the angular momentum La,x = Ixβ̇x + IzΩβy.



3.2. FLEXIBLE ROTOR 59where the bearing variables now are xb = [xA, xB, yA, yB]
T, the control currentsare ic = [ic,x,A, ic,x,B, ic,y,A, ic,y,B]

T and the transformation matrix T 2 is
T 2 =

1

dB − dA









dB −dA 0 0
−1 1 0 0
0 0 dB −dA

0 0 −1 1









. (3.11)3.2 Flexible rotorIn practice, �exible rotors require more complex models and are approximatedby higher-order multi-degree of freedom (MDOF) models. The continuous �ex-ible structure can be approximated as an MDOF discrete system using di�erentdiscretization principles. Before describing the �exible rotor model used in thiswork, a brief general introduction to the discretization process itself and themodel construction is given. A more comprehensive treatment of the dynamicsof rotating systems, discretization, and FEM methods are presented by Genta(2005), Chen and Gunter (2005) and also by Yamamoto and Ishida (2001).3.2.1 Discretization techniquesAccording to Genta (2005), three di�erent classes of the discretization tech-niques can be distinguished. The �rst class of the discretization techniquescomprises assumed mode methods. These methods assume that the de�ectedshape of a continuous elastic body is a linear combination of M arbitrary modeshape functions φk(x) (for k ∈ [1, M ]) of the space coordinates x. As an exam-ple, the de�ection yj of a speci�c point of the body (in the undeformed bodythe point xj ∈ V , where the V is the spatial volume occupied by the body) attime t can be expressed in terms of the assumed φk(xj) and modal amplitudes
ηk(t) as

yj(xj , t) =
M
∑

k=1

φk(xj)ηk(t), (3.12)where ηk can be considered as the modal coordinates. Furthermore, we assumethat the displacement of the structure is measured at the P discrete points(nodes) x = xj (for j ∈ [1, P ]) and therefore the measurement vector �eld is
yT =

[

∑M
k=1 φk(x1)ηk(t) ...

∑M
k=1 φk(xP )ηk(t)

]

. (3.13)In the matrix notation, Eq. (3.13) can be expressed as
y = Φη, (3.14)where

Φ =







φ1(x1) · · · φM (x1)... . . . ...
φ1(xP ) · · · φM (xP )






, η =







η1...
ηM






. (3.15)



60 CHAPTER 3. AMB SYSTEM MODELINGFrom the obtained displacement �eld, the expressions of the kinetic, potential,and dissipation energies can be obtained. The total kinetic energy of the sys-tem (with the positive and de�nite mass matrix, that is, for instance, for realsymmetric matrix M and for all non-zero real vectors η̇, η̇TMη̇ > 0) is ex-pressed in terms of the generalized coordinates η and generalized velocities η̇as WT = WT (η, η̇) . The potential energy is expressed in terms of the general-ized coordinates only WV = WV (η) and the dissipation energy depends on thegeneralized velocities only WP = WP (η̇). In general, for our purposes, theseexpressions can be expressed as
WT =

1

2
η̇TMη̇, WV =

1

2
ηTKMη, WP =

1

2
η̇TCMη̇, (3.16)where KM and CM are the general sti�ness matrix and general damping matrixthat consists of a skew-symmetric gyroscopic matrix G (GT = −G) and asymmetric damping matrix DM. The M , KM and CM are of order M andthey depend on the inertial and elastic properties of the system. Now, theequations of motion can be computed using Lagrange's equation. Lagrange'sequation for a particular DOF (associated with the ηk) can be written

d

dt

(

∂WT

∂η̇k

)

− ∂WT

∂ηk
+
∂WP

∂η̇k
+
∂WV

∂ηk
= fk, (3.17)where

fk =
P
∑

j=1

fjφk(xj) (3.18)is the modal force equal to the sum of the discrete force components fj appliedat each node (xj). The equations of motion, in modal coordinates η, derivedfrom Lagrange's equations for the rotational speed Ω can be written in thematrix form
Mη̈ + (DM + ΩG) η̇ + KMη = f . (3.19)The second group of the discretization techniques are lumped-parametermethods. In these methods, the physical structure is divided into a number ofrigid bodies connected by massless �elds that possess the elastic and dampingproperties. Here, the generalized coordinates are de�ned by the displacementsof the rigid bodies. Furthermore, using the same application of Newton's Sec-ond Law as for the 1-DOF model, we can compose a M -DOF model. The Mand f are written directly using the engineering judgment. However, for com-plex structures, obtaining the KM matrix is di�cult. Therefore, the lumped-parameter methods often resort to �nite element methods (FEMs) to computethe sti�ness matrix.The third most versatile class of the discretization techniques are FEMs(also assumed modes are usually derived using FEM), which are based on thesubdivision of the structure into �nite elements. Each element has its own setof DOF associated with the discrete nodes. Inside each element, similarly asin the assumed mode method, the displacement w(x, t) is approximated bythe usually linear combination of the shape functions (Eq. 3.13), where η arenow the generalized coordinates of the particular element. The shape functions

φk are arbitrary but must satisfy a number of conditions, particularly to be



3.2. FLEXIBLE ROTOR 61continuous and derivable, and they have to match the shape of the neighboringelements. The neighboring elements share the nodes placed at the side of theelements. For each element, the equations of motion can be written analogicallyas for the assumed modes method. Next, the complete set of equations has tobe assembled. In the case of the rotor modeling, the disk and beam elementscan be used; if their reference frames coincide with the global reference frame,no coordinate transformations from the local to the global reference frames arerequired. Now, the generalized coordinate vector ηg contains all the coordinatesof various elements and the global M g, K
g
M and C

g
M are formed by adding eachterm of the matrices of all �nite elements in the correct place.3.2.2 Flexible rotor modelIn this work, the continuous elastic rotor and the laminations are modeled usingthe beam �nite elements, which are based on the Timoshenko beams, and therigid disks. For both elements, the analysis focuses on the lateral vibrations,and therefore the axial and torsional degrees of freedom are not considered.The rigid disks are prismatic (properties of all cross sections are equal),homogeneous, straight, and untwisted (the principal axes of elasticity are equallydirected in space). Each disk assumes a lumped mass matrix, comprises fourDOF, and is analogous to the 4-DOF rotor model described in subsection 3.1.2.However, in order to unify the description of all the elements, the vector ofthe nodal displacements, the generalized coordinates of the only node of theelement, is η = [x, y, βx, βy]T and the M , G, f are modi�ed appropriately as

M =









m 0 0 0
0 m 0 0
0 0 Ix 0
0 0 0 Iy









, G =









0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0









Iz , f =









fx

fy

Θx

Θy









. (3.20)The beam elements are prismatic and homogeneous beams, as presented inFig. 3.4, that account for the shear deformation in the beam element transverse(radial) direction. Speci�cally, in the approach used the shear e�ect is includedin the shape functions (Chen and Gunter, 2005). Each beam element has twonodes located at the ends of the beam, and each node has four DOF. The vectorof the generalized coordinates of the element, is
η = [x1, y1, βx,1, βy,1, x2, y2, βx,2, βy,2]

T
. (3.21)It describes the time-dependent displacements of the end-points of the �niteshaft element. With this de�nition, the generalized displacement of an internalpoint of the element placed on the z axis (center line) can be expressed byinterpolation, using Eq. (3.13) as









x(z, t)
y(z, t)
βx(z, t)
βy(z, t)









= Φ(z)η(t), (3.22)where the shape function matrix Φ consists of translational and rotational in-terpolation shape functions of the Timoshenko beam. Each column of the Φ
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Figure 3.4: Beam element and coordinatesis an individual shape function vector, which represents the mode associatedwith a unit displacement of one of the coordinates of one of the nodes. Uti-lizing the derivations from the literature, the shape functions and energies canbe computed, according to Chen and Gunter (2005), for each �nite element.Then, as stated earlier, the equations of motion for the particular elements canbe computed, and after that, the equations of motion for the complete systemare assembled.In the complete system, we may assume only the displacement at the nodes.The complete system is expressed in the global coordinate system; now a newdisplacement vector has all the node displacements of all the elements as itscomponents, namely for P nodes, each with the local j -th displacement vectors
ηj , the global displacement vector is ηg =

[

η1 ... ηP

]T. Such a straightfor-ward transformation is possible because the displacements in the correspondingaxes in the local and global systems have the same magnitudes and directions.The complete rotor system is described by
M gη̈g + (Dg

M + ΩGg) η̇g + Kgηg = fg, (3.23)where the global mass, damping, gyroscopic and sti�ness matrices are obtainedas explained earlier. Equation (3.23) features many DOF, it is coupled and thusnot practical for control engineering purposes.3.2.3 Reduction of the number of degrees of freedomIn practical control problems, only a limited number of degrees of freedom isusually required. The number of DOF in the derived model can be reduced bymodal decomposition and then truncation of high-frequency modes. In the caseof the symmetric positive de�nite matrices, the method leads to an uncoupledsystem in the familiar form of Eq. (3.13), where the measurement vector rep-resents the physical coordinates. In other words, the center-line of the rotor,determined by the aforementioned measurement vector, is a linear combinationof the mode shape functions, weighted by the modal weights. The principle of



3.2. FLEXIBLE ROTOR 63the method is as follows.First, the M (where M equals to the number of DOF) independent normalmode shape functions (eigenvectors) and corresponding critical speeds (eigen-values) are obtained by solving theM -DOF eigenvalue problem. We assume thefree-free vibrations of the undamped system (Eq. 3.23), which is considered for
Ω = 0. The critical speeds of the system, at which the self-excited vibrationsoccur, can be found by solving the following generalized eigenvalue problem

[

Kg − ω2
kMg

]

φm
k = 0, (3.24)where ωk, φm

k are M critical speeds and corresponding mode shape functions,respectively. The system's self-excited vibrations are equal to the superpositionof the global displacements as
ηg

k(t) = φm
k · cos(ωkt+ ςk), (3.25)where ςk is the arbitrary phase angle. In physical systems, the matrix Kg issymmetric, real, and positive semide�nite (all of whose eigenvalues are non-negative). The matrix Mg is symmetric, real, and positive de�nite. Therefore,critical speeds and mode shape functions are real. Furthermore, mode shapefunctions, which correspond to di�erent critical speeds are orthogonal. In con-trol engineering, it is a common practice to obtain an orthonormal set of eigen-vectors (orthogonal and with unit length) for the mass-weighted sti�ness matrix(mass matrix becomes identity matrix). This may o�er certain advantages incontrol engineering, albeit the physical meaning of parameters and variables islost. Here we use a di�erent procedure.Second, in order to preserve the physical meaning of the system's parametersand variables we follow Lantto (1997), and we de�ne the matrix of the modeshape functions as consisting of the rigid body mode and �exible mode shapefunctions as Φm =

[

Φm
rigid, Φ

m
flex

]. The order of the system is reduced by usingthe Φm
flex that consists of the mode shape functions φm

k , arranged in the matrixaccording to the ascending critical speeds ωk, and then truncated. In Φm
flex =

[

φm
5 ... φm

4+M2

]

, only M2 low-frequency �exible mode shape functions areretained, from the original M ones (also zero-frequency rigid modes, obtainedfrom the eigenvalue problem, are dropped). We de�ne new orthogonal zero-frequency rigid body mode shape functions Φm
rigid =

[

φm
1 ... φm

4

] as
[

φm
1 φm

2

]

=

[

1 0 0 0 · · · 1 0 0 0
0 1 0 0 · · · 0 1 0 0

]T

, (3.26)
[

φm
3 φm

4

]

=

[

0 −z1 1 0 · · · 0 −zM 1 0
z1 0 0 1 · · · zM 0 0 1

]T

+
[

z0φ
m
2 −z0φm

1

]

,where φm
1 , φm

2 , φm
3 , φm

4 , zk, z0 correspond to the transversal motion (in x andy axis), tilting motion (about x and y axis), location of k -th node, and locationof the center of gravity of the rotor. In addition, to add some physical meaningto the displacements that result from the �exible modes, the Φm
flex is scaled insuch a way that the maximal displacement (resulting from the same mode) inx or y direction is equal to the unit modal weight (1 m).



64 CHAPTER 3. AMB SYSTEM MODELINGNow, it is possible to relate the physical displacement vector ηg and themodal coordinates ηm as
ηg = Φmηm. (3.27)Equation (3.27) is the approximation after truncation of high-frequency modes,hence it neglects high-frequency dynamics. The set of reduced and decomposed(coupled only by Gm matrix) equations of motion for the studied system in themodal coordinates and in the generalized form are

Mmη̈m + (Dm
M + ΩGm) η̇m + Kmηm = fm, (3.28)where the modal matrices and modal vector of forces are

Mm = (Φm)TM gΦm, Dm
M = (Φm)TD

g
MΦm, (3.29)

Gm = (Φm)TGgΦm, Km = (Φm)TKgΦm, (3.30)
fm = (Φm)Tfg. (3.31)In Eq. (3.28), the diagonal matrices Mm, Km and the skew-symmetric Gm areobtained from the FEM model. However, the damping matrix Dm

M, which forthe system decoupling is assumed to be sti�ness-proportional, is obtained fromthe measured damping.The damping factors and critical speeds of the few lowest bending modescan be measured using modal analysis. The damping is measured in relation tothe critical damping (ζk = 1). Therefore, the damping element dm
M,k in the k -thDOF governing equation of form

mm
k η̈

m
k + dm

M,kη̇
m
k + km

M,kη
m
k = 0, (3.32)which is equivalent to

η̈m
k + 2ζkωkη̇

m
k + ω2

kη
m
k = 0, (3.33)is determined as dm

M,k = 2ζkk
m
M,k/ωk. The damping factors for the higher-frequency modes, which cannot be measured, has to be estimated. Usually, forhigh-frequency modes, ζ increases (up to the critical value) when the frequencyis increased. However, the estimation of ζ is uncertain.Equation (3.28) consists of the rigid body modes and the selected numberof distinct slightly damped oscillators, which represent the �exible modes. Aspreviously stated, k-th oscillator describes the free vibration of the mode shapefunction φm

k . The corresponding oscillator has complex poles sk = −σk±jωd,k =

−ζkωk± jωk

√

1− ζ2
k and, as it represents the under-damped case, its vibrationdecays as ηk ∼ e−σkt cos(ωd,kt+ ςk).Usually, four to ten modes with the lowest critical speeds are su�cient foraccurate representation of the �exible rotor. The reduced mode shape functionsmatrix can be corrected by modal correction; also the FEM model can be iter-atively corrected until the di�erences between the experimental modal analysisand the model are small enough.The presented models assume that the axial motion is independent from theradial one. The axial motion is modeled as the motion of the point mass.
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P = 32 nodes, located on the rotor's axis of symmetry (z axis); this correspondsto 128-DOF system. The rotor shape with the locations of its most importantnodes (beginning of the shaft, location of axial disk, sensors � white circles,radial actuators � black triangles, end of the shaft) and the location of thecenter of the mass, is presented in Fig. 3.5.The damping factors and critical speeds of the three lowest bending modesof the rotor were measured using Brüer's & Kjeær's mode analyzer. The resultsfor the damping and critical speeds are presented in Table 3.1. The damping ofthe �exible modes for the complete rotor is higher than for the rotor withoutcouplings, as presented in Publication IV, the �rst three free-free frequencies ofthe shaft alone are 343, 653, 1154 Hz. As the damping of the high-frequencymodes, which are not measured, is unknown, it is estimated as in a worst-casescenario (ζk>3 ≈ 0.001).The rigid body modes and the �rst three �exible mode shape functions ofthe rotor model are presented in Fig. 3.5 and Fig. 3.6, respectively. In general,as can be seen in Fig. 3.6, the nodes of the mode shape functions are close tothe location of bearings and sensors. In Fig. 3.7, the complete rotor, that is,the shaft, radial AMB laminations and couplings, under the modal analysis, ispresented.
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Mode 1, f =260.3 Hz
Mode 2, f =539.0 Hz
Mode 3, f =951.8 Hz

end−A end−B Figure 3.6: Sketch of the rotor model and the mode shapes of the �rst threelow-frequency �exible modes, in (y, z ) plane, are depicted. The mode shapes aremultiplied by 0.2 in order to �t into the same �gure as the rotor. The locationsof the actuators and sensors are indicated with red and green stars, respectively.The rotor is at rest, i.e., there are no external forces, under free-free support,and Ω = 0.

Figure 3.7: Complete rotor, under the modal analysis, consists of the shaft,axial disk, propeller coupling, AMB laminations �tted with aluminum sleeves,and additional aluminum sleeves for the position measurements.



3.3. MODELING OF ACTUATORS 673.3 Modeling of actuatorsAs has been shown, the mechanical subsystem can be modeled quite accurately;while, on the contrary, similarly accurate modeling of the nonlinear electromag-netic actuators is more di�cult. In the analytical derivation of the magneticforce presented in subsection 2.3.1, we assume a linear magnetic circuit, neglectthe leakage �uxes and magnetization of the iron. What is more, by writingEq. (2.14) in the synthesis of the linear controller, we assume a linear relationbetween current and force. However, as argued by Polajzer et al. (2004), thenonlinearities of the magnetic force can be considerable, and hence they candegrade the performance of the control. Therefore, accurate electromechanicalcharacteristics of the AMB are required to validate the controller and eventuallyto compensate the nonlinearities. Such accurate characteristics can be obtainedusing numerical methods.3.3.1 Electromechanical characteristics of radial AMBsThe performance characteristics of radial AMBs were studied using a reluctancenetwork method (RNM) by Pöllänen et al. (2005). This work took into accountthe magnetic saturation, cross coupling and leakage �ux over the stator slots.The method was veri�ed by comparing it with very accurate three-dimensionalFEM analysis and experimental results (Nerg et al., 2005). The RNM pro-vided a su�cient accuracy compared with FEM, yet it was less computationallyintensive.In the RNM, Maxwell's �eld equations are used to build a set of magnetic cir-cuit equations. First, using Ampère's Circuital Law (2.2) introduced previously,the magnetic �ux loops are described as
∑

j

Hk,j lk,j = Nkik, (3.34)where Nkik are the magnetomotive forces (mmf) that cause �ux in the k -thloop, which consists of j = 1 to M branches, of the circuit. Second, Gauss'Law for magnetism ∇ · B = 0 is used to describe the conservation of �ux inthe nodes of the magnetic circuit. The RNM of a single electromagnet of theradial AMB is depicted in Fig. 3.8. As now the simplifying assumptions of theforce derivations from subsection 2.3.1 are no longer valid, we can obtain thegeneralized set of the nonlinear equations in the matrix form
T<(Φm)T TΦml = N i, (3.35)where <, Φm, Φml, T , N and i are the diagonal reluctance matrix, the vec-tor of branch �uxes, the vector of loop �uxes, the loop-set matrix (relates thebranch �uxes to loop �uxes), the linkage matrix, and the vector of coil currents,respectively. The reluctances of the air-gaps are of the form
<j =

(l0 − xj)

µ0Sair
, (3.36)where xj is the deviation of the length of the j -th air-gap from the nominal
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Figure 3.8: RNM of a single horseshoe electromagnet of the radial AMBair-gap. In general, the initial values of the volume reluctances are of the form
<j =

lj
µ0µjSj

, (3.37)where lj, µj and Sj are the length of the j -th volume element, its relativepermeability and area, respectively. The reluctances of the iron are updatedaccording to the material B -H diagram, between the iteration steps, as
<j = Hj (Bj)

lj
Φm,j

, (3.38)where Φm,j is the �ux in the j -th branch. In Eq. (3.35), the �uxes are solvediteratively using a Newton-Raphson algorithm. Finally, from the �eld solution,the static electromagnetic characteristics of the radial AMB can be obtained.Similarly to the simpli�ed force derivations, the accurate force characteristicsare calculated using the magnetic energy as
Wfe =

∫

V

B
∫

0

HdBdV =

∫

Φm

0

ΦT
m<dΦm =

1

2
ΦT

m<Φm, (3.39)and the principles of the virtual work, with respect to the virtual displacement
x as

f = −∂Wfe

∂x
= −1

2
ΦT

m

∂<

∂x
Φm. (3.40)The detailed derivation of Eq. (3.39) can be found in Appendix A.2. The dy-namic inductance matrix Ldyn, containing self and mutual inductances, can becalculated from the �ux linkage as Ldyn = ∂Ψ/∂i, where Ψ is the vector of coil�ux linkages.The force characteristics of a single horseshoe electromagnet versus the coilcurrent and position (for the reduced premagnetization current ibias = 2.5 A,when the maximum total coil current imax = 10 A) obtained by the RNM aredepicted in Fig. 3.9. The linearized force characteristics of two paired horseshoe
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Figure 3.9: Force characteristics of single electromagnet as a function of the coilcurrent and displacement in the x and y planes.electromagnets are presented in Fig. 3.10. The obtained inductance of the sin-gle electromagnet as a function of the coil current and the rotor displacement isshown in Fig. 3.11. The presented three-dimensional magnetic force and induc-tance �elds can be used in simulations and for the control purposes, providedthat they are combined with a computationally non-intensive look-up table andpolynomial interpolations (Publication V).The comparison of the force-�eld relation measured in the prototype withthe one obtained with the RNM is presented in Fig. 3.12. The weight of therotor was used as a counterforce for the magnetic forces. The measurementswere carried out within the available clearances, for stable operation rangesunder the closed-loop control.We refer those readers interested in a more detailed study of the RNM toAntila (1998) and Pöllänen et al. (2005).3.3.2 Characteristics of axial AMBsFor the axial magnetic bearing, as discussed in section 2.5, the isat < imax, andtherefore, when modeling the magnetic force, we can use Eq. (2.9) (more safelythan with the radial bearing). The linearized force characteristics of the axialelectromagnet as a function of control current at the nominal air-gap, and as afunction of position at the bias current, are shown in Fig. 3.13.3.3.3 Actuator dynamicsThe bearing dynamics are examined using the voltage equation of the coil ofa single electromagnet. The voltage of the coil u equals to the voltage dropaccording to Ohm's Law Ri plus the change of the �ux linkage in time.
u =

dψ

dt
+Ri =

∂ψ

∂i

di

dt
+
∂ψ

∂x

dx

dt
+Ri. (3.41)
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72 CHAPTER 3. AMB SYSTEM MODELINGConsidering the displacement of the rotor in x direction (toward the electromag-net with the inductance L), and using the dynamic inductance, de�ned earlier,the voltage equation can be written as
u = Ldyn

di

dt
+ i

dL

dx

dx

dt
+Ri = Ldyn

di

dt
+ ku

dx

dt
+Ri. (3.42)Here, we introduce the �ux linkage ψ = Li and the velocity-induced voltage

kuẋ (or motion-induced back electromotive force). The inductance of a singlehorseshoe electromagnet (in the operating point, i.e., x = 0, and when themagnetization of the iron is neglected) can be computed using the �ux densityin the air-gap (2.5) or reluctance of the air-gap (3.36) as
L = NSair

dB

di
=

N2

2<air
=
µ0N

2Sair

2(l0 − x)
. (3.43)Hence, using this result, comparing with Eq. (2.8), and (2.15), the velocity-induced voltage coe�cient may be approximated as

ku = i
dL

dx
=
µ0N

2iSair

2(l0 − x)2
≈ 1

2
ki. (3.44)The same result may be obtained from (2.5) and directly from the partial deriva-tive of the �ux linkage ψ with respect to the air-gap. In the operating point, the

ku equals the current sti�ness of the single electromagnet that is half of the ki(the current sti�ness of two paired, opposite electromagnets in the di�erentialdriving mode). If a more accurate model for ku is required, it could be obtainedby building the look-up table from the dynamic inductance.We recall that we assumed a current-controlled AMBs with the biased controlcurrents iref = max(ibias ± ic, 0). In the system, the input to the actuatorsconsists of four radial reference currents and one axial one. Most often, in eachactuator, an independently controlled current loop is built using a proportionalcontroller as
uref = GP (iref − im) , (3.45)where uref , GP, and im are the reference voltage, the proportional gain, and themeasured coil current i, respectively. When analyzing the dynamics of the innercurrent closed-loop, it is typical (e.g. Schweitzer et al., 2003, Lantto, 1999, andLarsonneur, 1990) to simplify the problem by neglecting the velocity-inducedvoltage. This is possible because of its relatively insigni�cant magnitude, com-pared with the voltage of the coil. Additionally, the ku introduces the derivativethat has a stabilizing e�ect; it counteracts the e�ect of the negative position sti�-ness. Furthermore, it is typical that the resistance of the coil is small and couldbe neglected. With all these assumptions and utilizing (3.42), and (3.45), thesimplest approximation of the closed-loop dynamics becomes

Gcl(s) =
im
iref
≈ GP

sL+GP
=

1

sτcl + 1
, (3.46)where τcl is the closed-loop time constant.The more detailed model includes the PWM delay. The PWM delay can beapproximated using a shift in time in the Laplace domain and di�erent seriesexpansions, for example Maclaurin (for low-order approximation), which yields
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Figure 3.14: Actuator block diagram model comprises the force �eld (with thecurrent sti�ness ki and position sti�ness kx), LR circuit, switched ampli�ermodeled as the delay, and internal current controller, where GP and GF indicatethe proportional controller gain and feedforward controller gain, respectively.
esξ ≈ 1 + sξ +

(sξ)2

2!
+ ...+

(sξ)n

n!
+ ..., (3.47)where ξ is the time shift in seconds. We can use (3.47) for the linear timeinvariant models (like state-variable form and transfer functions). For example,a second-order approximation of a delay is esξ ≈ 1/[s2T 2

md/4 + sTmd/2 + 1].In Matlab Simulink we can utilize a Transport Delay block, for PWM delayto provide much shorter simulation times compared with the switching models(Wurmsdobler, 1997). The �rst-order Maclaurin approximation corresponds tothe �rst-order (0/1) Padé approximation (Franklin et al., 1998). For the delay
ξ = −Tmd/2 this �rst-order approximation, as the transfer function, yields

Gdel(s) ≈ esξ ≈ exp0/1 (sξ) =
1

1− sξ =
1

sTmd

2 + 1
, (3.48)where Tmd is the average modulation delay that equals half of the modulationperiod owing to the asymmetric regular sampling.Finally, the slightly more detailed approximation of the current controlclosed-loop dynamics is

Gcl(s) ≈
GPGdel(s)

sL+R+GPGdel(s)
. (3.49)The voltage relation together with the force relation (2.14), internal currentcontroller and PWM delay form the complete actuator model, as presentedin Fig. 3.14, where the feedforward controller gain compensates the resistivevoltage drop.The schematic of load capacity limitations of the AMB actuator is presentedin Fig. 3.15. The maximum force of the bearing system is determined by themaximum coil current fmax = F (imax). The maximum constant coil current isdetermined by the values of the resistance R and available DC link voltage uDC(iDC,max = uDC/R). However, usually this limit is high and thus theoretical.In practice, the maximum force for the continuous operation is limited by thecoil temperature limit. Typically, the coil temperature limit is described as thecoil current, at which a maximum current density in a coil reaches the certainlimit Jmax = 4 − 6 A/mm2. One but a di�cult opportunity for more accurateestimation of the current associated with the coil temperature limit could be a



74 CHAPTER 3. AMB SYSTEM MODELINGthermal analysis (Pöllänen et al., 2006). Another option could be to use thefact that the static load capacity of the ampli�er is limited by the size andgeometry of the bearing (see Eq. 2.17). Hence, to limit the saturation in�uenceon system dynamics and linearity, we may select the limiting current to beequal to the saturation current (see Eq. 2.22). A peak transient current, at lowfrequencies, is determined by the arti�cially selected maximum peak current,at which the controller, and control electronics (limited measuring range of thecurrent sensors and limited number format) can provide a stable suspension. Forhigh frequencies, the dynamic load capacity is determined by either the currentcontrol bandwidth (using Eq. 3.46, ωcl ≈ GP/L) or by the power bandwidth
ωBW, whichever is more restrictive.A power bandwidth results from the limited DC link voltage, the low-passcharacteristics of the coil transfer function applied to sinusoidal signals, and themaximum current. It can be estimated by using the open-loop plant scaled bythe uDC, which is equal to the voltage limited current amplitude as

iu,max = uDCGpl = uDC
Gdel

(sL+R)
, (3.50)where the peak-to-peak current of 2·iu,max equals to the maximum current imax.The frequency at which the voltage enters the saturation ωsat may be determinedby the crossing of the magnitude Bode plots of the transfer function based onthe controller dynamics (3.49) and the voltage-limited current-amplitude ratio(3.50), speci�cally 2uDC/imax ·1/(sL+R). The power bandwidth approximation

ωBW can be read, directly from the Bode magnitude plot, approximately at the-3dB crossing of the voltage-limited current-amplitude ratio (used as a transferfunction). Another approximation of the dynamic force limitation that takesthe inductance variations into account, as given by Lantto (1999), is based onthe rise time trise of the current in the coil of the electromagnet Ldyn from zeroto imax. Utilizing a response of the �rst-order approximation of the system, thepower bandwidth is
ωBW =

ln(9)

trise
, trise ≈

1

uDC

imax
∫

0

Ldyn(i, x0)di, (3.51)where uDC is the DC link voltage applied to the coil. Replacing the dynamicinductance by the nominal one, assuming the fmax at the imax = isat, using(3.43), and (2.22), the power bandwidth can be presented in terms of the max-imum force amplitude fmax (2.17) and the maximum ampli�er performance
Pmax = imaxuDC, as

ωBW ≈
ln(9)uDC

Limax
=

ln(9)Pmax

Li2max

=
ln(9)Pmax cosχ

2l0fmax
≈ Pmax cosχ

l0fmax
. (3.52)If the current control bandwidth is above the power bandwidth (ωcl > ωBW),the load capacity is limited by the ampli�er performance and by the DC linkvoltage. In consequence, at the frequencies greater than the ωsat, the bearingcannot produce forces with amplitudes determined by the controller dynamics.The ωsat is determined at the point where the voltage limit curve crosses with
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Gcl(s) ≈

ωBW

s+ ωBW
. (3.53)Alternatively, for higher-order approximations of the closed-loop dynamics, wecan modify Eq. (3.49), by utilizing a describing function method (Franklin et al.,1998) and (Slotine and Li, 1991). The derivation of the describing function

Γ(GPiref) for the actuator saturation is presented in Appendix A.4. The quasi-linearized actuator, for sinusoidal input and output, yields
Gcl(s) ≈

Γ(uref)GPGdel(s)

sL+ R+ Γ(uref)GPGdel(s)
, (3.54)

Γ(uref) =







2
π arcsin

(

uDC

uref

)

+ 2uDC

πuref
·
√

1−
(

uDC

uref

)2

, uref > uDC

1, uref ≤ uDC







, (3.55)where uref is assumed, here, to be the amplitude of the sinusoidal input (3.45).The control bandwidth can be estimated as a bandwidth of (3.54), where uref =
0.5 · GPimax (for single electromagnet). For high amplitudes of a coil current,the e�ect of the dynamic inductance may be included into (3.54) by using (inthe computations), such a value for L, that gives the same rise time as the Ldynin Eq. (3.51). However, for high frequencies, the voltage is saturated and coilcurrents are bound in the region where the inductance is close to its nominalvalue.The exemplary Bode plots for di�erent approximations of actuator dynamicsare presented in Fig. 3.16. The main bene�t of using (3.54) is the inclusion ofboth the saturation and the modulation delay in one model.As to the dynamics of two opposite horseshoe electromagnets, the maximumload capacity at di�erent frequencies depends on the maximum possible forceslew rate, for x = 0, df/dt = ki(i) · dic(i)/dt. As explained earlier, in theoperating point, the current sti�ness of a single electromagnet equals half of thecorresponding ki of two opposite electromagnets, as does the force slew rate anda peak-to-peak value of the force. The rate of change of the reference current, inthe single electromagnet, corresponds to the rate of change of the biased controlcurrent, for two opposite electromagnets, where each of them generates the forcein one direction only, and uses its full load capacity. We may consider two cases.
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ωsat changes and depends on the control signal amplitude and bias. Inaddition, the intrinsic system nonlinearities become larger for higher valuesof position and current signals (Fig. 3.18).To put the second point in another way, for low and medium frequencies andfor amplitudes of the control current that are greater than the value of thebias current, the rate of change of a magnetic force is contributed mostly by oneelectromagnet (for very high frequencies, the coil current amplitudes are reducedbelow 2 · ibias and both electromagnets produce force). For these reasons, theforce response may deviate considerably from the linearized one, at the operatingpoint, model prediction.Figures 3.17 and 3.18 show comparisons of the normalized gains (resultingfrom di�erent force magnitudes) and phase Bode diagrams obtained from thesingle electromagnet (A), two opposite electromagnets (B), and di�erent actu-ator approximations of the system with ωcl > ωBW. The Bode plots (A) and
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Figure 3.17: Frequency responses of the simulated models and di�erent linearapproximations are presented. The imax = 2 · ibias = 5 A. The saturationoccurred at ωsat = 2800 rad/s, according to prediction (3.50). The saturationoccurred at ωsat = 2762 rad/s, according to simulation.(B) were obtained using the Simulink models, which included the force non-linearities, inductance nonlinearities, modulation delay, and voltage saturation.The responses of the approximated models comprise (C) approximation basedon (3.49), (D) approximation based on (3.54), and (E) approximation based on(3.53). For frequencies lower than ωsat, the frequency responses of the Simulinkmodels are similar to the response of Eq. (3.49) (the agreement is not so closefor the system with the high signal amplitudes), and the voltages do not satu-rate. For the frequencies higher than ωsat, the ampli�ers enter saturation, andthe frequency responses of the Simulink models approach the response of (3.54).In the simulations the same current controllers (with the same gains), with aconsiderably high bandwidth ωcl (control design for tr = 500µs), were used. Theapplied reference for single electromagnet iref = 0.5 · imax sin(ωt) + 0.5 · imax,and the applied control current for opposite electromagnets ic = imax sin(ωt).3.4 Measurements and �lteringThere are two main reasons for the inclusion of �ltering into the position mea-surements in the system. The �rst one is to improve the quality and reliability ofthe measured signal. The anti-aliasing �lter, placed before the ADC input, at-tenuates the frequency components above half the sampling rate and thus ful�llsthe Nyquist theorem. The additional �lter, for example, digital median �lter,placed after the AD conversion, can eliminate the possible occasional erroneousconversion results and prevent the ADC error from propagating to the controlsystem. The second reason for �ltering is the elimination of the observationspillover coming from the residual modes (Balas, 1978). When assembling the
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Figure 3.18: Frequency responses of the simulated models and di�erent linearapproximations are shown. The imax = 4 · ibias = 10 A. The saturation occurredat ωsat = 1230 rad/s, according to prediction (3.50). The saturation occurredat ωsat = 830 rad/s (A-model) and ωsat = 1322 rad/s (B-model), according tothe simulation.plant model, the applied �lter cannot be neglected. In many cases, the simplemodel of the �rst-order low-pass �lter, such as G(s) = ω/(s+ω), where ω is thecut-o� frequency in [rad/s], is su�cient.3.5 Overall plant modelIn this section, as the studied physical process (control plant) is continuous, thecontinuous-time models are considered. First, based on the equation of motion(3.28), the state-space model of the rotor is formed according to Genta et al.(1993). Then, the obtained state-space model of the mechanical sub-system iscombined with the actuator model, for instance (3.46), and the �lter model,yielding an overall plant model.The open-loop state-space equation of the radially suspended rotor, with thelinear uncontrolled radial AMBs is
ẋr = Arxr + Bru, y = Crxr + Dru, (3.56)

Ar =

[

0 I

−(Mm)−1(Km + Km
x ) −(Mm)−1(Dm

M + ΩGm)

]

, (3.57)
xr =

[

ηm

η̇m

]

, Br =

[

0

−(Mm)−1Km
i

]

, Cr =
[

SmΦm 0
]

, (3.58)
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Dr = 0, Km

i = (Φm)TSa,iKi, Km
x = (Φm)TSa,x(−Kx)Φm, (3.59)where Sm, Sa,i and Sa,x are the nodal location matrices of measurement, currentsti�ness and position sti�ness, respectively. The Sm has a number of rows equalto the number of nodes related to the sensors and a number of columns equalto the number of DOF (4 · P ); likewise, the Sa,i has appropriate dimensions(number of DOF, number of nodes related to the actuators). The Sa,x is asquare matrix with rows and columns equal to the number of DOF and withall elements equal to zero except for the diagonal elements corresponding to thelocations of the actuators, which are equal to one. In this model, the vectorof inputs u consists of four control currents ic = [ic,x,A, ic,y,A, ic,x,B, ic,y,B]

T
,and the vector of outputs y consists of measured rotor displacements xm =

[xA, yA, xB, yB]
T. Similarly, the models with input magnetic forces, retainerbearing forces, disturbance forces and output measured at di�erent nodes canbe constructed.The pole-zero distribution of the open-loop rotor model, with the ideal,uncontrolled radial AMBs and for Ω = 0, is depicted in Fig. 3.19. Each crossand each circle indicate the locations of two poles and two zeros, respectively.They occur once for each plane, because of the axial symmetry of the system.The modes are arranged into alternating (x, z ) and (y, z ) planes. The modesof each plane are decoupled from each other, and cross coupled with the modesof orthogonal plane, through gyroscopic coupling. The strongest coupling isfor the modes of the same frequency. In the AMB rotor systems, the couplingof two planes causes the poles and zeros associated with the rotor to changetheir locations along the imaginary axis in the opposite directions, with theincreased rotational speed. This is usually depicted in the Campbell diagrams,as presented by Lösch (2002) and Genta et al. (1993). The poles changing theirlocations upwards in the s-plane are responsible for a forward whirling; andthe poles changing their locations downwards are responsible for a backwardwhirling.The overall linear, augmented plant model consists of the approximated ac-tuator, �exible rotor and �ltered position measurement models. It is practical toexpress the whole plant as the coupled set of the �rst-order di�erential equationsin the state-variable form, that is

ẋ = Ax + Bu, y = Cx + Du, (3.60)
x =





xa

xr

xf



 , A =





Aa 0 0

BrCa Ar 0

0 BfCr Af



 , B =





Ba

0

0



 , (3.61)
C =

[

0 0 Cf

]

, D = 0, (3.62)where subscripts (a, r and f) refer to the actuator, rotor, and �lter, respectively.Analogically, the plant model for the axial suspension of the rotor is formed,where Eq. (3.1) is applied as a rotor model.
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Figure 3.19: Pole-zero distribution of the �exible rotor and AMBs, at Ω = 0.The model comprises four rigid body modes and twelve �exible modes.3.6 SummaryTo sum up, this chapter shows how to model AMB rotor systems by usingmagnetic circuit analysis for the bearings and �nite elements for the rotor.The mechanical models for radial suspensions of di�erent complexity werepresented: the set of 1-DOF decoupled systems, two 2-DOF systems coupledby the net bearing forces acting on the center of gravity (the rotor ends inter-act), rigid rotor 4-DOF model with states coupled by the bearing forces andgyroscopic matrix, and �nally �exible rotor model. The states that correspondto the �exible modes were also gyroscopically coupled. The interactions be-tween all the inputs and outputs of the control system were introduced. In the�exible model, the selected procedures allowed the inclusion of rigid disks and�exible beams as the �nite elements. The presented FEM modeling assumedthat the rotor is axisymmetric, parameters are time-invariant, the Ω is constant(though, in the simulation model it can be used as a parameter), damping wasproportional, and �nally, sensors and actuators were located in discrete nodes.Additionally, the axial and torsional degrees of freedom were not considered.The modeling of auxiliary bearings was beyond the scope of this work, and wasnot presented. However simple auxiliary bearing models, based on Kärkkäinenet al. (2006), can be used in simulations of lifting the rotor. What is more, theoriginal FEM model, that feature many DOFs, was transformed from the globalcoordinates to the modal ones, and reduced by truncation of high-frequencymodes. The support of the rotor was soft (the sti�ness of the magnetic bearingsis low compared with the rotor sti�ness) and the rotor itself could be consideredonly slightly gyroscopic. For these reasons the eigenmodes and mode shapesdo not considerably change as a function of AMB sti�ness and angular speed
Ω. Therefore, the model computed for Ω = 0 is valid for wide rotational speedrange. Nevertheless, the Ω split the eigenvalues associated with the �exible



3.6. SUMMARY 81modes into the forward and backward modes. The sub-critical operation ispossible for the rotational speeds below Ω ≈ 260 · 60 = 15600 rpm. Finally,the derived FEM model yields a suitable structure for the system identi�cation(Lösch, 2002).Speaking about the rotor model and its equations of motion, this presenta-tion considers the equation of motion with real values. However, the dimensionof the equation can be halved by introducing the complex coordinates (see e.g.Genta et al., 1993 or Lantto, 1997).For the actuators, the nonlinear forces can be modeled using the RNM andapproximated with look-up table-based interpolation methods. For the simula-tion purposes, the accurate model of the current control loop of the actuatorcan be derived, including velocity-induced voltage, DC link voltage saturation,nonlinear force, and nonlinear inductance. The limitations introduced by theactuator were discussed. The simpli�ed linearized model of the current controlwas derived for the control synthesis, and its uncertainties outside the operat-ing point were considered. It is relatively simple to predict the frequency atwhich the voltage saturation occurs for di�erent reference signal amplitudes inthe actuator. On the contrary, the accurate prediction of the power bandwidth,especially when a reduced premagnetization current is applied, is more di�cult.All in all, the chapter contains a generalized description of the AMB rotormodel, which is valid not only for the tested prototype but could be used asa basis for modeling of any AMB system with a �exible rotor and nonlinearactuators.
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Chapter 4Magnetic bearing controlAt the beginning of this chapter, the AMB control principles, requirements andlimitations are introduced. Next, the current control is discussed. After that,the PID and LQ control methods for position control are studied. The employedprocedure for LQ control design is as follows. First, the di�erent candidatesfor the control layout are examined. Then, the selected layout is used to buildthe axial position controller. Its performance, stability limits and robustness arestudied. In the next section, the SISO LQ position control is generalized to theMIMO case, for the control of the radial suspension of the rotor, and comparedwith the multiple SISO PID-based controller. A discrete design and unbalanceforce rejection control are studied. The e�ects of dynamic inductance and staticforce-�eld nonlinearity are analyzed, and the suitable nonlinear compensation isproposed. The robust stability and performance, as well as adaptation accordingto changeable rotational speed are considered.4.1 Control principlesIn general, the control of a �exible rotor is far easier when the position of thesensors and actuators enhance the observability and controllability of the low-frequency modes. We will elaborate on this message, at �rst by introducing thespillover e�ect and then by recalling the �exible rotor model as in Fig. 3.6.4.1.1 Spillover problemFrom practical reasons, the model-based control utilizes the reduced-order modelfor the controller synthesis. However, both the controlled and residual modescontribute to the plant outputs. Contrary to what could have been perceivedfrom Eq. (3.27), the physical displacement vector considered as a vector �eld ofmeasurements is
y =

[

Φm Φr
]

[

ηm

ηr

]

, (4.1)where the ηm and ηr represent the controlled and residual displacement vec-tors, respectively. After that correction, we can clarify that the control spilloverappears when the controller excites the residual modes, and the observation



84 CHAPTER 4. MAGNETIC BEARING CONTROLspillover appears when the controller receives the information based on the trun-cated and the residual set of modes. The presence of these both spillovers canlead to instability. The third spillover type concerns the interconnection betweenthe ηm and ηr, hence it is called the interconnection spillover.The spillover e�ect has been studied by many authors, for example by Balas(1978) and Schweitzer et al. (2003). The general rules to avoid the destabilizinge�ects of the spillovers are:
• to place the sensors as close to the actuators as possible
• to avoid the destabilizing feedback by designing the system in such a waythat the nodes of the dominant eigenmode shapes are not between theactuator and sensor
• to enhance the observability and controllability of the low-order modes byplacing the sensors and actuators far from the nodes of these controlledeigenmode shapes
• to degrade the observability and controllability of the high-order modes byplacing the sensors and actuators close to the nodes of these uncontrolledeigenmode shapesThe problem is less serious in the collocated system with ideal actuation andsensing. The additional complication arises because of the variation of thelocation of nodes as a function of feedback amplitudes. Therefore, in the controlsolution, a compromise between the robustness and performance is expected.4.1.2 Non-collocation of the prototypeIn the prototype rotor, the relations between the sensors, actuators, and nodesof the eigenmode shapes were presented in Fig. 3.6. Additionally, the systemdynamics can be examined by plotting the Bode diagrams of the rotor in AMBs(Fig. 4.1). In the end-A of the rotor, the node of the second �exible mode shapeis located between the actuator and the sensor. Similar situation is with the �rstbending mode shape, in the end-B of the rotor. At the frequency associated withthese modes, there is a negative phase shift. This negative phase shift indicatesthe non-collocation, to say, poles and zeros of the system are not interlaced inthe complex plane. The non-collocation may cause the stability problems, forexample when a rigid-body-based control of the �exible structure is considered,or when the �exible-body-based control is applied and the location of nodes ofthe �exible modes change. Furthermore, the main concern is the �rst �exiblemode, as its frequency is in a power bandwidth of the system. In the end-B ofthe rotor, owing to the modeling errors and variation of parameters, the locationof the node of the �rst mode shape function may vary, and thus it can producea positive or negative phase. On the other hand, the peak magnitude of theresonance is relatively low. Therefore, we will not try to actively control thismode at the end-B.In Chapter 3, when modeling a rotor, we have stressed the gyroscopic cou-pling between the (x, z ) and (y, z ) planes. This coupling, for di�erent rotationalspeeds, combined with the coupling resulting from the �exible modes, is pre-sented in a magnitude Bode plot of the system transfer function from the �rst
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Figure 4.1: Bode diagram of the �exible rotor in AMBs, as derived in Chapter 3,at Ω = 0. The magnitude is given in [dB] and the phase is in [deg].input (ic,x,A) to the second output (yA), in Fig. 4.2. Even for the high rotationalspeed the coupling is not signi�cant.4.1.3 Objectives and control layoutNow, after introducing the control plant and its modeling, and after de�ningthe threats of the rotor design (locations of sensors and actuators in relation tothe bending mode shapes) we can state the general objectives for control design:
• compensating for the inherent instability of the magnetic bearings
• being able to lift up the rotor from the retainer bearing position to theoperating point, and to follow the reference commands without the steady-state errors
• �nding the controller that stabilizes the rigid body modes and the selectedlow-order �exible modes of the rotor without destabilizing the residualmodes
• compensating for the actuator nonlinearities
• accounting for the variations of parameters (e.g., due to the aforemen-tioned coupling and changes in eigenfrequencies with the rotational speed)
• achieving stable operation below critical speed and passing through thecritical speeds if overcritical operation is required
• handling constant gravity force, mass unbalance and other disturbanceforces, as well as the noise in the measurements
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Ω=12000Figure 4.2: Comparison of the magnitude Bode plots of the system transferfunction from �rst input (icx,A) to second output (yA), for di�erent Ω in [rpm].In addition, as one of the main objectives of this work is to utilize the highcomputational capabilities of the modern signal processing devices, high-order,high performance model-based controllers are examined. The inevitable ques-tion that arises is whether using such a complex control is justi�able and whatare its advantages compared with low-order controllers. Another interesting is-sue is the practical implementation of such a complex control in real time, thishowever is addressed in Chapter 5.Let us �rst examine, a priori, the features of a typical decentralized low-ordercontroller, particularly, a PID-based controller:

• treats each pair of plant output and input as an independent subsystem,i.e., �ve decoupled SISO systems constitute the overall controller
• utilizes a low-order plant model and results in a low-order controller
• does not consider the gyroscopic e�ect, �exible modes, and plane coupling
• for highly gyroscopic systems, the unbalance response deteriorates withspeed, e.g. according to Zhuravlyov (2000)
• employs direct output feedback
• provides the ease of application thanks to the low computational burden,and easily achieved high sampling rates
• requires manual tuning, often based on engineering judgmentThe comparable features of the centralized, high-order controller, notably, LQregulator (LQR) and the Kalman �lter (LQ estimator) are:
• treats the plant as a single coupled MIMO system
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• utilizes a high-order plant model and results in a high-order controller
• requires an accurate and validated system model, i.e., high modeling e�ort
• employs state feedback and uses state estimation; non-measurable stateshave to be reconstructed by the controller
• faces di�culties in practical realization because of high computationalburden, and sampling rate limited by the digital implementation
• uses automated procedures for the computation of optimal control gains,for the selected control layoutIn addition, for the presented features, a high-performance controller wouldrequire some kind of adaptation to varying speed. In both the presented ap-proaches, the controllers require a stability analysis. The decentralized con-troller uses the stability indices that are well-established in the control engi-neering. For SISO systems, these are: the gain and phase margins of theopen-loop transfer function and the maximum peak magnitude of the sensitivityclosed-loop transfer function. The design has to account for the bigger stabilitymargins, required because of simplifying assumptions in the plant model. Thecentralized controller resorts to not so commonly used stability indices, such asmaximal gains of the diagonal elements of the transfer matrix, and singular val-ues. If only the more accurate plant model (or a suitable test setup) is available,also the multiple SISO controller should be tested like the MIMO system. Bothcontrollers might require roll-o� �lters for high-frequency measurement signalsdue to the presence of the residual modes and noise. The mode-based con-troller that controls �exible modes trades in robustness for performance, whencompared with the low-order PID controller.As already mentioned in this work, we assume the cascaded control layoutthat consists of an inner and outer control loops. The currents in the actuatorsare controlled by the inner (internal, in regard to the external position control)current control loops. The displacements of the rotor from the central positionare controlled by the outer (external, in regard to the internal current control)position control loop. The position controller provides the current controllerswith the control currents (Fig. 4.3) to be followed as closely as possible. There-fore the inner current control loops have to have a higher bandwidth than theouter control loop. In the control system, a di�erential driving mode and acascaded control scheme utilize fewer variables in the position controller, specif-ically, �ve control currents are used instead of ten reference currents, in tenelectromagnets.



88 CHAPTER 4. MAGNETIC BEARING CONTROL4.2 Current control loopThe principles of the current control are the same for the axial and radial bear-ings. A suitable background for the current control, namely the actuator dy-namics, was described in subsection 3.3.3. The simple controller structure, asshown in Fig. 3.14, is su�cient for the inner current control. The controllerconsists of a proportional gain GP and feedforward gain GF, which produce thevoltage reference used in the selected PWM scheme (section 2.3.2). The PWMresults in an appropriate voltage applied to a coil, and more the coil current iis then generated according to the reference iref . Two reference currents for theopposite electromagnets are produced from one control current. The fast cur-rent feedback compensates variations in the coil inductance, and so the actuatoris perceived as a linear one in respect of the dynamic inductance Ldyn. The feed-forward gain compensates the e�ect of a resistive voltage drop Ri, non-idealitiesin the gate drivers, and the steady-state error due to PWM (e.g., caused by thedigitization of the triangle carrier signals).The control of the current is the control of the �rst order process with delay(Schneider, 1988). The control of such a processes is di�cult when the timedelay is long compared with the system time constant, or when the time delayvaries. It is important to provide the internal current loop (3.49) robust, andinsensitive to variations of parameters. As presented in Fig. 3.11, the variationsof dynamic inductance Ldyn of the bearing are high. It is easier to judge thein�uence of these variations on (3.49) by taking derivatives with respect to plantdynamics, as
dGcl

Gcl
=

1

1 +GplGP

dGpl

Gpl
, (4.2)where theGpl is the transfer function of the plant. Therefore, theGcl is relativelyinsensitive to variations in the process transfer function when GplGP is large,that is, the GP is large and the modulation delay is short. As a matter offact, in the system with reduced premagnetization current, the selection of thecurrent feedback coe�cient is a compromise between the fast control for currentamplitudes below the bias, and the accuracy of the linearized model for thecurrents with higher amplitudes (used for the synthesis of the position control).The very high proportional gain creates a relatively more noisy bearing (becauseof the accuracy of measurements) with greater uncertainties (saturation of theactuator).The switching frequency should be far above the control bandwidth. Theselected PWM carrier frequency is 20 kHz (40 kHz switching rate). Also thepremagnetization current was selected beforehand as ibias = 2.5 A. Assumingthe �rst-order representation of the system (3.46), we can compute the currentcontroller gains based on the required closed-loop time constant and resistance,as

GP =
L

τcl
, GF = R, (4.3)where the time constant is determined by the expected rise time τcl = trise/ ln(9).This selection is somewhat arbitrary. One possible guidance is to compute the

trise, using the current value between ibias and imax, with respect to the physicallimits as in (3.51) or (3.50). This, however, results in the fast current control



4.2. CURRENT CONTROL LOOP 89Table 4.1: Bandwidth of the actuators, determined at the nominal air-gap, aresummarized. The simulations for the radial and axial AMBs utilized the non-linear models derived in subsection 3.3.3.bandwidth [rad/s] Radial AMB Axial AMBAssumed required position bandwidth 1634 �
ωcl according to (3.49) 1845 1208
ωBW for imax = 5 A (A) 3180, 1991 2440, 1272
ωBW for imax = 10 A(B) 1589, 1428, 1989 1220, �, 1041

(A) according to (3.51), and simulations
(B) according to (3.51), (3.54), and simulationswith the ωcl > ωBW, and the signi�cant saturation in the control bandwidth.Instead, in the studied system, for the radial AMB, a good compromise is givenby the selection of the gain based on the required bandwidth (with some safetymargin), namelyGP = L·1634·1.1 H/s. The axial AMB can be slower as only therigid body modes are to be controlled and a wide bandwidth is not required.What is more, the narrower bandwidth prevents the actuator from excitinghigh frequency resonances, which may be associated with the axial bearing.Therefore, we select the bandwidth of the axial AMB current controller to be,for instance ωcl = ωBW = 1208 rad/s and the GP = L · 1208 H/s.The resulting dynamics of the actuators are summarized in Table 4.1. In thecase of the radial AMB, we assume the bandwidth of the current control loopto be high enough, in order to actively control the �rst bending mode.In the radial AMB with the proposed current control, for high signal ampli-tudes, the power bandwidth is slightly smaller than the controller bandwidth(ωBW < ωcl). The in�uence of the voltage saturation is small in the requiredcontrol bandwidth, but the inductance, force-�eld nonlinearities, and hard non-linearity due to the reduced premagnetization current are considerable. As aresult, the force response in positive and negative direction, when not in the op-erating point, are not symmetrical. As an illustration, the frequency responsesof the radial current closed-loop, for x = 300µm, are presented in Fig. 4.4.The responses are plotted for the current amplitudes that are lower than themaximum current (imax = 10 A). The e�ect of the dynamic inductance couldbe compensated by applying the current- and displacement-dependent gain, inthe control loop GP = Ldyn(x, i) · 1/τ (where Ldyn(x, i) is applied as a look-uptable and piecewise linear interpolation). Such a compensation decreases thecontrol system perturbations from the linear model. In particular, the phase iscorrected to be equal to the one in the linear model. Albeit, the more signif-icant is the error in the magnitude, which can be corrected by other methods(e.g., inverse nonlinearity as in Publication V). By visual inspection of the fre-quency responses of the compensated actuator in Fig. 4.5, it is apparent thatthe responses are improved, for negative and positive force (x = 300µm and
i < imax).The bandwidth of the radial AMBs, is high enough to actively control the�rst bending mode (determined in Chapter 3). However, in view of the coin-ciding location of the node of the �rst mode shape and the location of AMB(at the end-B of the rotor), this control is limited to the end-A. The control ofthe remaining high-frequency modes is not practical as the control system has
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Figure 4.4: Frequency responses of the radial AMB model with the linear con-troller: (A) simulation of the nonlinear actuator model, (B) approximationbased on (3.49), (C) approximation based on (3.54), (D) approximation basedon (3.53).limited sensing and actuation capabilities for these modes.In the axial AMB, the power bandwidth is greater than or equal to thecontroller bandwidth (ωBW ≥ ωcl) for maximum allowed signal amplitudes.The proposed current control is slower than the physical limit for imax = 10 A;and even though the reduced premagnetization current is used, the voltagesaturation does not in�uence the closed-loop dynamics.The comparison of the radial AMB actuator responses with di�erent-ordertime-delay models is presented in Fig. 4.6. The applied current controller han-dles possible time-delay well enough, and therefore for the synthesis of a globalposition controller, in the approximation of the inner current control, the PWMdelay could be neglected. On the one hand the accuracy of the control of �exiblemodes could be increased by applying high-order accurate model of the innercontrol loop, in the outer controller. On the other hand because of the variationof parameters, when the reduced premagnetization current is applied, the linearmodel accuracy is limited.4.3 Force-�eld linearizationAs already mentioned in Chapter 1, the major nonlinearity in the AMB controlsystem is the force-�eld non-linear relation. A popular and convenient methodfor compensating actuators is that of inverse nonlinearities (INL).4.3.1 Inverted nonlinear force �eldIn the INL method, to compensate the actuator nonlinearities, we introduce theforce-�eld relation into the AMB controller as a look-up table and multivari-
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Figure 4.8: Inverted relation (A) of the force-current-displacement character-istics from Fig. 3.10 and the compensating surface (B), are presented. Thesurfaces were built for the radial AMB as in Table B.1.able interpolation. The INL compensation principle is presented in Fig. 4.7A.Let us assume that we want to compensate the force generated by the pair ofthe opposite electromagnets. First, the inverted relation of the force-current-displacement characteristics (Fig. 4.8A) is determined and stored in the look-uptable. The value of the control current can be obtained from the table of storedvalues with force and position as the table entries. The closest entry or othervarious types of interpolations can be used. When the compensation of thenonlinear actuator is directly incorporated into the controller, the control inputbecomes force instead of current, and the position sti�ness is canceled out fromthe closed-loop system dynamics.It is also possible to apply the compensation of the actuator as a single look-up table with the entries (x, ic), such that there are no changes in the uppercontrol. This is realized by �rst computing the force reference from (2.14), andsecond by combining the reference force with the inverted nonlinearity into onecompensation surface shown in Fig. 4.8B.In most cases, it is more convenient to compensate the force generated bythe pair of the opposite electromagnets than to compensate the forces generated



4.3. FORCE-FIELD LINEARIZATION 93by the single electromagnet. Albeit, both approaches are equivalent. It is im-portant to notice that force-�eld compensation is accurate for the static signals.As an example, it cannot fully compensate the actuator nonlinearities for high-frequency signals and high signal amplitudes, when only one electromagnet isactive (Fig. 4.5), to say nothing of the saturation.4.3.2 Model reference methodAn alternative solution for the actuator linearization, which can directly utilizethe force characteristics (nonlinearity do not has to be inverted) and it is appliedparallel with the existing controller, is the approach named here as the modelreference method. The intrinsic idea of this solution is a comparison betweenthe linear and nonlinear reference approximations as shown in Fig. 4.7. Inthe studied case, the control current and rotor displacement are utilized incomputation of the electromagnetic forces. The forces are calculated using boththe linearized and interpolation-based nonlinear bearing models. The di�erencebetween these two forces is employed in a feedforward control manner as acompensation current. As to the force-�eld compensation in AMB, the practicalrealization can be reduced to a single look-up table as with the INL method.The presented method can be shown to be equivalent to the INL method.In the application of the INL method to an AMB actuator, when using theconventional controller with the control output in the form of the control cur-rent, the compensated control current icc equals the control current plus thecompensation current, that is icc = ic + icp. The compensation current can beexpressed as
icp =

ki − k∗i (x, icc)

k∗i (x, icc)
ic +

kx − k∗x (x, icc)

k∗i (x, icc)
x, (4.4)where k∗i and k∗x are the current sti�ness and position sti�ness dependent on theposition and compensated control current (the values of the coe�cients withoutthe star are equal to the nominal values). When k∗i in the denominator ofEq. (4.4) is replaced by the constant nominal current sti�ness, the compensationcurrent becomes equal to the compensation current from the model referencemethod with the feedforward gain equal to 1/ki.In the case of the compensation based on a control current (compensation ofthe force generated by the pair of the electromagnets), the INL is more accuratethan the model reference method. However, the model reference method is moregeneric and easier to apply.The bene�ts and trade-o�s of both compensation methods along with sys-tem responses with and without compensation can be found in Publication V.Figure 4.9 shows the position responses for the impulse external disturbanceof the system with and without the INL compensation. The disturbance wasequivalent to the point mass of about 3 kg falling on the rotor from the heightof 12 cm. The advantage of the compensated control over the non-compensatedone is apparent in smaller position deviation from the reference point but inexpense of the slightly greater currents.
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Figure 4.9: Position responses for the impulse external force of the compensatedand non-compensated control systems4.4 PID-based position controlIn many AMB applications, under certain conditions (rigid rotor, not-reducedpremagnetization current in bias linearization, and small interactions betweencontrol channels), an AMB rotor suspension might be considered as a lineardecentralized plant. The PID-based control is a well-established and still com-monly used control method in many industrial applications. As a result of this,PID-based controllers are typically utilized for the control of a multiple SISOAMB rotor suspension (Lösch 2002, Schweitzer et al. 2003, Polajzer et al. 2006,and many others). Therefore, in this work, it is used as a reference design forthe developed LQ-model-based control.In particular, the approach presented by Lösch (2002) and Polajzer et al.(2006) that results in a PID-like controller, with an additional �rst-order �lter(or a lead compensator with an integral) is adopted. For the rotor considered in(3.1) and for ideal actuation, the plant is G(s) = ki/(ms
2 − kx). Stabilizationis achieved by the controller with the transfer function

Gld(s) = GP,ld

(

τlds+ 1

aldτlds+ 1
+
aI

sτI

)

, τld =
1√
aldωld

, (4.5)where GP,ld, τld, ωld, aI, and τI denote the lead compensation gain, the timeconstant, the frequency of the maximum phase lift, the integral term gainscale, and the integral time constant. The parameter ald can be determinedby the expected maximum phase lift φ of the compensator, that is ald =
(1 − sin(φ))/(1 + sin(φ)). The stability conditions, when assuming the leadcompensation alone and using the Hurwitz criterion, can be derived as in A.6,and they are

0 < ald < 1, GP,ld >
kx

ki
. (4.6)



4.5. SISO CASE LQ POSITION CONTROL 95The gain GP,ld can be determined, for the selected ald, ωld (e.g., according toguidance given by Lösch (2002), ald = 0.15 and ωld = 15 ·
√

kx/m), using theroot locus. The aI and τI are selected as the arbitrary parameters, and then thestability of the system is veri�ed.Furthermore, as shown by Polajzer et al. (2006), it is bene�cial to use acascade connection of PI and PD controllers. The major advantages of thiscontrol over the conventional PID are a high closed-loop damping and sti�ness.In such a solution, stabilization is achieved by the cascade connection of the leadcompensator (i.e., Gld(s) similar as in (4.5) but without integral term aI = 0)and the PI controller Gpi(s), in the inner and outer position control loops,respectively. The transfer function of the PI controller is
Gpi(s) = GP,pi

(

τIs+ aP

τIs

)

, τI > τld, (4.7)where aP and GP,pi are the proportional term gain scale, and the overall PIterm gain, respectively. In order to ensure reasonable damping of the conjugate-complex poles, resulting from the lead compensation, the added integral poleshould be dominant, speci�cally the integral time constant should be selectedto be greater but close to the lead compensator time constant. Then, the PIterm gain can be chosen using the root locus.4.5 SISO case LQ position controlIn the design of the position control loop, we consider the LQR, the Kalman�lter as an estimator, and numerical approach using Matlab. The analyticalsolutions for an optimal 1-DOF and 5-DOF AMB controllers is given by Zhu-ravlyov (2000), who also considers an optimal actuation, with respect to theohmic losses, that results in the external linearization driving mode (only oneelectromagnet, from one pair, is working at the time).The application of the LQ-control design to the AMB rotor system is pre-sented in Publications IV and V. With this in mind, the presentation in thissection is complementary to those previous results and it focuses on the aspectsthat extend the material presented in the publications.4.5.1 Selection of optimal control layoutWe are looking for a simple state-variable model and a LQ-method-based con-trol, which would ful�ll the objectives of subsection 4.1.3. In the whole pro-cedure, we compute the optimal state feedback law, concatenate it with theKalman �lter for the plant state estimation, and obtain the output feedbackcontroller.For the multivariable, time-invariant, and time-continuous plant model (3.60),the estimator is formed as
˙̄x = Ax̄ + Bu + L (y − ȳ) , ȳ = Cx̄, (4.8)where x̄, ȳ, and L are the estimate of the full state vector x, the estimate ofthe output vector y, and the proportional estimator gain matrix that providesatisfactory error characteristics, respectively. The estimator gain matrix is



96 CHAPTER 4. MAGNETIC BEARING CONTROLobtained from the steady-state solution of the Riccati equation. We decide toapply the full state estimation, as, in general, it provides good control behaviorand �ltering of the position measurements (Schweitzer et al., 2003). The statefeedback control is then obtained as
u = −Kx̄, (4.9)where K, is the proportional state feedback gain matrix that is also obtainedfrom the solution of the Riccati equation, based on the selection of the costweights in the LQ criterion.Since we want to eliminate the steady-state errors (they are caused by distur-bances, external reference commands, and variations in the plant parameters),which may e�ectively decrease the system performance, we include an integralaction in the controller. Initially, we examine two options for the integral action,namely an augmented state integral in the state feedback and a constant distur-bance estimation. If the integral xI is present in the system, the computationof the gain state feedback matrix K and the integral feedback gain matrix KI,may be based on the augmented plant model

[

ẋI

ẋ

]

=

[

AI C

0 A

] [

xI

x

]

+

[

0

B

]

u, (4.10)where AI de�nes the integral model dynamics. Similarly, if the constant distur-bance estimate x̄dist is utilized in the system, the computation of the propor-tional gain matrix L and the disturbance estimator gain matrix Ldist may bebased on the augmented plant model
[

ẋ

ẋdist

]

=

[

A B

0 Adist

] [

x

xdist

]

+

[

B

0

]

u, (4.11)where Adist de�nes the disturbance model dynamics. In this case, the AI =
Adist = 0 in the implementation. However, in order to be able to obtain arequired integration time constant we have to introduce the �rst order dynamicsinto the integral and disturbance models (e.g., AI = Adist = 1/τI, where τI isroughly the expected integration time constant). The xI and −x̄dist are appliedto the plant control input. The integrals of the error signals are

ẋI = KI (xref − y) , ˙̄xdist = Ldist (y − ȳ) , (4.12)where xref is the reference input vector.The classical state-space methods (Franklin et al., 1998, Åström and Wiet-tenmark 1997) provide di�erent alternatives, even for a simple control layout(location of a reference input, applying the integral or the disturbance estimate).First, recalling the objectives form subsection 4.1.3, in regard to the servoproblem, the most crucial point is the rotor lift up from the retainer bearingsto the operating point. At these starting conditions, the nonlinearities are athighest and the rotor is initially bent. Otherwise, there are no special servorequirements for the system. Therefore, a straightforward reference input statecommand structure is selected. In the state command structure (Fig. 4.10),the same inputs are applied to the estimator and to the plant, thus minimizingestimation error. Another advantage of the state command reference input, overthe typically applied one for the transfer functions � the output error command
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[

Nx

Nu

]

=

[

A B

C 0

]−1 [
0

I

]

. (4.13)Second, a state-space control layout suitable for AMB application is selected.We brie�y test four variants of the controller, which examine the di�erent in-tegral utilization. The considered state-space controller layouts are as follows(according to Fig. 4.11):1. The integral control with a reference input state command structure,where integral replaces the Nu, is employed; only the state estimation(no constant disturbance estimate: Ldist = 0) is used.2. The integral control 1/s ·KI is replaced by the Nu, but the state estima-tor is complemented by the classical constant disturbance estimator (thatapplies the x̄dist to the plant input).3. Both integral actions are present in the system (the integral control asa feedforward input and the constant disturbance estimator); no statecommand is present.4. As in point 3, but the disturbance estimate vector is fed to the stateestimator inputs instead of the plant inputs.The results of a comparative simulation of the axial suspension, with thestate-space controllers structured according to points 1-4, are presented in Fig.4.12. The cost weights, disturbance properties, and error characteristics are thesame for the synthesis of all the controllers. With the �rst variant, no steady-state errors are present; however, there are errors in the estimated states causedby the external disturbances. The response to the reference input is as fast asthe maximum current limit is able to provide, and yet, there appears a slightovershoot (and the over current) due to the added integral pole. In fact, thiscan be tackled (in a SISO system) by adjusting the system zero to cancel theintegrator pole sI, as Nx = −KI/sI. With the second variant, the estimationerror is very well minimized by the fast constant disturbance estimator; andin addition, the response to the step disturbance force is improved. Duringthe step reference input, the control current is close to, but below, its maximalallowed value. In the third and fourth variants, the servo properties rely onlyon the integral placed at the reference input. With the third variant, the use
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Figure 4.11: Generalized optimal state-space based controller layout is pre-sented. The connections that di�er according to the variants 1-4 are markedwith dashed lines. The vector of disturbance forces fdist enters the plant throughthe disturbance input matrix Bdist (external force applied directly to the rotor).The constant disturbance estimate is scaled so that it is given in amperes.of the integrators (in the reference input and in the estimator) might result inthe interference between two integral control actions in the system. This can beobserved in the response to the step disturbance, that is, the overshoot appears,and when the integral time constant is even smaller, there might appear smalloscillations. With the fourth variant, this behavior is improved.The maximum tolerated force depicted in Fig. 4.12C is the minimum of thedisturbance forces, which yield the maximum allowed displacement or the max-imum control current. The physical force limit equals to the sum of the inertialforce (1/(ms2− kx))−1xmax (the force necessary to vibrate the rotor mass) andthe dynamic bearing force. The position bandwidth ωBW = 295 rad/s; and itis the frequency at which the inertial force equals the maximum bearing force(Lantto, 1999).On the one hand the systems with the integral action in the reference in-put are less sensitive to variations in a plant parameters (improving the servoproperties), but on the other hand in the studied case, the servo properties areimportant only at the start-up. Considering the maximum tolerated distur-bance force, all the tested schemes provide satisfactory disturbance rejection.In regard to these observations and by using the minimization of the estimationerror for a main selection criteria, we select the second variant as the suitableand straightforward solution.4.5.2 Selection of optimal weighting matricesIn the AMB control system, the physical limitations such as: maximum bear-ing forces, expected disturbance forces, displacements, currents, and voltagespoint at the formulation of the control strategy as an LQ optimization prob-lem to minimize the values of control variables with minimum control e�ort.The LQ optimal control guarantees a desirable high-performance, stable con-trol, and eases the design of MIMO systems by reducing the degrees of freedomin the design iterations. However, it requires an accurate plant model, accuratemeasurements, and estimation of non-measurable states. Building the accu-
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100 CHAPTER 4. MAGNETIC BEARING CONTROLrate plant model is addressed in Chapter 3 and, fortunately, the Kalman �lterprovides the necessary estimates and �lters noisy measurements based on thespeci�ed error characteristics of the system inputs and outputs.Regarding the plant, we assume that the pair (A, B) is controllable andthat the pair (A, C) is observable. For LQR used for AMBs, some authors(e.g. Lösch, 2002) point a drawback in the trial and error of design procedure,namely, the selection of weighting matrices. In fact, there are at least twopractical design methods for LQ control, which address this issue: Bryson'srules presented for instance by Franklin et al. (1998), Lewis and Syrmos (1995),and the method based on the asymptotic modal properties of LQR given byHiroe et al. (1993). Owing to the straightforward design and good results,Bryson's rules are selected for utilization in the optimal controller synthesis.The procedure for designing the LQ controller is as follows. In the LQR, thestate-feedback controller gain matrices [KI K] minimize the quadratic integralperformance index Jq, and the diagonal matrix Csi selects which states shouldbe kept under close regulation, as
Jq =

∫ ∞

0

[

xTQx + uTRu + 2xTNu
]

dt, (4.14)
Q = CT

siQ̄Csi, (4.15)where Q, Q̄, R, and N are the scaled and the unscaled state weighting matrix,control weighting matrix, and the weighting matrix responsible for the crosse�ect between the state and control, respectively. The weighting is arbitrarybut the problem data must satisfy certain limiting conditions when solved withthe Matlab (see The Math Works Inc. 1999).Similarly, the optimal estimator gain matrices [L Ldist]
T are determined bysolving an algebraic Riccati equation based on the noise intensity matrix Rv ofthe sensors and the process input noise intensity matrix Rw. These covariancematrices are formed based on the rms accuracy of the position measurementsand control inputs. For the state estimator, the optimal solution of the Kalman�lter is

˙̄x = Ax̄ + Bu + L (y −Cx̄−Du) . (4.16)The error characteristics of the position measurement are in�uenced by the ac-curacy of the sensors, their sensitivity to external electromagnetic interferences,the non-ideal rotor surface (runout), and presence of unmodeled dynamics. If
Rv increases, the stability and peak disturbance force rejection decrease. Theerror characteristics of the control inputs di�er considerably, depending on howwell the system (and especially actuator) is linearized and modeled.Let us consider the selection of the weighting matrices for design of the axialAMB controller. Now, assuming the layout variation as in subsection 4.5.1, thematrices are selected as follows. In the LQR, the states, which correspond tothe position error integral, control current, position, and velocity are scaled bythe square of their maximum allowed values as

Q̄ = diag
[

1/x2
max, 1/i2c,max, 1/x2

max, 1/v2
max

]

, (4.17)and likewise the control e�ort is scaled as R = 1/i2c,max. The N = 0. In thesimilar manner, in the LQ estimator, the initial covariance matrices are selectedas Rv = (0.1 · xmax)
2, Rw = (0.5 · ic,max)

2. These matrices are selected in such



4.5. SISO CASE LQ POSITION CONTROL 101
5 100 3000

0.3

1

5

omega [rad/s]

fo
rc

e 
[k

N
]

Tolerated force
(A): 0.1
(B): 1
(C): 10

−3 −2.5 −2 −1.5 −1 −0.5 0
−1

−0.5

0

0.5

1
Nyquist Diagram

Real Axis

Im
ag

in
ar

y 
A

xi
s

Figure 4.13: Selecting weight of the position state, e.g. for (A) 1/(0.1 · xmax)
2the sti�ness is at highesta way that there are certain safety margins between the actual error character-istics (the rms accuracy of the position measurements and the rms accuracy ofthe control inputs), and the assumed stochastic properties (of the process andmeasurement noise), otherwise they are used as the design parameters. Fur-thermore, the integral state (if present), control current, and rotor position arekept under the close regulation (Csi = [1 1 1 0]). Leaving the current control tothe inner control loop (Csi = [1 0 1 0]) would increase the system performancein terms of the tolerated disturbance force, but on the slight expense of thestability. The weighting of the state related to the displacement contributesmostly to the bearing sti�ness (roughly 2-3 times as much as to the bearingdamping), and the weighting of the state related to the velocity contributesmostly to the bearing damping (Fig 4.13 and 4.14). The smaller the allowedmaximum position and velocity, the bigger the resulting sti�ness and damping.The assumed maximum velocity, in the weight, equals to the velocity of therotor that is accelerated from its central position to xmax when applying themaximum bearing force. Increasing the available control e�ort in R, increasesboth the bearing sti�ness and damping (4.15). In the case of the unbiased es-timator, the gain computation is based on the augmented plant model, wherethe disturbance model is Adist = 1/τI. If τI decreases, the peak-tolerated-forceincreases considerably (as a trade-o� between low- and high-frequency forces),but in expense of the stability margins. The e�ect of the integral time constantis compared in Fig 4.16.The poles of the estimator become faster when the ratio of Rw/Rv increases.The most straightforward way to increase the stability margins of the LQ de-sign is to increase the noise rms values in the process covariance matrix Rw(Fig 4.17). This way, the estimator poles are faster than the controller poles,but the system becomes more noise sensitive.There exist a trade-o� between low and high frequencies when selectingthe weighting matrices in regard to the performance and tolerated disturbanceforces. In most cases the weights that result in a control system that toleratesthe disturbances at low frequencies at the same time decrease the tolerateddisturbances at high frequencies. Low tolerated disturbances at high frequenciesindicate high open-loop gains for frequencies above the crossover frequency andde�cient robust stability margins.
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Figure 4.14: Selecting weight of the velocity state, e.g. for (A) 1/(0.05 · vmax)
2the damping is at highest
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Figure 4.15: Selecting weight of the control e�ort, e.g. for (A) R = 1/(0.25 ·
ic,max)

2 the sti�ness and the damping are at lowest
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Figure 4.16: Selecting disturbance model, e.g. for (A) Adist = 1/(0.05)
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Figure 4.17: Selecting the covariance matrix, i.e. for (A) Rw = (0.01 · ic,max)
2Table 4.2: Parameters in the design of the axial LQ controller

Q̄ = diag
[

1/i2c,max, 1/x2
max, 0

], R = 1/i2c,max,

Csi = [1 1 0] , Rw = (0.5 · ic,max)
2, Rv = (0.1 · xmax)

2,constant disturbance estimator Adist = 1/(0.3)(A)

(A) The Adist = 1/(0.05) in Fig. 4.12, 4.17, and 4.15.Finally, after some iterations, the selected parameters of the axial controllerare presented in Table 4.2. The control system tolerates a gain drop and increaseby the factor of 0.29 (at 37 rad/s) and 2.4 (at 915 rad/s), respectively. The phasemargin is 32◦, at 383 rad/s.In the case of the LQ control and considerable actuator delay, the actua-tor model with a approximated delay should be included in the plant model(increases the number of states in an estimator), otherwise it may reduce thestability margins and system performance. The reduced bias current adds notonly the plant uncertainties owing to its changeable dynamics that are depen-dent on the signal amplitude and frequency, but also in�uences the achievablemaximum tolerated disturbance force, as shown in Fig. 4.18A. In addition, inFig. 4.18B, the stability of the axial suspension with the derived controller, asa function of kx and ki, is examined. Figure 4.18B is obtained by iteratingover the values of kx and ki, and verifying the stability of the system in eachiteration.4.5.3 Comparison of LQ and PID controllersIn order to compare the LQ- and PID-based controllers, the tolerated distur-bance force and the magnitude of the complementary output sensitivity function(measured position to reference signal, i.e. see A.7) of di�erent control systemsare examined in Fig. 4.19. The LQ controller has a smaller integral gain than thePID-based controllers; therefore it better tolerates high-frequency disturbances.We observe that, in the plot of the complementary sensitivity, the LQ con-trol yields the optimal servo properties, while the PID gives overshoot and thePI/PD cascade has a limited bandwidth. Moreover, as presented in Fig. 4.20,the step response of the both PID-based control systems exhibit overcurrent.The parameters of the PID structure as in (4.5) and the PI/PD cascade struc-
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Figure 4.19: In the left-hand illustration, the tolerated disturbance force ispresented. In the right-hand illustration, the output complementary sensitivityof the di�erent control systems, is shown.ture, used in the comparison, are gathered in Table 4.3. The LQ controller is adesign based on the �nal selection of weights given in subsection 4.5.2.4.6 MIMO case position controlIn the described SISO feedback, the state regulator is in fact equivalent to aPD control, which introduces a mechanical sti�ness (P-part) and di�erentialdamping (D-part) to the system. In a MIMO case, the regulator features notonly the PD properties, but it also captures the inertial connections betweenthe end-A/end-B, gyroscopic connections between the (x, z) and (y, z) planes.Furthermore, the presented design of an LQ regulator/estimator takes into ac-count the �exible modes and their controllability. In addition, it somewhatautomates the design replacing manual control pole placement with the properweight selection.
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Table 4.3: Controller parametersPID PI/PDgain GP,ld = 3.4e4 GP,ld = 4.3e4, GP,pi = 0.1time constant τld = 1/

(√
aldωld

)

, τld = 1/
(√
aldωld

)

,
τI = 0.15 τI = 3 · τldphase lift frequency ωld = 5 ·

√

kx/m = 760 rad/sgain scale ald = 0.15, aI = 2 ald = 0.15, aP = 4



106 CHAPTER 4. MAGNETIC BEARING CONTROL4.6.1 Selection of optimal weighting matricesThe selection of weighting matrices for the optimal controller of the radial sus-pension is analogical to the weighting in the design of the SISO axial controller,presented in 4.5.2. However, the additional weights for the controlled �exi-ble modes are required. The �rst �exible mode is the only one that could bee�ciently controlled. The extra weights may be added, in regard to the obser-vations from 4.1.2, in such a way that an active control of the �rst �exible modeis performed only at the end-A. The proper selection of weights results in thehigher feedback gains when regulating the �exible mode at the end-A, comparedwith the lower gains when regulating the mode at the end-B. The elements inthe state weighting matrix Q and the cross e�ect weighting matrix N , whichcorrespond to the states of �rst �exible mode are equal zero, but the elementsof N , which correspond to the control currents ic,x,A, ic,y,A, at the end-A of therotor. When in fact the plain weighting of the �rst �exible mode only in matrix
Q seems to be working also su�ciently. The weighting is applied to the statesin the per-unit quantities with the normalized �exible modes (see A.5).As already mentioned, there are two popular methods for reducing thespillover problem. The �rst method includes the elimination of observationspillover (Balas, 1978); and it is based on pre�ltering the sensor data with a lowpass or comb �lter (many narrow bandpass �lters). Nonetheless, implementingsuch a �lter without introducing high phase delays to the measurements mightbe impossible. The second popular method is based on the elimination of acontrol spillover by �ltering of the control signals. The additional delays in theopen loop decrease the performance in terms of the tolerated step disturbanceforces. Instead of adding an additional �lter, it is also possible to reduce thecontrol spillover that causes excitation of residual modes, by selecting a su�-ciently slow actuator. The actuator bandwidth is just enough for the controlof the selected �exible modes, and at the same time, it does not decrease theaccuracy of the linearized model for the currents with higher amplitudes (usedfor the synthesis of the position control, as presented in section 4.2). If thespillover is still a problem, a low pass �lter can be added in order to increasethe attenuation of the open-loop gain at high frequencies.Figure 4.21 shows that the applied controller does not destabilize uncon-trolled (not actively controlled) �exible modes, that is, the poles of these afore-mentioned lightly damped modes remain in the left-half s-plane. What ismore, the responses to the step reference position and disturbance force, f =
0.5 · ic,maxki, are the same (Fig. 4.22) for the control systems, which include theplant with and without the residual modes. In Fig. 4.21, the sensitivity of thecontrol systems with, and without, the actively damped �rst �exible mode areplotted using solid green line, and dotted red line, respectively. This sensitivityfunction contributes to the attenuation of the disturbance signal introduced atthe position sensors; it's maximum value (peak gain of the closed-loop function)is used as an index representing the relative stability of a MIMO system (seee.g. Takahashi et al., 2007 and Li et al., 2006). As an illustration, in the samemanner the index of the stability of a SISO system can be evaluated by theminimal distance (dmin) on the Nyquist plot of the open-loop transfer function(Gol) from the critical point (i.e., dmin = 1+Gol), where the sensitivity functionis 1/(1 +Gol).When considering the MIMO systems, it is not possible to determine an
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Figure 4.21: In the left-hand illustration, the closed-loop poles of control systemthat includes non-controlled �exible modes (A), and the control system regardedas in the control design (B), are shown. In the right-hand illustration, thesingular-value plots of the sensitivity transfer function at the output of theplant that includes non-controlled �exible modes, are presented.
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Figure 4.23: Plots of the singular values of the control system that includesthe plant with the �rst �exible mode (bold dashed line) and with three �exiblemodes (solid line), are presented. The only actively controlled �exible mode isthe �rst one.unequivocal tolerated disturbance force over the frequency. However, the sin-gular value plots of a MIMO system correspond to the Bode magnitude plotof a SISO one. Therefore, we may examine the singular values of the radialsuspension, in the similar way as we used the Bode magnitude plot of the SISOaxial suspension. In Fig. 4.23, the singular-value plots of the inverted com-plementary sensitivity, at the input (i.e. an inverted ratio of a control e�ort todisturbance) and the singular value plots of the inverted disturbance force atten-uation (i.e. an inverted ratio of a position to input disturbance), of the MIMOradial suspension, are presented. The considerable peaks of the maximum sin-gular values σ̄ occur at the frequencies that are equal to the eigenfrequenciesof the non-controlled �exible modes. These maximum singular values of theinput complementary sensitivity (and of the disturbance force attenuation), areequal to the maximal gains of the system, in regard to the input disturbances.Hence the values of their inverse equal to the disturbance force magnitude inper-unit quantities, for the presented frequency range. As a result, the maximaltolerated disturbance force magnitude, at the given frequency, corresponds tothe minimum from the two values at that frequency.The summary of the closed-loop transfer functions of a MIMO control systemis provided in Appendix A.2.4.6.2 Unbalance force rejection controlIn the magnetically borne rotor, which spins about a �xed axis, there are alwayssome sinusoidal disturbance forces acting on the rotor. These forces are causedby the unbalance, which can be described as a discrepancy between the �xed axisof rotation (usually, the assumed axis of geometry of the rotor) and the principalinertia axis. Apart from an unbalance, all other discrepancies and imperfections,which make the system non-axisymmetrical, may cause additional harmonicdisturbances. The resulting vibrational bearing forces are proportional to thesquare of the rotational speed.The unbalance compensation in the AMB applications is referred to as anunbalance force rejection control (UFRC). In AMBs, the use of active control



4.6. MIMO CASE POSITION CONTROL 109and the possibility of changing the sti�ness and damping provide better capa-bilities to deal with the unbalance than in the traditional bearings. Controltheory, rotor dynamics, and the literature on AMBs provide di�erent UFRCmethods. Basically, a compensation mechanism is synchronized with the rota-tional speed. It injects compensating harmonic signals, of proper amplitudesand phases, to the control system. In general, it is possible either to cancel theposition vibrations (i.e. cancel the e�ect of the unbalance forces on the rotorposition) or to cancel the magnetic force vibrations (i.e. cancel the e�ect of theunbalance forces on the control currents).As an example, an adaptive feedforward compensation and discrete Fouriertransform (DFT) are applied by Bleuler et al. (1994). Grochmal and Lynch(2006) and they sugest the reduced-order disturbance observer with the observergains computed analytically (based on the desired location of eigenvalues) andscheduled according to the rotational speed. The interesting approach is pre-sented by Lum et al. (1996), where the observer-based imbalance compensatorperforms an on-line identi�cation of the physical characteristics of the imbalanceand uses the result to tune the compensator. This last compensator techniqueworkes under varying rotor speed. Many other compensation methods are alsoavailable. A short review of di�erent compensation methods and references onthem are given by Bleuler et al. (1994).In this work, the observer-based UFRC is considered in two variants. In the�rst one, the position vibrations are canceled and the system can tolerate highsinusoidal unbalance forces while it maintains accurate rotor position. It resultsin low measured vibration amplitudes. In the second variant, the magneticforce vibrations are canceled and the rotor (considered as rigid) spins aboutits principal inertia axis without touching the safety bearings (assuming thatthe clearances are large enough to accommodate the unbalance). This resultsin minimal control currents. Both cases are designed as a periodic disturbanceestimator that is combined with the constant disturbance estimator.In the case of position vibration cancellation, two di�erent design methodsare employed and compared with respect to their robust stability, for the equiva-lent performance. For the better comparison, both the design methods are usedin such a way that they result in the same closed-loop eigenvalues. The �rstdesign generalizes the LQ design of the full state estimator with the constantdisturbance estimate, as in (4.11), to the one that includes a sinusoidal distur-bance. The computation of the proportional gain matrix L and the disturbanceestimator gain matrix Ldist is based on the augmented plant model
[

ẋ

ẋdist

]

=

[

A BCdist

0 A
′

dist

] [

x

xdist

]

+

[

B

0

]

u, (4.18)
y = [C, 0]x. (4.19)where Cdist = [I, I,0] and the disturbance state matrix is

A
′

dist =





Adist 0 0

0 0 I

0 I · Ω2 I · 2ζΩ



 . (4.20)Similarly to the design of the constant disturbance model, also here the distur-bance model is modi�ed (perturb) in order to utilize Matlab's Control Toolbox.



110 CHAPTER 4. MAGNETIC BEARING CONTROLThe negative damping ζ = −0.05 of a sinusoidal disturbance model is assumed.This perturbation is introduced in order to move the roots of the augmentedplant model from the imaginary axis. In addition, ζ a�ects the resulting speedof the integration, for the sinusoidal disturbance estimate. Now, the augmentedmodel used in the implementation applies the disturbance state matrix such as
A

′

dist =





Adist 0 0

0 0 I

0 I · Ω2 0



 . (4.21)The second design is based on the pole placement. It applies the closed-looproots, which result from the Kalman �lter design computed for the state esti-mates without the disturbances, plus the arbitrarily added integral poles.Now, the state and disturbance estimate feedback matrix is [K, Kdist] =
[K, Cdist].The unbalance responses of the simulated control system with and withoutthe UFRC are presented in Fig. 4.24 and 4.25. The applied step disturbanceforce is f = 0.2 · ic,maxki ≈ 402 N and the applied couple unbalance1 is equal to
500 g ·mm that corresponds to the disturbance force amplitude equal to 137 N,at each radial bearing, for Ω = 5000 rpm.The resulting closed-loop poles are the same for both aforementioned designmethods, when the plant model without the residual modes is applied. How-ever, the closed-loop pole patterns for the designed controllers and the plantthat included the residual modes (Fig. 4.25) are di�erent for both controllers;namely for the pole placement design of integrators, the residual modes are lessdamped (about six times) than for the optimal design. This di�erence can alsobe noticed when comparing the singular value plots of the output sensitivitytransfer functions for both controllers (4.26). The singular values plot of theoutput sensitivity transfer function corresponds to the disturbance attenuationperformance in the measured signal, and it is equivalent to the sensitivity of theSISO case, which indicates the robust stability.In the case of magnetic force cancellation, the computation of L and Ldistand the feedback are the same as for the disturbance force cancellation, butthe augmented plant models used in the design and implementation have theoutput equation such as y = [C, 0, I,0]x and ȳ = [C, 0, I,0] x̄, respectively.This eliminates the oscillating component from the error signal.The experimental evaluations of UFRC for the position vibration cancella-tion and for the magnetic force cancellation are presented in Fig. 4.27 and inFig. 4.28, respectively. In fact, the rotor was not rotating; however, the e�ectof couple unbalance was generated through the currents.4.6.3 Comparison of LQ and PID controllersAs long as a rigid rotor (for slow rotation) is considered, it is possible to applythe decentralized control (four SISO controllers) to support the rotor radiallyin x and y directions. The low-order PID controllers may be easily designedmanually in a similar fashion as the one for the axial suspension (see section1couple unbalance � assuming no static unbalance, the remaining forces in each plane (inopposite sides of the center of rotor mass) act in opposite directions and are equal in magnitude(i.e. the central principal axis intersects the rotor axis at the center of gravity)
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Figure 4.24: System without UFRC and the system with UFRC that cancelsthe unbalance forces are presented under the couple unbalance. The (A) standsfor the measured position xA and control current ic,x,A; the (B) is the referenceposition and the scaled disturbance force fdist/ki.
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Figure 4.26: Singular values plot of the output sensitivity function for the sys-tems with UFRC, are presented. The blue plot corresponds to the system designbased on the optimal gain selection and the red plot corresponds to the systemdesign based on the pole placement.
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Figure 4.27: Measured responses of the control system without and with UFRCfor the unbalance force cancellation, when the couple unbalance is 500 g ·mmfor Ω = 5000 rpm.
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Figure 4.28: Measured responses of the control system without and with UFRCfor the magnetic force cancellation, when the couple unbalance is 250 g ·mm for
Ω = 5000 rpm.4.4). However, for the rotor model that includes the �exible modes, the obtainedPID controllers are unstable, and they have to be improved.Let us consider a lead compensator in Eq. (4.5). We include the bendingmodes in the design. Now, we include the �rst bending mode into the SISOplant model. We assume that it does not a�ect the end-B of the rotor (as thenode of the bending mode is very close to the actuator node). Next, we buildthe approximated plant model for the end-A as

G(s) =
ki

mAs2 − kx
+

kid1

m1s2 + dM,1s− kM,1
, (4.22)where mA, m1, dM,1, kM,1, and d1 are the rotor mass supported at the end-A,modal mass of the �rst bending mode, modal damping, modal sti�ness, and the�rst modal in�uence factor at the end-A (Lantto, 1999), respectively. In thiscase, the in�uence factor may be roughly approximated by the distance betweenthe actuator node and the node of the �rst bending mode. Other parametersare obtained from the FEM model. Now, we can use the approximated modelin the controller design.We modify the old control by adjusting the frequency of the maximum phasein order to obtain the su�cient stability margins, for each loop at a time. Aftersome iteration with the controller parameters (decreasing the proportional gains,slightly increasing the current control bandwidth, and selecting the ωld = 0.7 ·

2π · 260 rad/s), when taking the values according to Table 4.3, as the startingpoint, we obtain the stable decentralized controller. In further iterations, theresulting multiple SISO, overall controller is tested for stability with the plantmodel that includes the �rst three bending modes.The step responses of the closed-loop system (with a lead compensator), andthe comparison of the unbalance responses of the decentralized PID control withthe centralized LQ position control, for di�erent rotational speeds, are shownin Fig. 4.29.For the PID control of the radial suspension, the step responses are not asgood as for the LQ control, even though the PID-based control assumes a 40%wider actuator bandwidth than the LQ control. When looking at the unbalance
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realFigure 4.30: In the left-hand illustration, the pole-zero map of the closed-loopsystem with the PID controller, and in the right-hand illustration, the pole-zeromap of the closed-loop system with the LQ controller are presented. The polesare plotted as x's and the zeros are plotted as o's.sti�ness solution). It is not possible to obtain optimal solution for all the fre-quency ranges, and hence the control design is a compromise between low andhigh frequencies.4.7 Discrete-time controlIn the digital control, the controllers resulting from the continuous-time designhave to be discretized. Alternatively, the whole design process has to be car-ried out in the discrete-time. The conversion from the continuous-time to thesampled system is only an approximation. The quality of this approximationdepends on the utilized method (used for obtaining the discrete realization of asystem) and the sampling period T .Di�erent methods for obtaining a discrete realization, including discreteequivalent (e.g. backward rectangular method, bilinear transformation, zero-order-hold, forward rectangular) and methods based on a numerical solution ofordinary di�erential equations (e.g. Euler's method, fourth-order Runge-Kuttamethod), are discussed in Publication III. In addition, the publication consid-ers that some methods introduce a kind of state transformation, which mightincrease the computational burden, distort the numerical condition of the con-troller (or plant), and distort the state representation and its physical meaning.In a similar way as in the continuous-time, the design of the AMB controllercan be carried out directly in the discrete-time, now on the discretized plantmatrices A, B, and C. In the design of the position control loop we considerLQ methods. In order to obtain the output feedback controller, we compute theoptimal state feedback law and concatenate it with the Kalman �lter for theplant and disturbance state estimation. The discrete-time estimator is formedas
x̄k+1|k = Ax̄k|k−1 + Buk + Lfb

(

yk −Cx̄k|k−1

)

, (4.23)
x̄k|k = x̄k|k−1 + Lff

(

yk −Cx̄k|k−1

)

, (4.24)
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Figure 4.31: Start-up of the rotor (radial suspension) when centralized LQcontroller was employed.
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Figure 4.32: Start-up of the rotor when decentralized PID controller was em-ployed
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Figure 4.33: Responses of the LQ controller to the step disturbance
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Figure 4.34: Responses of the PID controller to the step disturbance
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Figure 4.35: Control current of the LQ controller during step disturbance



4.8. NUMERICAL CONDITIONING 119where x̄k|k and x̄k|k−1 are the vector of state estimates at a time instant kbased on data up to the time instant k (current state estimate), and the vectorof state estimates at the time instant k based on data up to the time instant
k−1 (predictor state estimate), respectively. The estimator feedback (predictorestimator gain) matrix Lfb is obtained from the solution of the Riccati equation(Franklin et al., 1998), by the selection of the cost weights. The feedforward(current estimator gain or innovation gain) matrix Lff = A−1Lfb (if A is notsingular). The state feedback control is then obtained from the current stateestimate output as

uk = −Kx̄k|k, (4.25)where the state feedback matrix K is obtained from the solution of the Riccatiequation, by the selection of the cost weights in the LQ criterion. The selectionof the cost weight matrix is similar as in the continuous-time design, but thedisturbance model is Adist = eTs·1/τI .As is shown in Fig. 4.6, the modulation delay (equal to half of the modulationperiod Td = 0.5 · 1/fcarr = 25µs), is insigni�cant for the inner control loop.When applying the dSPACE as a control platform, the sampling time of theinner control loop is Ts = 50µs and the outer position control loop is Ts = 100µs,respectively. In this case, the applied sampling rate is about 40 times faster thanthe bandwidth of the current control loop. Therefore, for the presented system,a discretized continuous-time design and a discrete-time design (emulation byequivalent cost with the equivalent cost weight matrices computed as presentedby Franklin et al. 1998) yield almost the same closed-loop control systems,which result in the same Bode responses (Fig. 4.36) in the required bandwidth.However, in the discrete design we can easily introduce the additional degree offreedom to the design procedure.The Pincer procedure (Franklin et al., 1998) provides additional option incomputing the state feedback control, in regard to the minimal settling time ofthe regulated states. In this procedure, the designer selects the settling time
ts, within which all the regulated states are required to settle to less than thede�ned margin (e.g., 0.01 of the maximum steady-state value). Next, the dis-cretized plant matrices are scaled by the parameter ϑ based on the selectedsettling time, sampling time, and margin (ϑ = [0.01]−Ts/ts ≥ 1). The scaledmatrices ϑA and ϑB are used in the computation of the state feedback of theLQR. Consequently, it is ensured that the closed-loop poles are inside the circleof radius 1/ϑ. By increasing ϑ we can increase the tolerated disturbance forcesin low- and medium-frequency regions, in the expense of the tolerated distur-bance forces in the high-frequency region (for the previously selected optimalweighting matrices, Fig. 4.37). For ϑ > 1, the system stability does not changeconsiderably, but an overcurrent appears during a response to a step reference.4.8 Numerical conditioningIn the digital implementation, in order to make the subsequent state-space com-putation viable, a numerical conditioning is required. Basically, before the im-plementation, it is necessary to scale (transform) the system states and variablesto be appropriate for the utilized hardware number format and computation ac-curacy. This aspect is discussed in Publication II and Publication III. As a
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4.9. ADAPTIVE CONTROL 121matter of fact, it might be recommended to transform the plant model evenbefore carrying out the design process, as it, in general, should lead to moreaccurate results. As an example, the state-space plant model for the axial (ra-dial) suspension, in physical quantities, has a condition number2 equal to 2.65e4(2.67e6), compared with the condition number equal to 17 (66) for the plantin per-unit quantities. Although, in Matlab, which uses numerically optimizeddesign functions, the per-unit scaled model and the model in physical quantitiesyielded the same control design results for the presented LQ design procedure,in regard to the closed-loop system eigenvalues.4.9 Adaptive controlFor highly gyroscopic systems, in order to avoid a loss of performance or eveninstability when the rotational speed changes, the controller should be adaptiveand dependent on the rotational speed. The variations in the plant's parameters(due to the rotational speed) may be predicted when the system model is wellde�ned. In such a case, the control gains in the regulator and the estimator couldbe scheduled. In order to accomplish this goal, the plant is linearized in severaloperating points and the optimal controllers for these points are obtained. Thecontrol have to be robustly stable for overlapping areas of points close to thedesign equilibrium points. The robust stability and performance may be veri�edby multivariable frequency analysis techniques.Apart from the scheduling of the regulator and estimator gains, the A matrixof the estimator may be divided into the Ω dependent and constant matrices.Using a rotational speed as a measured parameter and performing an on-linediscretization (e.g., simpli�ed ZOH as described in Publication II and III), asomewhat smother transitions between the operating points is achieved. Nev-ertheless, in the weakly gyroscopic systems, such as the prototype, a simplegain scheduling (or even the control design for zero rotational speed) would besu�cient. In the case of the UFRC, the algorithm requires accurate speed mea-surements (up to 1-3 %) in order to work e�ciently. If an e�ective UFRC in awider speed range is required, the gain scheduling with many operating pointsis necessary.4.10 RobustnessTypically, in order to provide the system stability over the wide range of op-erating conditions, �xed gain controllers have to be tuned with wide stabilitymargins. Numerous control strategies, which apply robust techniques for theAMB control are known from the literature (Lantto, 1999), and (Nonami andIto, 1996). However, such a preparation for the worst-case conditions decreasesthe system performance. In addition to that, the performance for local con-trollers may also be limited by the non-collocation of the actuators and sensors.By applying the nonlinearity compensation techniques, presented in sec-tion 4.3, the large uncertainty of the AMB actuator can be reduced. Neverthe-less, not all nonlinear e�ects of the actuator could be compensated accurately.2The condition number of matrix A equals to the ratio of the largest singular value of Ato the smallest one. A large condition number indicate a almost singular matrix.
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Figure 4.38: In the left-hand illustration, the singular values Bode plots of thetransfer function matrix from the disturbance signal introduced at the outputof the plant to the control e�ort of the controller (with UFRC) is presented. Inthe right-hand illustration, the complementary sensitivity at the plant output,for the system with UFRC, are presented. The blue plots correspond to thesystem design based on the optimal gain selection and the red plots correspondto the system design based on the pole placement.The eddy currents, magnetic cross-connections, hysteresis in the magnetic cir-cuit, and sensor nonlinearities still cause considerable uncertainties.For the MIMO case, gain/phase margins and Nyquist plots of one-loop-at-a-time ignore the cross coupling.In the case when the plant discrepancies are small in the model, we can designa high-gain, high-performance feedback controller. On the one hand, high gainsmay attenuate the e�ects of model discrepancies and reduce the sensitivity ofthe control system to plant noise. On the other hand, the discrepancy may besuch that the sign of the gain changes (e.g., uncertainty in the location of a nodeof the �exible mode shape in regard to the actuator node). For example, thistakes place when the end coupling is removed from the end-B of the rotor (themode shape of the �exible mode and its associated critical speed change) and asa result controllers that actively damp the �st �exible mode become unstable.In such a situations it may be risky to utilize large feedback gains. In particular,the plant model discrepancies and the actuator bandwidth are limiting factorsin the active control of �exible modes.For the control system with the UFRC, the controller with the Kalman �lterproved less sensitive to the multiplicative plant perturbation than the controllerwith the estimator obtained by pole placement method (4.38). In other words,the former one can tolerate greater multiplicative uncertainty before becomingunstable.4.11 SummaryThe chapter focuses on the control of the magnetic suspension system. Theobjectives from subsection 4.1.3 are ful�lled. However, not all a priori conclu-sions from this section are con�rmed. For one thing, the study of the unbalanceresponses of the test rotor prove that there are no signi�cant di�erence in per-



4.11. SUMMARY 123formance for increased rotational speed, when testing the centralized and de-centralized controllers. These observations are contrary to the results presentedin the literature (e.g., Zhuravlyov, 2000). Admittedly, the tested rotor is onlyslightly gyroscopic.In the current control, a fast tracking of the reference input and disturbancerejection require large current control gains. If the full capabilities of the actua-tor are to be utilized, the maximal current and voltages lead to the considerablenonlinearities. What is more, in a very demanding control system with highbandwidth requirements and with reduced premagnetization current, the lim-ited force slew rate and actuator saturation should not be ignored in modelingand design.The described force-�eld linearization at the output of the outer positioncontrol together with the linearization of the inductance in the internal currentcontrol loop provide better agreement between the linear actuator model andthe dynamics of the actuator. A more constant linear sti�ness than for non-compensated actuator is obtained in the control bandwidth. Notwithstanding,the bene�ts of the linearization, the compensation of the dynamic inductanceseams to be not necessary. The presented study assumes that nonlinearitiesare modeled correctly and that eddy currents and hysteresis e�ects could beneglected. A study of the relationship of the magnetic force to the coil current,which considers the eddy current e�ects, owing to both the rotor rotation andvariation of the dynamic control current is given by Sun et al. (2006). Theposition controller with a hysteresis compensation for AMBs is presented byVolkert et al. (2006).In the position control, because of the limited actuator bandwidth, only acontrol of the �rst �exible mode could be considered. When in fact, the nodeof the �rst mode shape is close to the actuator, at the end-B of the rotor. Asa result, two control strategies for the LQ centralized control are applied. The�rst one includes only the control of the rigid body modes and the second, inaddition to the rigid body modes, comprises also the �rst bending mode, but therotor is controlled only at the end-A. The controllers may employ the constantand sinusoidal disturbance estimators (UFRC). In the design of the controlwith the disturbance estimate, the use of Eq. (4.10), (4.11), and (4.18) might benumerically sensitive, and it should be carried out with care. Nevertheless, inthe studied application these applied methods provide satisfactory results, andthey occur to be better than the pole placement method. Overall, a centralized(i.e. LQ-based), adaptive (e.g., with gain scheduling), and nonlinear (actuatorcompensation) controller provides better performance than local, non-adaptive,and linear controllers.Considering the discrete design and control, the discrete-time realization ofthe controller obtained by applying a continuous-time design with the use of asuitable discrete equivalent (e.g. backward rectangular or bilinear) yields thesame results as the controller based on a discrete design (that used the equivalentweighting matrices) with a current estimate.To sum up, in this chapter, the control designs presented in the appendedpublications were re�ned and extended. In particular, the explanation of thecurrent and predictor state estimates provided in Publication V, was clari�edin section 4.7.
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Chapter 5FPGA-based control platformThis chapter provides an introduction to FPGAs, tools for a design development,and design and testing methodology. The chapter summarizes and concludesthe use of FPGAs as a control platform for magnetic suspension systems. Thedetails of the FPGA-based implementation (i.e, utilized resources and validationresults) are presented in the appended publications.5.1 Tools and design methodologyThe �rst step on a way to the practical realization of the embedded controller isbuilding the software part of the prototyping platform. The software includes:interfaces to hardware, communication between di�erent processing units, userinterfaces, arithmetic units, and other low-level software components. After-wards, the control equations have to be prepared for the digital implementation,that is, they are prepared for a speci�c number representation and discretized.The evaluation of the necessary bit widths in the �xed or �oating-point numberformats may be performed in Matlab. The di�erent possibilities for the discreterealization of the continuous-time equations are presented in Publication III.Finally, the actual coding of the control may start.The design of the control software was carried out using bottom-top method-ology presented in Fig. 5.1. This choice of methodology resulted from the factthat at �rst, the control hardware and prototyping platform were built and af-ter that the control design was carried out. After completion of two bottomlayers from Fig. 5.1, the remaining control algorithms were coded and evaluatedusing the Virtex-II Pro � dSPACE platform. The purpose of the dSPACE wasto serve as a user-friendly environment for testing di�erent control concepts ona �y, to use the Simulink, and Matlab for automated rapid generation of thecontrol software.As for the programming languages utilized for designing an FPGA software,traditionally HDLs, such as VHDL or Verilog are utilized. During the pastfew years, there have been appearing C-based design �ows, compilers, and inte-grated development environment (IDE) for FPGAs, such as for example MentorGraphics' CatapultTM C synthesis tool, Celoxica's Handle-C IDE, and SystemClibrary. The high-level design �ows can also be based on a block graphical de-sign. A well-known example is Xilinx's System GeneratorTM for Simulink. The
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areFigure 5.1: Design of control software was carried out using bottom-top method-ology.author believes that an FPGA design can bene�t from the high-level designmethodologies and approach to the DSP design in the near future. Neverthe-less, in the described work a typical HDL-based design was still applied forFPGAs.The HDL design methodology comprised of dividing a design into smallparts, HDL coding, behavioral simulations, more detailed (e.g. post place androot) simulations, testing with a logic analyzer, and �nally testing of a completedesign (in-system testing). In addition to that, di�erent validation techniquesand the FPGA-based emulation are considered in the �nal sections. In thiswork, the programmable hardware coding was carried out in VHDL, in Xilinx'sISE 6.1 and ISE 7.1. The software for the PowerPC processors was written inC, using the Embedded Development Kit (EDK). Testing was performed withMentor Graphics' Model-Sim HDL simulator.In order to improve the maintainability of the software and to ease thedesign iterations, documenting of the HDL project might be carried out inUML notation (see e.g. Goma, 2000). As an illustration may be given the usageof sequence diagrams for depicting a data �ow in the embedded controller (inPublication I).5.2 Digital arithmetic functionsThe digital control of active magnetic bearings requires a lot of arithmetic oper-ations. When using FPGAs to implement the controller, the programmer oftenhas to implement some of the arithmetic operations by himself. In this section,the implementation of the selected arithmetic operations, which are used andmay be useful in the application-speci�c (embedded) AMB control system, isconsidered.5.2.1 InterpolationIn general, instead of using one high-order polynomial for representing somecomplex function, di�erent polynomials of lower degree can be �tted through asubset of breakpoints, and the �nal function value can be interpolated betweenthese breakpoints. If breakpoints are close enough, a linear interpolation is suf-�ciently accurate. A generic implementation of a linear piecewise interpolationof a one argument function consists of a look-up table that stores the functionvalues and a multiply-add unit. The implementations of interpolation meth-ods for multivariable functions are less common and they are considered lessfrequently in hardware than in software.



5.2. DIGITAL ARITHMETIC FUNCTIONS 127Regarding simple methods suitable for the VHDL implementation of thenonlinear force �eld, the piecewise interpolation algorithms are classi�ed intotwo groups.The �rst one is the piecewise interpolation by sum of areas. In the algorithm,two arguments are used to obtain four closest entry values of the function fromthe look-up table. The integer part of the normalized arguments is utilized toaccess the look-up table, and the remaining fractional parts are used in thecomputation of the aforementioned areas. Four corner function values from thelook-up table are multiplied by the opposite square areas. The interpolatedfunction value equals to a sum of these multiplications. The resulting functionis continuous and well scalable for �xed-point implementation.The second algorithm is a piecewise interpolation with low-order polyno-mials. This method requires preparing the look-up table with coe�cients ofpiecewise interpolated N-order single variable polynomials. Generalizing thelinear piecewise interpolation, polynomials can be �tted for either ones of twoargument values. The result is calculated by a sum of closest entry polynomi-als evaluated for one of the input variables, scaled proportional to the distancebetween the second input argument and its two closest breakpoints. When poly-nomials of two variables are used, the interpolated function value is obtainedfrom the surface equation. The surface coe�cients are read directly from thelook-up table.The selected look-up table based on the interpolation methods and theircomparison are presented in Publication V. The methods are suitable for theapplication of the nonlinearity compensation as in AMB controller. The VHDLimplementations of the algorithms can be found in Publication II and III. Theimplementations are generic and may be utilized also for other purposes thanmodeling of the AMB force �eld. For example, they could be used for modelingthe saturating inductance surfaces in sophisticated electric motor controllers.5.2.2 Matrix operationsThe linear part of the plant's dynamics may be implemented as a custom-builtarithmetic unit (AU). Such an application-tailored AU has the advantage overthe commercial ready made ones; it provides a compromise between the utilizedresources, speed, and accuracy of the number format. The implementation de-tails of the di�erent versions of the arithmetic unit for computing state-variableform are given in Publication II and III. The required arithmetic operationsinclude two matrix times vector multiplications and addition of two matrices.The aforementioned AU can be utilized for optimized hardware implementationof the plant-emulator or the state observer. Apart from that, Publication IIconsiders possible improvements to the hardware architecture of the AU. Es-pecially, an AU with parallel multiply-accumulate (MAC) units for real andcomplex-numbered state-space models is proposed to further decrease the over-all latency.5.2.3 Floating-point arithmeticsThe use of �oating point arithmetics in the implementation of a �exible rotorcontroller (or emulator) would improve the computational accuracy of the al-gorithms. Nevertheless, it still could be more e�cient to use the �xed-point,



128 CHAPTER 5. FPGA-BASED CONTROL PLATFORMvery long registers for storing the accumulated variables and to use an k -bitadder with a su�ciently large k. As an alternative, in order to increase thecomputational accuracy when utilizing the �oating-point number format, theequations in the state-variable form may be formed in such a way that �rst, allsmall components are summed and then, the previous value of a state variablesare added. As a result, the state equation becomes
x̄k+1|k = (A− I) x̄k|k−1 + x̄k|k−1 + Buk, (5.1)where A is the discrete equivalent of the continuous-time state matrix. Theterm (A− I) x̄k|k−1 is computed �rst, then Buk is added, and �nally x̄k|k−1is added as the last term. The advantage of (5.1) is clear when looking at theequations of the discrete equivalent matrices in Publication III for the simpli�edZOH or forward rectangular.The �oating-point operations such as addition and multiplication could beeither employed as a ready-made IP from commercial libraries, or they couldbe custom made. As an example a custom-tailored �oating-point arithmeticswas utilized by Jastrz�ebski et al. (2004b). A simple-datapath �oating-pointaddition, where a critical path included two shifters, one for the alignment ofoperands and another for normalization of the result, were used. More complexschemes, such as two-path adder that includes only one variable position shifterin each path, as presented by Ercegovac and Lang (2004), could also be fullycustom coded.5.3 Magnetic bearing controllerIn digital implementations, the �nal performance of the controller is typicallydecreased by an ADC delay, computational delay, modulation delay, system ap-proximation with di�erence equations, and �nite numerical accuracy caused bydigitization and number representation. FPGAs, owing to their unusual datathroughput and �exible parallel computing capabilities, o�er minimization ofcomputation delay and possibility to increase numerical accuracy when com-pared with any standard DSP. With FPGA realizations, the high-order of thecontroller does not limit the performance owing to its computational cost. InFPGAs, the internal architecture of the devices combined with the signi�cantnumber of I/Os enables system integration at a single chip level instead of ata board level. This way, by including all the computational intelligence, ADChandling, and PWM on a single chip, the overall input to output delay, as wellas the system integration can be improved. In fact, the maximal sampling fre-quencies are determined by the ADC performance and required sampling tobandwidth ratio, not by the computation time.5.3.1 Hardware-software partitioning and data �owThe lower-level control and basic functionality such as the inner current controlloop, PWM, interfaces to external devices and on-chip interconnections are bestsuited to be implemented in the programmable logic. The upper-level control,such as outer position control loop, monitoring, diagnostics, calibration, andsafety algorithms do not necessarily require very fast execution rates. Therefore,they are better suited for the implementation as software, in the PowerPCs or in



5.3. MAGNETIC BEARING CONTROLLER 129a soft processor core. But, if necessary, it is also possible to implement part ofthem (e.g. the critical safety part of the position control) as hardware functionsin an HDL.Regarding the data �ow organization, when writing the control softwarefor an actuator, one of the goals is to minimize the time-lag of the currentcontroller in relation to the reference and measured currents. The timings ofthe reference current signals depend on the timings of the position ADCs andthe applied position control. A data �ow that is typical for DSPs and decoupledbearing control (see e.g. Schweitzer et al., 2003) is not the optimal one in thecase of an FPGA-based implementation. With FPGAs, it is possible to achievevery short time delays, even for the centralized position control, and thereforesimultaneous sampling of all position ADC channels and parallel communicationare bene�cial.The di�erent examples of the data �owcharts in AMB control are presentedin Publication I. Regarding this, also a sequence diagrams for decentralized andcentralized data �ows are given in the publication.5.3.2 Integrated actuator controllerIn general, the accurate controllers of the actuators and PWM are often imple-mented in FPGAs or ASICs. The integrated actuator controller for an AMBrotor system is presented in Publication V. The major advantages of this designinclude the variable carrier frequency and the integration of the nonlinearitycompensation. In addition, the high accuracy of the carrier signals (rate ofcomparisons) in the carrier-based PWM improves the modulation and accu-rate following of the current reference. The VHDL design utilizes a pipelineddata �ow and optimized �xed-point arithmetics. The operational principle is asfollows. Firstly, the control currents are compensated according to the compen-sation surface in the interpolation block. Secondly, each compensated controlcurrent is changed into two positive reference currents (biasing). Thirdly, basedon the reference and measured currents, ten voltage references are computedby the current controllers and passed to the modulator logic. Finally, the volt-ages in the modulator bu�er are updated twice at the selected carrier frequency.The modulator logic comprises of two carrier counters and twenty comparators,which utilize the common carrier signal. The time resolution of the modulationis 10 ns, but the relative resolution of the comparators varies with the variablecarrier frequency.The overall input-to-output delay is minimized if the update rate of theinputs is synchronized with the update rate of the reference voltages in themodulator. In the prototyping platform, the selected carrier signal frequencywas 20kHz, however, the VHDL design provided the variable carrier signal fre-quency in the range of 5-20kHz.5.3.3 Upper control algorithms and interconnectionsConcerning the outer position control loop implemented in the FPGA, the state-space equations can easily be implemented with the aforementioned IP for state-variable form (matrix-vector multiplication and matrix addition). Moreover,such an implementation strategy is �exible as it enables implementation of bothcentralized and decentralized position controllers, using the same AU structure.



130 CHAPTER 5. FPGA-BASED CONTROL PLATFORMThe process of coding matrix parameters into the memory blocks of the VirtexII Pro is automated by the Matlab script.It is important to notice that the required number of fractional bits in theutilized number format in the accumulator of the MAC unit grows with thenumber of included �exible modes. In addition, the number of required bitsincreases when the discretization time decreases. Under those circumstances,too short discretization times may not be practical and would require very longregisters for the digital integrators. The required number formats for the imple-mentation of state variable form in the FPGA can be found in Publication III.For the realization in dSPACE, the �oating-point 32-bit number format provedsu�cient for the implementation of the state observer of the rigid body rotorplus one �exible mode when the equations were in per-unit quantities.The major operation frequency of the control design in Virtex II Pro was100 MHz. However, the whole HDL design utilizes multiple clock domains: twodi�erent 100 MHz clock domains, 64 MHz, 16 MHz, and 4 MHz. Data andcontrol signals are exchanged between di�erent clock domains by means of syn-chronizers, FIFOs, and double-port RAM blocks. In the controller or emulator,the most signi�cant input-to-output delay is introduced by the computation ofstate-variable form. Nevertheless, in the FPGA, when considering the imple-mentation of the state-variable form based on the �exible rotor model, with fourmodes in xz - and four in yz -direction, the input-to-output delay equals to about1000 clock cycles (10 µs).This research did not involve an in-system testing of the implemented up-per control loop in the FPGA. Owing to EMI, the operation of the customADC board was unreliable for higher DC link voltages. The AMB controllerspresented in Chapter 4, were implemented using dSPACE and experimentallytested using FPGA-dSPACE-PC prototyping platform. In the prototyping plat-form the Virtex II Pro and the dSPACE are connected via Spartan II FPGA.The interconnections in the prototyping platform are discussed in Publication I.5.3.4 Design testing, veri�cation, and monitoringWhen validating the control electronics and control software, the testing of pro-grammable hardware parts of the embedded controller is especially di�cult.The variety of problems may appear, including: hardware design issues, errorsin signal conditioning (e.g. ampli�cation, �ltering, and conversion of measuredsignals), software coding errors, timing issues, problems with synchronizationof di�erent control units, and errors in data transfers. Increasing complexity ofthe control designs along with the growing size of the required FPGA bringsthe controller veri�cation to even greater di�culty level. The testing of theFPGA design with the simulators becomes slow and not reliable enough forlarge amounts of signals and testing. The testing with the logic analyzer is alsolimited by the number of I/Os, and by the electromagnetic interferences whichare inevitable when close to the power switches. Yet another possibility arecommercial debugging tools. For example, Xilinx provides its own embeddedlogic analyzer, namely ChipScope Pro. This tool allows a real-time debuggingat the operating system speed. However, it is not su�cient for real-time moni-toring. Yet another interesting testing solution is combining a Matlab Simulinksenvironment and ModelSim, as shown by Rauma et al. (2003).In the testing of a control application, the main concern is tracing of the



5.4. SUMMARY 131selected internal signals, such as control states. This can be achieved by usingremaining resources of the FPGA to implement internal logic analyzer that �rst,records on demand the state of certain signals (buses or registers), and second,sends the recorded data to the host computer. In addition, by using more thanone con�guration �le (e.g., stored on a �ash memory card), some extra testingfeatures, which normally do not �t into the FPGA chip, may be utilized indi�erent implementations.A feasible solution for realization of an internal data acquisition is the em-bedded processor that collects the data and then sends it to the host PC forfurther analysis. In particular, a solution, which is straightforward and e�cientin terms of the utilized resources (for the PowerPC processor in Xilinx's FPGA)is to access internal logic signals through the shared double-port memory-block.One side of the block interfaces to the control logic and the other one to the On-Chip Memory (OCM) bus of the embedded processor. The bus connects to thePowerPC processor, which uses a Processor's Local Bus (PLB) to communicatewith the peripherals (e.g. Ethernet IP, external SDRAM interface). In the caseof recording longer time intervals, data are captured and sent to the externalmemory, and then they can be transferred to the host PC via the Ethernet. Onthe host PC, a client user interface program allows the access to the gathereddata. The details of the solution can be found in Publication VI.5.3.5 FPGA-based emulationAn intermediate step between the software simulations and the in-system vali-dation is the FPGA-based emulation. The emulation of the plant is especiallyuseful in situations when the controlled system is not easily available for test-ing or when it is a source of errors itself. The emulator may be used for thevalidation of the whole control system or its particular components.In general, the AMB rotor emulator comprises two IP cores: the nonlinearforce-�eld interpolation IP core and the arithmetic unit for computing state-variable form IP core. The emulator can take into account the noncollocationof the sensors and actuators. The real-time FPGA-based emulator of the plantwith a rigid rotor model is presented in Publication II and with a �exible rotormodel in Publication III.5.4 SummaryWhen considering the pure computational power that is necessary in the time-crucial portions of the control algorithm, the use of an FPGA can improve thecontrol system performance compared with a typical (only DSP-based) controlplatform. Despite this fact, a powerful �oating-point DSP and a medium-sizeFPGA assembled on a single board seem to provide an almost even solutioncompared with a single large FPGA chip. Therefore, in most control applica-tions, the choice between these two alternatives depends more on the designer'spreferences and available tools than on the price or performance.In FPGAs, the internal architecture can be freely con�gured and optimizedto produce parallel multiply-accumulate units, in which the number and bit-length of the word are only limited by the available resources (typically hardwaremultipliers and internal DSP blocks). Similarly to the growing size of memories,



132 CHAPTER 5. FPGA-BASED CONTROL PLATFORMalso the size of FPGAs is constantly growing. Now, the size of the internalmemory blocks of larger FPGAs seems to be more than enough for the embeddedapplications. These internal FPGA memory blocks and registers are crucialto e�cient parallel data �ow in the control application. As the memories areplaced between the DSP blocks, there is not much latency when accessing them,hence there is no bottleneck in FPGA, which would limit the performance, asin a standard microcontroller. In addition to that, as a result of the negligiblecomputational delay, the simultaneous sampling of all ADC channels is possible.Such a simultaneous sampling is best suited for the centralized model-basedcontroller implementation in FPGA.Unfortunately, there are not only advantages in the use of FPGAs in em-bedded AMB applications. First of all, design environments and a realization ofprogrammable hardware-software co-design in FPGAs require more e�ort andare more time-consuming than in the case of DSPs. In addition, the realizationof a �exible, high-level user interface (that is an inevitable prerequisite, e.g.for debugging, monitoring, calibration, etc.) is more di�cult to obtain (bothto purchase or to make) on FPGAs than on DSPs. Therefore, the tasks thatare not time critical � system monitoring, calibration, debugging, and commu-nication, are best suited to be carried out in a DSP or even a more generalmicrocontroller that is placed outside or inside an FPGA chip.To sum up, the research on the presented subject was only possible ow-ing to the recent developments in high-scale signal processing devices, namelyFPGAs. This study proves that FPGAs are a viable alternative to the DSPcontrol platforms. With the emerging more matured tools and high-level designmethods, the FPGAs constitute a better target (more �exible and with greatercapabilities) for complex control algorithms than DSPs.



Chapter 6ConclusionsThe thesis is concluded by a summary of the main objectives of the work, con-tributions, and their signi�cance. The outlook for future research work is given.6.1 SummaryIn the work, the major objectives stated in Chapter 1 were met. The use ofFPGAs as an implementation target for the real-time high performance AMBrotor controller was presented. The working solution of the FPGA-dSPACE-PC based prototyping platform was built, tested and validated in laboratoryconditions. The complex model-based and nonlinear control algorithms, whichcan bene�t form a �exible FPGA control platform were studied.6.1.1 Control designIn regard to the control structure, the design of the model-based controlleremployed LQmethods for high-performance control, in terms of precise referencefollowing and disturbance force rejection. Moreover, the model-based AMBcontroller took into account the bending modes of the rotor, their controllability,and nonlinearities of the actuator.The LQ design guided by the physical quantities gave an advantage overa pole placement method. The utilized method (Bryson's rules complementedby the suitably augmented plant models) for selecting the optimal weightingmatrices automated the control design procedure. The applied methods wereproved appropriate for the studied application.The employment of the force-�eld compensation (Publication IV and V)decreased the uncertainty of the actuator and, hence the performance and thestability of the control system were improved. Nevertheless, the e�ciency ofthe compensation methods is limited by the accuracy of the numerical data. Asan alternative to a typically applied inverse nonlinearity, used in a force-�eldcompensation, a new model reference method was proposed.In the SISO system, the LQ control proved to be better for the servo problemthan the PID and PD/PI control. In spite of this, for the plant models neglectingthe mechanical resonances, lower-order controllers are faster than observer-basedcontrollers and provide better (faster) responses to step disturbance. In the



134 CHAPTER 6. CONCLUSIONSMIMO case, it was shown that the centralized LQ control is superior to theconventional PID-based control in terms of performance, stability margins, andautomated design. In the studied rotor, the gyroscopic e�ect had no signi�cantin�uence on the unbalance responses of the multiple SISO and MIMO control.The gyroscopic e�ect was relatively weak, and therefore a centralized controldid not provide a signi�cant advantage over a decentralized one, with respectto closed-loop performance. Nevertheless, using the centralized LQ-based con-troller improves stability margins.As an option, the controller could include an additional disturbance-observer-based unbalance compensation, for canceling the magnetic force vibrations orfor canceling vibration in the measured positions. The principles behind suchan compensation of unbalance are well known, however the use of such a com-pensation method in AMB application is not widely reported.For the obtained controller, robust stability and performance were analyzed.Finally, conditioning of the mathematical model and comparison of design meth-ods for discrete-time control (di�erent discretized time-continuous designs witha time-discrete design) were brie�y discussed (more discussion was given inPublication III).6.1.2 FPGA-based implementationOne of the practical outcomes of the presented work was the FPGA-dSPACE-PC prototyping platform. The FPGA implementation included PWM of twentycarrier-based modulated signals for power switches in the ampli�ers, communi-cation and synchronization with dSPACE that is used for rapid prototyping andcontrol design, connection to a PC, connection via Virtex's BRAMs to the on-chip PowerPC (used for a real-time monitoring and debugging), and the framefor data �ow of the outer-loop position controller.Additionally, the FPGA emulator for the AMB rotor system was imple-mented in VHDL and tested in ModelSim simulator (Publications II and III).Furthermore, the controller and emulator included the generic IPs of piecewiseinterpolation-based model of the AMB force �eld (Publication II and V) andthe rotor model in state-variable form, implemented in VHDL. The FPGA em-ulation allowed a built-in-chip testing of the FPGA controller.The utilized application-speci�c communication architecture of System-on-a-chip (SoC) design was su�cient for the AMB controller (Publication I). Theproper per-unit scaling allowed a relatively compact �xed-point implementationof the state-variable form in VHDL. Furthermore, the presented work enableda design of the single chip solution for an AMB controller.In summary, this study proved that both the inner-current control and theouter-position one are suitable to be implemented in a single FPGA. With theuse of large FPGAs, the complexity of the controller and the required computa-tional power are no longer a limiting factor, in regard to achieved performance.As a consequence, the AMB control system can bene�t from the utilization ofFPGAs.



6.2. OUTLOOK 1356.2 OutlookThe outlook for the control algorithms, which e�ciently utilize the FPGAsin AMB control is bright. Computationally heavy control algorithms can beimplemented without fear for the limited computational power, number of I/Osor inaccurate number formats as might be a case with DSPs. With its �exiblearchitectures, the modern and large FPGAs could accommodate very complexcontrollers. However, too high complexity may lead to error-prone design thatis di�cult to debug, modify and maintain.As regards to the AMB prototype, control electronics and control algorithms,the recommendations for future work, from the point of view of the presentedthesis (considered as a starting point), are as follows.
• The laboratory tests of the AMB rotor system should be continued.
• The unbalance compensation should be tested experimentally, after instal-lation of a speed sensor.
• The employment of robust control methods, their computational complex-ity requirements and bene�ts over LQ methods should be examined.
• The automated system identi�cation and, based on it, automated MIMO-adaptive nonlinear controller design could be applied.
• The improvements in position sensors are required; the design of custom,more a�ordable, accurately positioned and calibrated sensors could con-siderably reduce the costs of control electronics and rise the quality of afeedback signal.As to the suggestions for future research work, which involves FPGA-basedAMB controllers, the accent should fall on the following topics.
• In the implementation with the use of FPGA, the high-level C-based lan-guages, other high-level design environments, and ready-made IP librariesfor hardware-software co-design could alleviate the growing complexityand workload in SoC design, releasing the researcher and control engineerfrom tedious VHDL coding.
• The custom-built in-chip interconnections and buses between IPs could bereplaced with more generic structures (e.g. bus structure such as presentedby Rauma et al., 2005). For SoC, which are more complex than the studiedprototype, a network-on-a-chip (NoC) could be considered. The NoC, thatmight consist of multiple point-to-point data links connected by switches(routers), applies communication methods similar to telecommunicationsnetworks for connecting processor cores, memories, and IP blocks.
• Further evaluations of the single-chip-embedded FPGA-based AMB con-troller should be carried out. In order to achieve more additional experi-mental results, an improved user interface, integrated debugging interface,and monitoring are required.
• The application of �oating-point arithmetic in the IP for a state-variableform realization would increase the accuracy of the solution. The AU for



136 CHAPTER 6. CONCLUSIONSthe state-variable form with Ω as a parameter and the real-time discretiza-tion could be implemented.
• The development of a kind of an IDE application to provide facilities tosoftware engineer for automated design of complex model-based controllerson a single FPGA could be considered. Such an IDE would possiblycombine the MATLAB control toolboxes (for control design) with a pro-gramming environment (for automated code generation) for a hardware-software controller implementation in FPGA.
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Appendix ADerivations and algorithmsA.1 Electromagnetic forceThe equation for the magnetic force (2.7) can be obtained from a principle ofvirtual work (Antila, 1998) and (Arkkio et al., 2004). The virtual mechanicalwork done by the system Wme, the energy of electromagnetic �eld Wfe, and thetotal energy of the windings are used in the energy balance of a generalizedelectromechanical system with N circuit equations as
N
∑

j=1

ijdψj = dWfe + dWme = dWfe + f · dl, (A.1)where ij, ψj and dl are the currents of the circuits, �ux linkages of the circuitsand the virtual displacement. Considering the displacement and the acting forcein x direction, and de�ning the vector containing all the currents in the systemas i, the energy and �ux linkage di�erences can be written as
dWfe =

N
∑

j=1

∂Wfe(i, x)

∂ij
dij +

∂Wfe(i, x)

∂x
dx, (A.2)

dψj =

N
∑

j=1

∂ψj(i, x)

∂ij
dij +

∂ψj(i, x)

∂x
dx. (A.3)Now, we assume the currents as free variables such that i =constant. Substi-tuting di�erences in Eq. (A.1) and noticing that i and x are independent fromeach other, the force equation is obtained as the partial derivative of a co-energywith respect to virtual movement

f(i, x) =

N
∑

j=1

ij
∂ψj(i, x)

∂x
− ∂Wfe(i, x)

∂x
=
∂Wce(i, x)

∂x
, (A.4)where the electromagnetic co-energy is de�ned as

Wce =

N
∑

j=1

ijψj −Wfe(i, x). (A.5)



146 APPENDIX A. DERIVATIONS AND ALGORITHMSA.2 Magnetic energy in RNMThe electromagnetic energy stored in the RNM equals to the sum of the mag-netic energies stored in the M branches of the model as
Wfe =

∫

V

B
∫

0

HdBdV =

M
∑

j=1

Vj

Φj
∫

0

Bj

µ0µjSj
dΦj , (A.6)where Bj = Φj/Sj and Vj = Sj lj. Now, using general volume reluctances (3.37)we obtain

Wfe =

M
∑

j=1

Φj
∫

0

Φj<jdΦj =

M
∑

j=1

1

2
Φj<jΦj , (A.7)which in the matrix notation becomes

Wfe =
1

2
ΦT

m<Φm. (A.8)A.3 Calibration of position sensorsMeasuring the rotor position in xy coordinatesIn the prototype, there are two di�erential position sensors at one end of therotor (end-A) and three single-channel position sensors at the other end of therotor (end-B), according to Fig. 3.6. Assuming the origin of the coordinate sys-tem in the center of the stator and placing the di�erential sensors on the x and yaxes of the system results in the direct measurements of the rotor center at theend-A. The single-channel sensors are equally placed in the stator frame every120◦ at the end-B (Fig. A.1). Therefore, obtaining the rotor center (xm, ym)at the end-B requires utilizing the geometry properties of the circle (rotor cir-cumference) circumscribed around the triangle formed by three measured points(xkm, ykm).We draw the straight lines from the sensors to the center of the stator; theyare the sensing lines, indicated by dashed lines in Fig. A.1. The three points ofthe intersections between the sensing lines and the rotor circumference (we callthem measured points) are
(x1m, y1m) = (r − lair1, 0) , (A.9)

(x2m, y2m) =

(

−1

2
(r − lair2) ,

√
3

2
(r − lair2)

)

, (A.10)
(x3m, y3m) =

(

−1

2
(r − lair3) , −

√
3

2
(r − lair3)

)

, (A.11)where the lair1, lair2, lair3, r are measured air-gaps and the radius of the ro-tor. After some transformations, the measured center of the rotor in the xycoordinates is given by
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Figure A.1: Single-channel sensors are equally placed in the stator frame, at theend-B of the rotor, at every 120◦. The coordinates of the rotor center (xm, ym)can be obtained from the geometry properties of the circle.
xm =

a1a2 (y2m − y3m) + a2 (x2m + x1m)− a1 (x1m + x3m)

2 (a2 − a1)
, (A.12)

ym =
a2 (y1m − y3m)− a1 (y2m + y1m) + (x3m − x2m)

2 (a2 − a1)
, (A.13)where the coe�cients a1 and a2 are

a1 =
(y1m − y2m)

(x1m − x2m)
, a2 =

(y3m − y1m)

(x3m − x1m)
. (A.14)Errors in the measured rotor positionLet us examine the e�ects of four error sources on the measured rotor position.Assuming the three single-channel sensors, the �rst and second examined errorsare gain and o�set errors. The third is an error in the position of the sensor inthe stator frame (deviation from 120◦ equal distribution of the sensors, α anglemeasured in degrees). The fourth is the inaccurate direction of the tip of thesensor (angle δ between the ideal sensing line and the actual sensing line), aspresented in Fig. A.2.In order to determine how these errors in�uence the calculated position ofthe rotor, we compare the obtained air-gaps from the ideally placed sensors withthe air-gaps of the deviated sensors. The in�uence of di�erent error types onthe calculated center of the rotor is presented in Fig. A.3.When considering the accuracy of the measured rotor position, the leastimportant but nonlinear relation exhibits the error in the angle δ. The calculated
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Figure A.2: Two types of errors in the position of the sensors are depicted, i.e.,an error in the direction of the tip of the �rst sensor δ1 and discrepancy in 120◦distribution of the sensors two and three (α2, α3), in the stator frame.
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Figure A.3: Relative errors in the measured position of the rotor (in relationto the average air-gap) are presented. The results correspond to the errors inmeasured xm for 8 di�erent rotor positions at the end-B.



APPENDIX A. DERIVATIONS AND ALGORITHMS 149xy position of the rotor depends mostly on the gain, then on the o�set, and�nally on the accuracy of sensor orientation α. The errors in the gain and o�setcan be compensated by �rst-order polynomial approximation.Calculating the gain and o�setThe gain and o�set scaling could be based on the measured air-gaps, the ex-pected air-gaps that are computed according to the dimensions of the test rotorfrom Table A.1 (e.g. for four di�erent rotor positions) and by least squares ap-proximation. The following procedure is proposed for calculating the gain ando�set values:1. By using the open-loop biasing currents, the center line of the rotor ismoved to four di�erent positions (x, y): (lbias, 0), (0, lbias), (−lbias, 0),
(0, −lbias), where lbias is the clearance, between the safety bearings andthe rotor.2. At each position, the measured air-gaps are stored in the table. The rotoris moved as to make 0.5k circles according to the clock direction and 0.5kcircles in the counter clock direction, where k is integer and k ≥ 2.3. The expected ideal air-gaps are calculated assuming no errors in the mea-surements and position of the sensors.4. The measured air-gaps and the corresponding calculated ideal ones (ex-pected) are stored in two vectors x and y, respectively. Using the leastsquares approximation, the gains and o�sets are computed for each sen-sor individually. The equations suitable for the implementation are listedbelow.(a) Let us de�ne the measured position function for a single sensor as:

xm = F (x) = θ1x+ θ0, where the θ1, and θ2 are the gain and o�set.Then, we can calculate the Jacobean matrix J of the sensor functionfor each measurement k as
J =





∂F1

∂θ1

∂F1

∂θ0

... ...
∂Fk

∂θ1

∂Fk

∂θ0



 =





x1 1
... ...
xk 1



 . (A.15)(b) Next, we can select the weighting matrix W to be the identity matrixand select the residual vector as y. Assuming that the θ = [θ1, θ0]is identi�able and that JTJ is non-singular, we can write (e.g. ac-cording to Franklin et al., 1998) the explicit solution
θ =

(

JTJ
)−1

JTWy. (A.16)(c) This computation is necessary for each sensor.The presented procedure is straightforward. However, there can be certaindi�culties in the utilization of the method and calibration of the position sen-sors. In particular:



150 APPENDIX A. DERIVATIONS AND ALGORITHMSTable A.1: Dimensions of the test rotor according to naming convention ofFig. 3.6.Selected speci�cation Rotor end-A (2 sensors)/ end-B (3 sensors)Rotor diameters at sensor sleeves [mm] 110 / 70Diameters of safety bearings [mm] 74.4 / 54.4Rotor diameters at safety bearings [mm] 75 / 55
• The sensors may be inaccurately positioned resulting in errors in α and δ.
• The resulting vectors of magnetic forces (generated by the opposite radialelectromagnets) and the x and y coordinates are misaligned.
• Measured displacement may exceed the measuring range.
• The safety bearings and magnetic bearings are positioned in a non-concentricway. The z -axes of symmetry are biased.
• Owing to non-uniform clearance and friction, the rotor cannot be posi-tioned accurately when using the open-loop bias currents. The radii ofthe retainer bearings are not known precisely.
• There are errors in measurements because of a run-out of the rotor (dis-crepancy in the rotor shape).As an alternative, it may be practical and easier to calibrate the sensors ac-cording to the currents in the coils (or control currents or estimated constantdisturbances), in the closed-loop system. The method utilizes the gravity forcevector that is assumed to be directed between the x and y axes of the rotorcoordinates. The magnetic forces, in steady-state, are proportional to controlcurrents and displacements, and therefore o�sets of the sensors are adjusted tominimize di�erences between corresponding measured currents of the bearingsthat act in x and y axes (for slowly rotating rotor). In this method, the gainsof the position sensors are assumed to be known. After such a calibration, forthe zero displacement of the rotor, the rotor position is correlated with the op-erating point (only the force component, resulting from the current sti�ness, ispresent). Next, we should measure the clearances under the closed-loop control.Finally, the rotor reference position would be given such that there are equalclearances to the touch-down bearings, in positive and negative xy directions.A.4 Describing function for actuator saturationThe e�ect of the actuator saturation due to the limited DC link voltage uDCcan be modeled using a describing function method. For an input uin =

a sin(ωt), it is assumed that the output can be expressed as a Fourier series
uout = a0 +

∑k=∞
k=1 (ak cos(kωt) + bk sin(kωt)). The describing function of thenonlinear element is de�ned as �the complex ratio of the fundamental compo-nent of the nonlinear element by the input sinusoid� (Slotine and Li, 1991),
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√

a2
1 + b21/a∠ tan−1(a1/b1). In particular, the AMB actua-tor saturation is a hard, memoryless nonlinearity, which is an odd function

(F (−uin) = −F (uin)). It can be expressed as
F (uin) =







+uDC, foruin > uDC

uin, for |uin| ≤ uDC

−uDC, foruin ≤ −uDC

(A.17)and the output Fourier series consists of sine coe�cients, which depend on theinput amplitude only. Therefore, the saturation describing function is Γ(a) =
b1/a∠0, where
b1 =

1

π

∫ ωt=2π

0

F (uin) sin (ωt) d(ωt) =
4

π

∫ π/2

0

F (uin) sin (ωt) d(ωt). (A.18)Breaking the equation into two parts at the saturation point ωts = sin−1 (uDC/a)yields
b1 =

4

π

∫ ωts

0

a sin2 (ωt) d(ωt) +
4

π

∫ π/2

ωts

uDC sin (ωt)d(ωt). (A.19)Using trigonometric relationships 2 sin2 ωt = 1 − cos(2ωt), and sin(2ωt) =
2 sin(ωt) cos(ωt) and integrating yields

b1 =
2a

π

(

ωts +
uDC

a

√

1−
(uDC

a

)2
)

. (A.20)The describing function becomes
Γ(a) =

{

2
π sin−1

(

uDC

a

)

+ 2uDC

πa ·
√

1−
(

uDC

a

)2
for a > uDC

1 for a ≤ uDC

}

, (A.21)where a = uref is assumed, here, to be the amplitude of the sinusoidal input ofthe power ampli�er.A.5 Per-unit quantitiesIn electrical engineering, a per-unit (pu) system is a dimensionless relative valuesystem, which expresses all system quantities as fractions of their correspondingde�ned base quantities. First, the fundamental base physical quantities andtheir values are selected. Second, the base values of all other quantities used inthe system are de�ned as relations of the fundamental base values. Finally, allsystem values are expressed as fractions of such-de�ned base values.There are two main reasons to use the per-unit quantities:
• The same quantities have similar values when comparing the similar ma-chines, regardless of their physical size or power ratings.
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• In the computing systems with �nite-number-representations, especially�xed point representations, the per-unit systems are better suited for accu-rate calculations. This applies both globally to the whole system, whereall the values can �t into the speci�c �nite-number-format and locally,e.g. realizations of speci�c digital arithmetic functions become much eas-ier for normalized values. In other words, the sensitivity of the solution ofa digital system to errors in the data is smaller for the system employingper-unit quantities.In the AMB system, the following quantities are selected as the fundamentalphysical quantities: force f , displacement of the rotor from the central position

x, current of the electromagnet i, and mass of the rotor m. The fundamentalbase values are selected as equal to their maximum attainable values. All otherbase values are derived using the fundamental base values, such as
kx,base = fbase

xbase

, ki,base = fbase

ibase

, Ωbase =
√

kx,base

mbase

, (A.22)
Im,base = fbase

xbase

Ω2
base

= mbasex
2
base. (A.23)As a consequence, all values in the per-unit system are normalized, for in-stance the rotor mass mpu = m/mbase = 1 pu, the nominal air-gap length

lpu
0 = l0/xbase = 1 pu, etc.Now, the rigid rotor continuous-time, per-unit valued state-space model is

ẋpu = Ωbase

[

0 I

(Mpu)−1Kpu
x −(Mpu)−1Gpu

]

xpu +

+Ωbase

[

0

(Mpu)
−1

K
pu
i

]

upu. (A.24)Also the gains of the controller obtained for the model with physical quantitiescan be normalized. The state-space direct control feedback gain and integralcontrol gain matrices for the rigid rotor in per-unit quantities are
Kpu = K

[

I

ΩbaseI

]

xbase

ibase

, K
pu
I = KI

xbase

ibase

. (A.25)Equation (A.24) is normalized with Ωbase because of the normalization of thetime derivatives. By the same token, in Eq. (A.25) the part of the matrix Kthat relates to the velocities is also normalized.Normalizing each quantity individually is transparent and works well withsimple analytical models. However, in the case of complex state-space models,like those generated by the FEM programs, identifying physical quantities be-hind all the values is problematic. Also in the AMB system with a �exible rotorthat type of normalization is laborious.An alternative way of obtaining the per-unit state-space system is a statetransmutation, namely a similarity transformation. Now, the general continuous-time state-space model can be transformed as
ẋpu = TAT−1xpu + TBT−1

u upu,

ypu = T yCT−1xpu + T yDT−1
u upu,

(A.26)



APPENDIX A. DERIVATIONS AND ALGORITHMS 153where T , T u, T y are the state, input, and output variables diagonal transfor-mation matrices, respectively. The diagonal elements of the scaling matricesare chosen as equal to inverse of the maximum attainable value of each of thestate, input, and output variables. In other words, they are normalized by theselected corresponding base values, and Ωbasewhere applicable.On the subject of the states, which represent the amplitudes of the �exiblerotor modes, they do not have a clear physical meaning. Furthermore, the per-unit scaling is based on the physical quantities and therefore the mode shapefunctions in the �exible rotor model have to be normalized somewhat. Theyare scaled (before the per-unit scaling is applied) so that the maximum rotordeformation (from its centerline) equals 1 m.Finally, the per-unit quantities are useful not only in a digital implemen-tation (with �xed-point representation) of a control system but also becausethey may improve reliable computations in control synthesis and transforma-tions of linear time-invariant (LTI) models. A documentation of the ControlSystem Toolbox (Matlab 1999), suggests that well-scaled (conditioned) modelsare a prerequisite for obtaining an accurate results. Indeed, in Matlab, the au-tomatic diagonal scaling has been employed, including a function to calculateeigenvalues (eig). Matrices of control systems in state-space form, with per-unit quantities, are well conditioned with respect to inversion and, in general,constitute reliable models for subsequent computations. By contrast, popu-lar canonical realizations, such as Matlab canon, controllability staircase form(ctrbf), or observability staircase form (obsvf) produce mathematically elegantmodels but might be badly scaled and sensitive to perturbations of the data (e.g.eigenvalues and eigenvectors of a matrix in companion canonical form could besensitive to perturbations). Therefore, they are not recommended to be usedin control design, and also de�nitely not recommended to be used in the digitalimplementations of state-space computations. However, they can be safely usedand are practical in analysis.A.6 Stability conditions of the lead compensatorThe open-loop transfer function that consists of 1-DOF system (3.1) and leadcompensator is
Gol = GP,ld

(τlds+ 1)ki

(aldτlds+ 1)(ms2 − kx)
. (A.27)Now, the characteristic equation of the closed-loop transfer function Gcl =

Gol/(1 +Gol) yields
Pp(s) = a3s

3 + a2s
2 + a1s+ a0, (A.28)where the Hurwitz coe�cients a3 = maldτld, a2 = m, a1 = GP,ldkiτld−kxaldτld,and a0 = GP,ldki−kx must be positive. For the third-order system, the Hurwitzconditions are

Λ1 = a2 > 0, (A.29)
Λ2 =

∣

∣

∣

∣

a2 a3

a0 a1

∣

∣

∣

∣

> 0, (A.30)
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G p lG c

r
e uw yuFigure A.4: General control system, where ρ, u, y, υ, e, w may be perceivedas the input disturbance, plant input, plant output, output disturbance (orreference signal), measured plant output (or error signal), and control signal(control e�ort) vectors, respectively.Table A.2: Closed-loop transfer functions (function matrices) of the feedbackcontrol system Description EquationInput sensitivity(A) (u← ρ) (I + GcGpl)

−1Output sensitivity(B) (e← υ) (I + GplGc)
−1Input complementary sensitivity(A) (w← ρ) GcGpl (I + GcGpl)

−1Output complementary sensitivity(B)(y← υ) GplGc (I + GplGc)
−1No common name (u← υ) Gc (I + GplGc)

−1

(A) at the input of the plant; (B) at the output of the plant
Λ3 =

∣

∣

∣

∣

∣

∣

a2 a3 0
a0 a1 a2

0 0 a0

∣

∣

∣

∣

∣

∣

= a0Λ2 > 0, (A.31)where Λk denote the Hurwitz determinants. From these conditions it followsthat the feedback system is asymptotically stable if
0 < ald < 1, GP,ld >

kx

ki
. (A.32)A.7 Closed-loop transfer functionsThroughout the dissertation, the closed-loop transfer functions of SISO andtransfer function matrices of MIMO systems are used. The schematic of thegeneral system is presented in Fig. A.4, and the closed-loop transfer functions(function matrices) of the control system are summarized in Table A.2. Inthe transfer functions (function matrices) of the plant-controller feedback loop,

Gc and Gpl are the controller (compensator in the feedback path, without areference path) and plant, respectively.In multivariable control feedback systems, it is possible to quantify the per-formance and stability margins of these systems by using the singular values ofthe closed-loop transfer function matrices, as suggested by Lewis and Syrmos(1995) or Balas et al. (2007). The singular values plot of the output sensitivityfunction corresponds to the disturbance attenuation performance in measuredsignal, and a speci�cation of disturbance attenuation can be written as
σ̄
(

(I + GplGc)
−1
)

≤
∣

∣W−1
1 (ω)

∣

∣ , (A.33)
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Figure A.5: Multiplicative and additive plant perturbations (Balas et al., 2007)where ∣∣W−1
1 (ω)

∣

∣ is the disturbance attenuation factor. The singular valuesplot of the transfer function matrix from the input υ to the output u may beperceived as a general margin of the stability in regard to additive plant pertur-bations ∆A. The singular values plot of the output complementary sensitivityfunction may be perceived as a general margin of the stability in regard to mul-tiplicative plant perturbations ∆M. These stability margins of MIMO controlsystem can be written as
σ̄
(

Gc (I + GplGc)
−1
)

≤
∣

∣W−1
2 (ω)

∣

∣ , (A.34)
σ̄
(

GplGc (I + GplGc)
−1
)

≤
∣

∣W−1
3 (ω)

∣

∣ , (A.35)where |W2(ω)| and |W3(ω)| are the additive plant discrepancy bound and themultiplicative plant discrepancy bound, respectively. The |W2(ω)| = σ̄ (∆A(ω))and |W3(ω)| = σ̄ (∆M(ω)). The multiplicative and additive plant perturbations(uncertainties) are explained in Fig. A.5.The smaller are the maximum singular values in Eq. (A.34) and (A.35), thegreater will be the minimum destabilizing additive and multiplicative perturba-tion, respectively.The input complementary sensitivity is used in the computation of the max-imum tolerated disturbance force (e.g. Fig. 4.12C), which may be perceived asa measure of the disturbance force attenuation performance.
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Appendix BDetails of the prototypeplatformB.1 Prototype dimensionsAs to the listed parameters of the radial (B.1) and axial (B.2) AMBs, the in-ductance, current sti�ness, and position sti�ness are linearized in the operatingpoint, that is, the rotor (B.3) is assumed to be in the central position and thereis only a bias current applied to the coils. In the case of the axial bearing, thestator inner and outer radius correspond to the dimensions of the pole locatedradially closer to the shaft. The dimensions of the other pole are scaled in sucha way that both poles have the same pole face area.Table B.1: Main dimensions and parameters of the radial magnetic bearingsStator diameter [mm] 180 Turns per magnet 180Core length [mm] 60 Resistance [Ω] 0.43Width of the stator teeth [mm] 18 Inductance [H] 0.042Slot to slot diameter [mm] 144 Current sti�ness [NA ] 268Shaft diameter [mm] 60 Position sti�ness [ N
mm ] 992Rotor outer diameter [mm] 89.8 DC link voltage [V] 250Nominal air-gap length [mm] 0.6 Bias current [A] 2.5Mechanical air-gap length [mm] 0.5 Maximum current [A] 10Table B.2: Main dimensions and parameters of the axial magnetic bearingStator outer radius [mm] 36 Resistance [Ω] 0.52Stator inner radius [mm] 27.5 Inductance [H] 0.045Nominal air-gap length [mm] 0.5 Current sti�ness [NA ] 213Mechanical air-gap length [mm] 0.3 Position sti�ness [ N
mm ] 1065Thickness of disk [mm] 8.9 Bias current [A] 2.5Number of turns per magnet 100 Maximum current [A] 10DC link voltage [V] 250



158 APPENDIX B. DETAILS OF THE PROTOTYPE PLATFORMTable B.3: Main parameters of the studied rotorShaft mass, rotor mass [kg] 36.5, 46.2Transversal moment of inertia [kg·m2] 4.80Polar moment of inertia [kg·m2] 0.041Location of radial bearings in z direction(A) dA, dB [m] 0.388, 0.352
(A) measured from the center of massB.2 Speci�cation of control electronicsThis appendix contains the selected speci�cation for the control electronics inthe AMB rotor prototype system. Brief speci�cations for current and positionsensors, ADCs, processing units, and other control electronics are also included.Current and position sensors speci�cationAs the current sensors, closed-loop Hall-e�ect LEM compensated transducers(LA 25-NP) are used. Their selected speci�cation is summarized in Table B.4.Table B.4: LEM current sensors LA 25-NPselected speci�cationmeasuring range [A] 0�36output range (at the input to ADC) [V] 0�3.75accuracy at iPN=25 A [%] ±0.5linearity [%] 0.2response time [µs] 1frequency bandwidth (-1 dB) [kHz] 0�150In the prototype, as the displacement sensors, eddy current type sensors areused. Their selected speci�cation is summarized in Table B.5 and B.6. For mea-suring the radial displacements, the MICRO-EPSILON's three single-channelposition sensors (DT3701 U1-A-C3), and two di�erential sensors (DT3703 U3-A-C3), are used. One single-channel CMSS 68 sensor, by SKF, is used formeasuring the axial displacement.Table B.5: Single-channel position sensors (DT3701 U1-A-C3), and di�erentialsensors (DT3703 U3-A-C3)selected speci�cation U1(U3)measuring range [mm] 0.1�1 (0.3�1.5)output range (from driver) [V] 0�2.5dynamic resolution at 1 kHz [nm] 1.5 (2.25)linearity [%] ±6 (±5)frequency bandwidth (-3 dB) [kHz] 10measurement target Al



APPENDIX B. DETAILS OF THE PROTOTYPE PLATFORM 159Table B.6: Single-channel CMSS 68 sensor, by SKFselected speci�cationmeasuring range [mm] 0.2�2.5output range (from driver) [V] 0� -18dynamic resolution at 1 kHz [nm] �linearity [%] ±1.1frequency bandwidth (-3 dB) [kHz] 10measurement target FeSpeci�cation of the ADC boardsThere are three DS2001 ADC boards connected to the dSPACE and one custom-built ADC board connected to FPGA-based control platform (three AD7856,multiplexed ADCs). Their selected speci�cation is summarized in Table B.7.Table B.7: Speci�cation of the ADC boardsselected speci�cation DS2001 custom-builtnumber of ADC channels per board 5 18resolution 16-bit 14-bitconversion time [µs] 5.0 >5.3input range [V] ±5 or ±10 0 to +5organization of inputs parallel 8 multiplexedcut o� frequency, current (position) � 14kHz (3kHz)Components of the dSPACE and FPGA-based platformsThe dSPACE platform comprises the DS4003 Digital I/O board (96 TTL I/Os),DS1005-09 PowerPC board (PowerPC 750FX running at 800MHz, 512 KB level2 cache, 128MB SDRAM), DS2001 ADC boards and PC. The FPGAs in the sys-tem are: the Spartan-II and Virtex-II Pro Fabricated in 0.13 µm, 1.5V processtechnology. The utilized Virtex-II Pro (xc2vp30) incorporates two embeddedPowerPC 32-bit reduced instruction set computer (RISC) processors, 136 18-bit hardware multipliers, 2448 Kb Block RAM, 30816 logic cells and 644 I/Opads.
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