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1 INTRODUCTION 

 

Forecasting power demand is very important for power companies. The power markets 

have been deregulated in the Nordic countries. Some changes in the structure of demand 

can be seen due to the trade cycle and the rate of growth of consumption.  

 

Demand forecasting can be divided into very short-term, short-term, mid-term and long-

term forecasting. In very short-term forecasting, forecasts will be made for a few 

minutes to half an hour with a time span of a few hours at the most. A short-term 

forecast is usually made with a time span of a few hours to a few weeks. Mid- and long-

term forecasts are made for longer time spans. The time span can be a few weeks to 

decades. (Bunn, Farmer 1985) 

  

Very short-term and short-term demand forecasts are applied to load distribution and 

production allocation of electricity in generating units. Mid-term and long-term 

forecasts are needed when bigger investments are planned. (Karanta, Ruusunen 1991) 

  

This thesis concentrates on the short-term forecasting of demand in the Nord Pool 

market. There is generally a strong interest for short-term load forecasting. The 

deregulation of the Nordic power markets has created the need to forecast the demand 

more accurately. Demand forecasts are needed e.g. in order to forecast the spot price of 

electricity.  

 

Demand forecasting has long traditions. (Bunn, Farmer 1985) The forecasting models 

have basically stayed the same but today there are more efficient computers and 

techniques to handle larger amounts of data. Artificial neural networks are examples of 

new model structures that have been used in forecasting power demand. (Chen at 

al.1992, Taylor and Buizza 2002) 
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This thesis studies the availability and quality of load and temperature data from the 

Nord Pool market. The properties of the data influence the making of hourly load 

forecasts. Two different mathematical approaches are tested.  

 

Diagnostics of the chosen models are presented. Proposals on how to proceed in 

practice with the development and the implementation of the hourly load forecasts are 

made. 
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2 THE STRUCTURE OF THE THESIS 

 
This thesis concentrates on studying the load forecasting for the Nord Pool areas. The 

Nord Pool areas are Norway, Sweden, Finland and Denmark. Norway is actually 

divided into three different price areas and Denmark into two price areas, but in this 

thesis they have been treaded as one area.  

 

Two different load forecasting models are studied. The first one is based on the 

regression model and the second one is a stochastic time-series model. The properties of 

the forecasting models are compared when using the same input data. Input data 

consists of realised values for load and temperature, which are provided by Nord Pool 

and Finnish weather service Foreca Ltd.  

 

Temperature is the external factor for the load forecasts in this thesis even if there are 

additional factors that influence the load. The goal for this thesis is to analyse the 

properties of the two models in short-term load forecasting.  

 

The models are tested with different time spans. The time span for estimating the most 

suitable parameters of the models is also studied.  

 

An important problem is to find out the temperature dependence of demand. 

Temperature dependence may vary during different seasons. It will be helpful to find 

the proper temperature dependence for the different seasons of the year and for the 

whole year. At the end of the thesis suggestions for developing the models will be 

presented. 
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3 THE NORD POOL MARKET 

 
Electricity is an extraordinary product for trading purposes because it cannot be stored 

easily. In the power grid demand and production have to be in balance at all times. 

 

The electricity market in Norway was opened up for competition in 1993. This means 

that power generation and supply were allowed business areas for every power 

company. Only transmission and distribution remained regulated monopolies. In 

Sweden the electricity market was deregulated in 1996, with the same model as in 

Norway. At the same time a Norwegian-Swedish spot market called Nord Pool was 

established.  

 

The electricity market law in Finland was introduced in 1995. The deregulation of the 

market was implemented in 1998 when Finland became a member of Nord Pool and an 

independent price area on the Nord Pool Exchange. West-Denmark joined Nord Pool in 

1999 and East-Denmark was integrated into the Exchange area in 2000. (Nord Pool 

2003)  

 

On the Nord Pool Exchange the players, who are mainly from Norway, Sweden, 

Finland and Denmark, can trade electricity. Nord Pool arranges the trade in electricity 

on physical and financial markets and also provides a clearing service. (Nord Pool 

2003) 

 

3.1 The physical market 
 

The participants bid for day-ahead contracts for physical electricity deliveries in the 

Elspot market. The power contracts are traded daily. A trading day consists of 24 

different hourly products, and bids are made separately for these products. The market 

operator clears each market by determining market clearing prices on the basis of 

received bids. The clearing process results in a series of contracts between Nord Pool 

and each of the market participants. A contract is related to a specific hour and consists 

of an amount of power (MW) and the price of that hour (NOK/MWh). Contracts are 
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binding and when the clearing process is finished financial settlement will take place. 

Deviations between demand vs. supply in the spot market and actual demand vs. 

generation are priced in the balancing markets managed by the system operators. 

(Bergman et. al., 2001) 

 

The bids are made in the form of price-quantity pairs for each hour. These show the 

quantities in MW that the participants are prepared to purchase or sell from the spot 

market at different prices.  

 

Elspot closes at 12.00 am and there are at least 12 hours, and at the most 36 hours, 

between the time of trade and the time of delivery. Nord Pool balances supply and 

demand by comparing the supply and demand curves. A market clearing price in 

NOK/MWh is calculated for each hour. This price, the so-called "system price", is 

calculated on the assumption that there are no violations of transmission constraints. 

Nord Pool organises the bids and the power flows over the interconnectors. If the 

comparison between planned and feasible power flows imply that there are no 

violations of transmission constraints, the system price will coincide with the "area 

price" in all bidding areas. Otherwise, the bids will be treated separately for each 

transmission constrained area. Market clearing prices for each of these areas are 

calculated and area prices will be different in all or some of the bidding areas. (Nord 

Pool 2003) 

 

The system price and area prices are published within two hours after the Elspot market 

has closed. Nord Pool keeps the bid information of each market participant confidential, 

but the market price and the aggregate volumes are publicly available. After Elspot has 

closed there is - for Finnish and Swedish players - the possibility to trade on Elbas. 

Elbas is the aftermarket for Elspot. That enables hour to hour trading in every day of the 

year. (Nord Pool 2003)  

 

Elspot's price mechanism is used to regulate the flow of power when there are capacity 

restrictions in the grid. Thus, Elspot may be viewed as a combined energy and capacity 

market.  
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3.2 The financial market 
 

Futures are listed for shorter delivery periods and forwards are listed for longer delivery 

periods. Settlement and delivery are carried out financially without any physical 

delivery of electricity. Market participants can use the financial market in their risk 

management activities. European options on forwards are also traded on Nord Pool. 

(Nord Pool 2003) 
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4 ELECTRICITY DEMAND 

 

Society is nowadays highly electricity dependent. The residential, commercial and 

service sectors are heavy users of many electricity intensive systems. This is one reason 

for the growth of demand during the past decade. Additionally, the industrial sector is 

growing continuously.  

 

In all the Nordic countries (except for Denmark) there is an electricity intensive industry 

sector. Some industries have their own power generation but the industry in general is 

still dependent on the market for electricity and in this way dependent on the electricity 

price. 

 

Use of electrical space heating as a domestic heating system has been growing after the 

1990's. One reason for this increase may have been the high price of oil.  This demand 

area is highly dependent on price and its behaviour. There are electric boilers and 

pumps in use at district-heating utilities. These utilities have a possibility to react to 

changes in the electricity price. If the price is high the electricity boilers and pumps are 

only partially in use. (Electricity Market 2002)  

 

The electricity market price level influences demand. The large players on the market 

are highly dependent on price. They have to react to fluctuations in the market price by 

controlling their own resources of electricity.  

 

4.1 Factors influencing electricity demand 
 

There are many factors that can influence electricity demand. In the Nordic countries 

the most important factor is temperature. A considerable part of the residential, 

commercial and service sectors' heating in these countries is implemented by electrical 

space heating. For this kind of heating the influence of temperature fluctuations is 

considerable.  
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There are also other weather factors that influence demand. These include wind speed, 

sun radiation, humidity etc. (Bunn, Farmer 1995). On the other hand, sun radiation is 

correlated to out-door temperature and thus partly included in the temperature related 

load forecasting models. (Karanta, Ruusunen 1988) 

 

Electricity demand is highly dependent on human and economic activities. This can be 

seen as a rhythm in the electricity load. There is more demand during daytime and less 

during night. Weekdays and weekends have different rhythms due to weekends having 

lower demand. Mondays differ a little from other weekdays because Sunday still 

influences the load. Special days (Christmas, Easter etc.) have their own special rhythm.  

 

4.2 Electricity demand and production in the Nordic countries  
 

Total electricity consumption in the Nordic countries was 393 TWh in 2001. This figure 

covers all the electricity demand including electric boilers. The gross consumption was 

386 TWh, which represents an increase of 2.5%, compared with 2000. (Nordel 2001) 

 

4.2.1 Electricity demand in Norway 
 

In 2001 total electricity consumption in Norway was 125 TWh. This represented an 

increase of 1.4% from 2000. The consumption in power intensive industries was 31.5 

%, a reduction of 1.9%. Total industry sector consumption was 45%. Overall power 

consumption for electric boilers and pumped storage power was 5.9 TWh, a reduction 

of 11.9% from 2000. (Nordel 2001) 
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Figure 4.1 Norwegian net consumption (total consumption excluding electric boilers, pumped 

storage power and losses) by consumption sectors in 2001. 

 

4.2.2 Electricity demand in Sweden 
 

Total electricity consumption in Sweden was 151 TWh in 2001, an increase of 2.8% 

from the previous year. Demand in the entire industrial sector has fallen 3%, to a level 

of 43%. High electricity prices, a high dollar rate and the economic downturn towards 

the end of the year caused this reduction. (Nordel 2001) 

 

 

 

 

 

 

 

 

 

 

 
Figure 4.2 Swedish net consumption (total consumption excluding electric boilers, pumped 

storage power and losses) by consumption sectors in 2001. 
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4.2.3 Electricity demand in Finland 
 

In 2001, a total of 82 TWh of electricity was used in Finland, which was over 3% more 

than the year before. Industry and the construction sector accounted for 57% of all 

electricity demand, households and agriculture for 25% and the service and public 

sectors for 17%. Consumption in the industry sector has fallen slightly while households 

and public sectors have seen increases of 10%. (Nordel 2001) 

 

 

 

 

 

 

 
 
 
 
 
 
 

Figure 4.3 Finnish net consumption (total consumption excluding electric boilers, pumped storage 

power and losses) by consumption sectors in 2001. 

 

4.2.4 Electricity demand in Denmark 

 

Total electricity consumption in Denmark was 35 TWh in 2001. The increase from year 

2000 was 1.5%. Housing, industry and the trade and service sector each accounted for 

approximately 30% of electricity consumption. (Nordel 2001) 
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Figure 4.4 Danish net consumption (total consumption excluding electric boilers, pumped storage 

power and losses) by consumption sectors in 2001. 

 

4.3 Electricity generation in the Nordic countries 
 

Total electricity production in the Nordic countries was 387 TWh in 2001, an increase 

of 0.3% compared with 2000. The largest production source was hydropower (219 

TWh), which represented 55% of overall production in 2001. Other production sources 

were nuclear power (91 TWh), other thermal power (78 TWh) and all other energy, 

including wind power (5 TWh).  

 

Power trading on the Nord Pool market totalled 21 TWh. Trades made with Germany, 

Russia and Poland totalled 19 TWh. During the year Sweden was the largest exporter 

and Finland the largest importer. (Nordel 2001) 
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Power generation by energy sources in the Nordic countries, TWh 

 
 
 
 
 
 
 
 
 
 
 
 
 Figure 4.5 Total electricity generation in the Nordic countries and forecasts for 2010 and 2020. 

 Sources: Eurelectric, Nordel 
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5 DATA FOR STUDYING THE LOAD FORECAST MODELS 

 

The input data for the electricity load forecast models consists of the realised load and 

the realised temperature data. The idea is to evaluate the models based on how accurate 

load forecasts they produce, and compare the results with already realised load values. 

Nord Pool provides the load data and the temperature data is coming from the Finnish 

weather service Foreca Ltd. Temperature and load data are available for all Nordic 

countries from 1.1.2001 to 31.1.2003.  

 

5.1 Electricity demand data 
 
The demand curve consists of hourly demand values. The demand curves for one year 

are presented in figures 5.1-5.3 for each country. The curves begin at 1.1.2001 0:00. The 

seasonal variation can be seen in the figures. In the winter the demand is almost twice as 

high as in summer.  

 

 

 

 

 

 

 

 

 

 
Figure 5.1 Electricity demand curve in Norway 2001. 
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 Figure 5.2. Electricity demand curve in Sweden 2001. 

 

 

 

 

 

 

 

 

 

 
Figure 5.3 Electricity demand curve in Finland 2001. 

 

 

 

 

 

 

 

 
 

 

 

Figure 5.4 Electricity demand curve in Denmark 2001. 
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There are some downward peaks especially in the Finnish demand curve. These 

represent Midsummer in the middle of June and Christmas at the end of the year. The 

demands on these occasions are at a very low level.  Midsummer also affects demand in 

Sweden but this is not so observable in the yearly demand curve. Christmas diminishes 

demand in every Nordic country.  

 

If a high pressure covers Scandinavia during winter, the temperatures can be extremely 

low. This will affect the demand upwards and cause hourly peak loads. If cold weather 

is prevailing at Christmas, the low peaks of demand will be evened out.   

 

The demand curve for Denmark is much more stable than for the other Nordic 

countries. Denmark has a different climate than Norway, Sweden and Finland. The 

structure of heating is also different than in the other Nordic countries. 

 

The autocorrelation function tells how much correlation there is (and by implication 

how much interdependency there is) between neighbouring data points in the time-

series. (Pindyck, Rubinfeld 1991) The autocorrelation functions pictured in figures 5.5-

5.8, show that the hourly load time-series have also shorter cyclical effects. The peaks 

are arising every 24 hours. The weekly rhythm is slightly observable every 168 hours. 

  

 

 

 

 

 

 
 

 

Figure 5.5 The sample autocorrelation function   Figure 5.6 The sample autocorrelation function 

of the demand time-series for Norway.   of the demand time-series for Sweden. 
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Figure 5.7 The sample autocorrelation function   Figure 5.8 The sample autocorrelation function 

of the demand time-series for Finland.   of the demand time-series for Denmark. 

 

The weekly rhythm is due to the division between working days and weekends. On 

working days the load is higher than on Saturdays and Sundays. As an example, figure 

5.9 presents the load in Finland for two weeks in January 2001 in a daily and weekly 

pattern. The first day and hour of the curve is Monday and its first hour. The shape of 

the demand curve for two weeks in the other Nordic countries is similar to the Finnish 

demand curve.  

 

 

 

 

 

 

 

 

 
Figure 5.9 The electricity demand curve in Finland 8.1.2001 0:00 - 21.1.2001 23:00. 

 

On the other hand, people’s behaviour during the day impacts the daily rhythm. Most 

people sleep during nights and consequently the demand is lower. People's daily 

activities such as working, watching television etc., increase demand. Figures 5.10-5.13 

show daily demand patterns in every Nordic country on Wednesday January 10th 2001, 
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Figure 5.10 The daily pattern of demand.         Figure 5.11 The daily pattern of demand   

in Norway.            in Sweden. 

 

 

 

 

 

 

 

 

 
Figure 5.12 The daily pattern of demand.         Figure 5.13 The daily pattern of demand   

in Finland.            in Denmark. 

 

The figures show there are two peaks in demand on Wednesday. The first peak follows 

from the beginning of the working day and the other peak, slightly lower, follows from 

the leisure time of the evening. In the Finnish demand there is one further peak between 

10 p.m. and midnight. Electrical space heating is connected at that time of the evening 

because Finnish electricity companies use lower electricity tariffs for so-called night 

electricity.  

 

The daily pattern is, of course, a little bit different for each weekday. Mondays and 

Fridays are slightly influenced by the proximity of the weekend, but they are still 

working days. (Park et al. 1991) In load forecasting they are considered in the same way 

as Tuesdays, Wednesdays and Thursdays. Saturdays and Sundays have a different 
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rhythm. Figures 5.10-5.13 show examples of the demand profile for a Saturday and a 

Sunday in the Nordic countries. 

 

The demand profiles for Saturdays and Sundays in Sweden and Denmark follow the 

same shape as in Norway. The shape of the demand profile in Finland is a bit different 

compared to the Norwegian shape, especially on Saturdays between 4 p.m. and 9 p.m.  

This can be explained by the Finnish sauna culture. 

 

In load forecasting special days, for example Christmas, Easter and Independence Day, 

create problems, especially when the special days occur on weekdays.  Therefore these 

special days require special treatment. Figures 5.14-5.15 show demand curves for Good 

Friday and Christmas Day in Norway.  

 

 

 

 

 
 

 

 

Figure 5.14 Good Friday demand    Figure 5.15 Christmas Day demand 

in Norway 2001.      in Norway 2001. 

 

The demand curves for Midsummer and for a normal summer Sunday in Finland are 

shown in figure 5.16. 
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Figure 5.16 Demand curves for Midsummer and a normal summer Sunday in Finland 2001. 

 

5.1.1 The quality of the load data 
 
Nord Pool receives the load data from the system operators. The load data is published 

in real time by Nord Pool. Real time data is partly an estimate from actual demand. The 

system operators publish corrected data with some delay. The corrections needed to the 

load values can be significant. The Nord Pool's load data and the system operators' load 

data for Denmark are shown in figure 5.17.  

 

 

 

 

 

 

 

 

 

 

 
 Figure 5.17 Difference between Nord Pool's data and the system operators' data in Denmark from 

 1.1.2001 to 31.1.2003. 
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5.2 Temperature data 
 

Temperature observation points are located all around the Nordic countries. In this 

thesis four different observation points for each country (except for Denmark) have 

been chosen. For Denmark there is only one observation point. The weighted 

temperatures for each country were calculated from the data originating from these 

observation points.  

 

Temperature data for the Nordic countries (except for Denmark) are available from the 

beginning of 2001 in 3-6 hour intervals. For Denmark temperature values are available 

only on a daily basis. The temperature intervals are linearised to construct hourly 

values. There are some missing measurement values, but these are ignored because 

missing values are impossible to get afterwards.  

 

Suitable temperature weights have already been constructed for the Nordic countries. 

These weights are used in the calculations of this thesis. The temperature weights are 

used to calculate the weighted temperature for each country.  

 

5.2.1 Temperature data for Sweden 
 

SMHI temperature observation points are located in Malmö, Stockholm, Frösön and 

Gothenburg. Stockholm and Gothenburg are used as observation points both by SMHI 

and Foreca. The best alternative observation points for Malmö and Frösön have to be 

determined.  

 

There are three observation points (Kalmar, Ängelholm, Jönköping) geographically 

close to Malmö. Correlation coefficients for these points – as compared to Malmö - 

were calculated. The best result was achieved for Kalmar, even if Ängelholm is 

geographically closer. The measured temperatures for Ängelholm have more missing 

values than the measurements for the other two locations. 2/3 of the correlation 

coefficients were better for Kalmar. Jönköping has the most accurate values, but it is 

situated in the inland whereas Malmö lies on the coast. Therefore Jönköping’s values  
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would give misleading information. For Kalmar the temperature weight is the same as 

for Malmö.  

 
An alternative temperature measuring point for Frösön is also established. There are 

three points that could be considered; Umeå, Borlänge and Luleå. The same calculations 

as for Malmö were made. The correlation coefficients for Umeå were the best, as well 

as the quality of the temperature data. Luleå is geographically too far away from Frösön. 

There are minor difficulties with the use of Umeå’s values because Umeå is located on 

the coast whereas Frösön is located in the inland. Despite of Umeå’s location, Umeå 

was chosen as the alternative for Frösön. The same temperature weight for Umeå as for 

Frösön is used.  

 

5.2.2 Temperature data for Finland 
 

Foreca provides time-series of temperatures in Finland. The temperature values are 

linearised for the time intervals used. For Finland the measuring points are Helsinki-

Vantaa, Tampere, Joensuu and Rovaniemi.  

 

There has earlier been more observation points than four and due to that the weights are 

allocated to more than four locations. As a consequence of this, the weights have to be 

adapted for this thesis. 

 

Tampere’s weight was updated, Lappeenranta was left out and Helsinki-Vantaa’s 

weight was increased. With these changes more weight was given to the south and the 

middle of Finland. In this way the weights correspond more accurately the areas where 

the main part of electricity demand occurs.  

 

5.2.3 Temperature data in Norway 
 

The temperature time-series were linearised between measured temperatures. There 

were some missing measurement values (e.g. 3.1.2002 08:00 - 4.1.2002 03:00) but this 

was solved by the linearising between missing values. Foreca and SMHI use the same 
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four locations as observation points. The temperature weight rates are the same as the 

ones used by SMHI. The observation points are Bergen, Oslo, Trondheim and Tromsö. 

 

5.2.4 Temperature data for Denmark 
 

Temperature data for Denmark is only supplied on a daily basis by SMHI. In Denmark 

only one observation point is available. There are many missing values in the 

measurement data. E.g. temperature values are 0 for March 2002. The missing values 

were replaced with the forecasted values.  

 

The daily temperature time-series are divided into hourly values. The same daily 

average temperature is used for every hour of the day. The temperature weights for 

Denmark are the ones used for the observation points Odense and Kalmar. Even if 

Kalmar is in Sweden, the location of Kalmar is very close to Själland. Själland does not 

have an observation point of its own. More than half of the weight rate is based on the 

values for Odense, the rest being based on the values for Kalmar.  
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6 FORECASTING OF POWER DEMAND 

  

6.1 General approach to forecasting the power demand 
 

Already in 1970 Box and Jenkins published a book about a mathematical approach to 

analysing and forecasting time-series (Box and Jenkins 1971). The currently used load 

forecasting techniques are e.g. Box-Jenkins approaches, exponential methods, 

regression analysis methods, state space methods and artificial neural network 

approaches. (Bunn, Farmer 1985) 

 

Bunn and Farmer divide the load forecasting methods into two types. The first one is an 

univariate method that forecasts the load with the help of realised loads and the time of 

the day. Often, the load is modelled as a sum of a standard load curve and a residual. 

The second type is the multivariate model, which includes the exogenous input e.g. 

temperature. (Bunn and Farmer 1985) 

 

Other possible classifications are deterministic and stochastic, parametric methods and 

artificial intelligence methods etc. (Charytoniuk, Niebrzydowski 1998). 

 

Deterministic models are providing only the forecast values, but not the measure for the 

forecasting error. The stochastic models give the forecast as the expectation of the 

identified stochastic process. They allow calculations of statistical properties of the 

forecasting error, which rely on the assumptions made in the model. (Pauli Murto 1998) 
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7 MODELLING 

7.1 The regression model 
 
The multiple linear regression model is based on the assumption that the load can be 

divided into two components: the specific load and the component that depends on the 

temperature. Changes in temperature are taking place rather slowly. Furthermore, the 

temperature values are correlated with a fairly long lag (e.g. 12 hours). Thus, it is 

difficult to differentiate from the sequential temperature values the temperature value 

that influences the demand of a specific hour. (Karanta, Ruusunen 1995)  

 

7.1.1 The structure of the model 
 

The error associated with a forecasting procedure can be derived from a combination of 

four distinct sources. The random nature of the additive error process in a linear 

regression model guarantees that forecasts will deviate from true values, even if the 

model is specified correctly and its parameter values are known. Secondly, the process 

of estimating the regression parameters introduces error because estimated parameter 

values are random variables that may deviate from the true parameter values. Thirdly, 

when a conditional forecast is made, errors are introduced when forecasts are made for 

the values of the explanatory variables in the period in which the forecast is made. 

Finally, errors may be introduced because the model specification may not be an 

accurate representation of the true model. (Pindyck, Rubinfeld 1991) 

 
 
In this thesis the influence of temperature on a linear one parameter model is analysed. 

It is assumed that the demand depends linearly on the average of the previous hours out-

door temperature values. (Räsänen, Ruusunen 1992) 
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The regression model can be presented as:  
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�
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�

���
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tdjtj

N

i
tiit Txy

11
, ���         (1) 

where 

yt=  the t:th realised demand 

i� = the i:th specific demand  

N = number of specific demand hours 

xi,t= the 0/1-sign variable (xi,t=1 when i=t, otherwise xi,t=0) 

i� = temperature parameter 

Tt = the t:th temperature 

d = lag of temperature  

M = number of temperature parameters  

�t= a zero mean, constant variance,  random error term. 

 

The error term occurs because of the simplification of reality and the stochastic nature 

of demand. Actually, several omitted variables related to demand might be included in 

the error term. If these omitted effects are small it can be assumed that the error term is 

random. Also the source of errors can be associated with the collection and 

measurement of the data. Data will frequently be difficult to measure. The relationship 

of the equation is presented as a stochastic one, based on the error terms that are 

presented. 

 

The important assumptions of the two-variable linear regression model are: 

1. The relationship between y and T is linear, as described in Equation (1).  

2. The Tt's are nonstochastic variables whose values are fixed.  

3. a. The error term has zero expected value and constant variance for all observations; 

that is, � � 0�tE �  and � � 22
�� �tE . 

      b. The random variables �t are statistically independent. Thus, � � 0�jiE �� , for i�j. 

  



32 

The list of the assumptions constitutes the classical linear regression model. Equation 

(1) is often termed the specification of the model. It is presumed that y is related to T, 

rather than vice versa. The assumption that the T's are fixed is equivalent to the 

assumption that the independent variable in question is controlled. It means that its 

value can be changed in accordance with experimental objectives. (Pindyck, Rubinfeld 

1991) 

 

The hourly load forecast in this thesis is presented as: 

 

ttZti
i

it Txy ��� ����
�

,,

168

1
        (2) 

 

where �i (i= 1...168) are the specific demand parameters for the different hours of the 

week and TZ,t is the 12 hour average of the temperature. 

 

7.1.2  Parameter estimation 
 
The least-square method is used in parameter estimation. The parameters are �i (i=1...N) 

and � which represent specific demand at the i:th hour and the temperature coefficient, 

respectively. 

  

The least-square method is computationally simple and it penalises large errors 

relatively more than small errors. The least-squares criterion is defined as the "line of 

best fit", a line which minimises the sum of the squared deviations of the points of the 

graph from the points of the straight line. 

 

The least-squared criterion can be restated formally as: 

 

� �
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where tit Ty �� ��ˆ  represents the equation for a straight line with intercept � and 

slope �. yt is the actual value of y for observation t, corresponding to the value of T, 

while n is the number of observations. 

 

The least-squares solution for the slope and intercept are: 
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and 
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��

1ˆ , � �Nk ,1�        (5) 

 

Here in this case the sub-indexes of the sums describe specific demand hours. E.g. 

�
k

iy is the sum of the observations from the first hour of a rhythm period. (Gillberg 

1997) 

 

If the temperature parameter is left out, the estimation contains only the estimation of 

constants that are obtained directly as the averages of the load from the corresponding 

hours. (Gillberg 1997) 

 

7.1.3 The use of the regression model 
 
The simplicity of the regression model is a credit of the model. The regression model is 

only estimating a constant when the temperature factor is excluded.   

 

The regression model is constructed from the specific load and the temperature factor. 

The specific load is estimated at the same time as the parameter for temperature. The 

specific demand is not the realised value but the estimation of the realised values of the 

load. The specific load parameter is estimated for every hour of the load forecast period. 
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The realised load values for the estimation period (15.1 - 11.2.2001) in Finland are 

presented in figure 7.1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7.1 The realised load for the estimation period in Finland. 
 

One specific demand parameter is estimated for every hour of the week from the 4 

weeks data set. The specific load parameters for the load forecast, which begins on 

11.2.2001 0:00 with a time span of 168 hours, are shown in figure 7.2. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7.2 Specific demand for the load forecast on 12.2.2001 in Finland. 
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The parameter for the temperature factor is estimated from the same period as the 

specific demand. The temperature values are 12 hour moving average temperatures for 

the whole data set. Only one temperature parameter is estimated for the whole 

forecasting period. The temperature dependence of demand and temperature for the load 

forecast period is shown in figure 7.3.  

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 7.3 The temperature dependent demand and temperature for the load forecast in Finland. 

 

The specific demand and the temperature dependent demand form the load forecast for 

every hour of the week. The specific demand, the temperature dependent demand and 

the load forecast are presented in figure 7.4. 
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Figure 7.4 Specific demand, temperature dependent demand and the load forecast for Finland 

from the beginning of 11.2.2001. 

 

The regression model estimates the parameters and makes the load forecasts for 168 

hours. The load forecast is completed when the specific demand factors and the 

temperature dependent demand are added. The realised load and the load forecast are 

not exactly the same because of the error term in the regression model. The error term is 

caused by e.g. the model structure, the quality of the data or random parameters. The 

168 hours load forecast and the realised load for Finland from the beginning of 

12.2.2001 are presented in figure 7.5.  
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Figure 7.5 The realised load and the load forecast for Finland from the beginning of 12.2.2001. 

 

7.2 The stochastic time-series model 
 
In this thesis an autoregressive model with an exogenous variable (ARX) is used as a 

stochastic time-series model. In the ARX model the process depends on a weighted sum 

of its past values, exogenous variables and a random disturbance term.(Söderström, 

Stoica 1989) In this process the time series are assumed to be stationary and invariant 

with respect to time. (Pindyck, Rubinfeld 1991) 

 

7.2.1 The structure of the stochastic time-series model 
 
The autoregressive process can be cyclical, depending on the numerical values of the 

parameters. Some information about the order of the autoregressive process can be 

obtained from the oscillatory behaviour of the sample’s autocorrelation function. 

(Pindyck, Rubinfeld 1991) 

 

The ARX model is a second-order autoregressive model. In a second-order model each 

observation is highly correlated with those surrounding it, resulting in a discernible 

overall up-and-down pattern. An autoregressive model in itself eliminates the 

correlation of the time-series. (Pindyck, Rubinfeld 1991) 
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The results of the autocorrealation function with lag of 24 hours are presented in figures 

5.5.-5.8. When the first differentiation is calculated the autocorrelation function 

diminishes rather quickly with increasing lag. The weekly rhythm is still present in the 

autocorrelation function. The autocorrelation function for the load in Norway after the 

first differentiation is presented in figure 7.6. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7.6 Autocorrelation function after 24-hour differentiation for the load in Norway. 

 
The ARX model is as follows: 
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where 
 
yt = the t:th realised demand 
Tt = the t:th temperature 
� = the weekly difference factor  
�t = a random disturbance error term, zero mean 

�
a (�= 1...l) is the load parameter 

�
b  (�= 1...m) is the temperature parameter. 
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From this general model structure the following form can be derived: 
 

)()( 216482192241168 �����

����� tttttt yyayyayy                (7)   
 ttttttt TTbTTbTTb ��������

�����

)()()( 2164821922411680  
 
 => 
 

)()()( 1680216482192241 �����

������ ttttttt TTbyyayyay     (8) 
       tttttt yTTbTTb �������

����� 168216482192241 )()(  
 
This structure reflects the daily and weekly rhythms of the demand, combined with the 

temperature dependency.  

 

7.2.2 Parameter estimation 
 
Linear estimation of parameters (Pindyck, Rubinfeld 1991) is used for solving the 

parameters that give the best fit to the measurements. The assumptions listed in chapter 

7.1 should hold here as well. However, it is clear that the y-variables on the right hand 

side do not fulfil assumption 2. Because yt-� is measured with an error, the problems 

arise with the least-square method. The parameters will be biased and inconsistent. The 

problem of errors in measurement of regression variables is quite important, and yet 

econometricians do not have much to offer in the way of useful solutions. (Pindyck, 

Rubinfeld 1991)  

 

7.2.3 The use of the stochastic time-series model 
 
A time-series model accounts for patterns in the past movements of a variable and uses 

that information to forecast its future movements. A time-series model is usually used 

when little is known about the determinants of the variable of primary concern and 

sufficiently large amounts of data is available. (Pindyck, Rubinfeld 1991)  

  

In this thesis the ARX model uses the previous load data and temperature for the load 

forecasting. The difference in the hourly load between 168 hours is calculated. The 

model takes into account two load factors that have a difference of 24 hours.  
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The temperature index is calculated for each Nordic country. Realised temperatures are 

weighted for each observation point separately. The weighted temperatures are added 

into one country specific temperature index.  

 

The ARX model contains three temperature factors. The first temperature factor 

contains the difference in the temperature index between the previous hour and the hour 

168 hours previously. The next two temperature factors have the same differences, but 

are calculated from the preceding 24 and 48 hour values.  

 

The estimation of the parameters is made from the load and temperature differences 

from the previous four weeks period. One parameter for every factor has been estimated 

for the whole forecasting period. The ARX model is using these five parameters in the 

load forecast for every hour. 168 hourly load forecasts are made separately.  

 

The ARX model calculates the change of the load and adds this change to the 

corresponding realised load of the previous week. The model uses the realised load as 

basis, and due to that the model is sensitive to measurement errors. 

 

The load forecast is made from the beginning of 12.2.2001 with a 168 hours time span. 

The four weeks’ realised load, the load forecast and the temperature indices for the 

forecast period are shown in figure 7.7. 
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Figure 7.7 Realised load, forecasted load and realised temperature in Finland from the beginning 

of 15.1.2001.  

 

The figure shows the sensitivity of the ARX model to the measured data. The realised 

load begins to grow after two weeks and affects the load forecasts of the following 

weeks. The temperature indices show that the weather has been colder in the third week. 

The ARX model is not handling the beginning of the load forecast very well.  
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8 MODEL VALIDATION 

 
In this thesis the goal is to compare the regression model and the stochastic time-series 

model in forecasting the electricity demand on the Nord Pool market. To compare the 

models, a plan for testing and for result evaluation has to be made. 

 

The tests are made in an offline process. The existing data for both models are the 

realised loads and temperatures from the beginning of 2001. The models are using 

hourly values and thus the forecasts are made for every following hour. The models 

have been tentatively tested and the maximum forecasting period seems to be two 

weeks.  

 

There are some limitations to forecasting a two weeks period when considering an 

online forecasting process. The temperature forecast is provided every day for a ten-day 

period by the Finnish weather service. To respect these limitations and to find a 

meaningful test period, a seven days forecast period was chosen. That way every 

weekday is taken into account.   

 

The forecasts are made for three different time periods. The periods chosen were the 

ones used by Nord Pool in their financial market; Winter 1 (1.1.-30.4.), Winter 2 (1.10.-

31.12.) and Summer (1.5.-30.9.). These periods are used in every evaluation of the 

forecast errors.  

 

8.1 Evaluation methods 
 

Forecast error measures methods can be used for comparing the models. They are easy 

to understand and computationally efficient. Forecast error measures can be categorised 

into standard and relative errors. Standard errors are expressed in the same unit as the 

forecast. This can induce problems in comparing the different periods of time and 

accuracy across the time series. Relative errors do not have this kind of problems. They 

are dimensionless and the quality of the forecast is easier to understand. (Sanders 1997) 
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In the literature a commonly used method for measuring the electricity load forecast 

error is the Mean Absolute Percentage Error (MAPE) or standard deviation. (Räsänen, 

Ruusunen 1996, Papalexopoulos, Hesterberg 1990, Moghram, Rahman1989).  

 

8.1.1 Absolute error of the load forecast 
 

To evaluate generally the forecast errors in the regression model and in the time-series 

model, the absolute error of both models have been calculated. (Sanders 1997) 

  

The absolute error is defined as: 

 

ttt yye ˆ��            (9) 

 

where  

 et = the t:th absolute forecast error 

 yt = the t:th measured load value 

tŷ = the t:th load forecast value. 

 

8.1.2 Histograms of the absolute errors 
 
In this thesis number of load forecasts is relatively high. The distribution of the forecast 

errors is illustrative for a large set of values. The distribution of the forecast errors can 

be observed with the histogram. E.g. the histograms can be seen in figures 9.1-9.4. 

 

The histogram is based on the frequency table, which contains the error categories. The 

error categories take into account how many values belong to each category. The 

number of values of each category comprises the histogram of the load forecast errors. 

(Tilastomatematiikan opintomoniste 1996) 

 

The data set for a histogram is formed from the error values that correspond to the 28th 

and 34th hour from the beginning of the forecast period. The 28th and the 34th hours are 
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chosen in order to get an impression of the forecast accuracy for the following day. The 

28th hour is between 03:00-04:00 at night and the lowest demand typically occurs at this 

time. The 34th hour is between 09:00-10:00 in the morning and it is the highest demand 

period of the day. These histograms are made for Norway, Sweden, Finland and 

Denmark. The histograms for Norway are presented as an example. 

 

8.1.3 Mean absolute percentage error 
 

In this thesis the mean absolute percentage error has been chosen for the evaluation of 

the accuracy of the models. Because MAPE is unit-free measure, it is also easy to 

compare the result between the regression model and the stochastic time-series model.  

 

MAPE is defined as: (Sanders 1997) 
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where 

N = number of the forecast values 

 yt= the t:th realised  load value 

tŷ = the t:th forecast load value 

 

Approximately 200 forecasted values are used, depending on the length of the season, to 

calculate one MAPE value. The electricity load forecasts are calculated with both 

models and always for the same test period. In the beginning, the parameters of both 

models are estimated from the previous four weeks. The estimation period of the 

parameters can also be a different time period. The most important issue that has to be 

evaluated is how accurate forecasts the models can give for the next day and for the next 

week.  
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8.1.4 Evaluating the mean absolute percentage error 
 

The forecasts start at 0:00, the same input data is used for all hours until 24:00 and the 

new forecasts are made after 24 hours for the next seven days period. All the load 

forecasts and the errors are calculated separately for Winter 1, Winter 2 and Summer. 

All the seven days periods are placed on the same level, so that the all the forecast hours 

are equally far away from the starting point of the forecast. MAPE is then calculated for 

every hour of the seven days period. 

 

MAPE is calculated for the whole data set for the time periods Winter 1, Winter 2 and 

Summer. MAPE is evaluated with errors that are less than 15% of the realised load for 

one hour. From these MAPE values one can roughly say which model is better. 
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9 ANALYSIS OF THE TEST RESULTS 

 
The load forecasts are made for both models using the load and temperature data from 

the beginning of 2001. The input data is available from the beginning of 2001 until 

31.1.2003. The load forecasts are made until 31.1.2003. The estimation of parameters in 

both models requires input data from a four weeks period before the load forecast itself 

begins. January of 2001 is then used for estimating the parameters, and the load 

forecasts begin on 1.2.2001. From a statistical point of view, the January 2003 input 

data is included into the forecast period to produce equal time periods for the two years.  

 

Test results are produced for all the Nordic countries with the same methods that have 

been specified in the previous chapter. There are 730 different load forecasts which all 

begin at midnight. Each day the load forecasts are made for every day in periods of 

seven days. 

 

9.1  Results of the regression model 
 
Evaluating the error compared to realised demand tests the regression model. The 

forecast errors have been dealt with by using all the methods mentioned in the previous 

chapter.  

 

The model is tested for longer forecast periods to compare the parameter estimation 

periods and also to apply it to the study of the temperature dependence of demand in 

chapter 10. 

 

9.1.1 Distribution of the load forecast error values for the regression model 
 
In the regression model the construction of the load forecast is comprised of the specific 

load value and the temperature factor. The specific demand is estimated from the load 

values of the previous four weeks. The present values of the realised demand do not 

affect the rhythm of the load as much as has been estimated. 
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The distribution of the load forecast is defined in chapter 8. The histograms are drawn 

for the 28th and the 34th hours of the load forecasts. Every season has its own histogram 

and the load forecast error points are taken from every load forecast. The example 

figures are from the Norwegian load forecast because the most electricity dependent 

demand is in Norway.  

 

In the load forecasts, errors can occur due to different reasons. One of the reasons can 

be the accuracy of temperature data. Also the quality of realised load data can be 

affecting the forecasted demand. The measured load values that the model is forecasting 

can be different from real demand.  

 

The model uses the Finnish calendar with Finnish special days. The load pattern for 

Sunday is used for the special days. Errors in the load forecasts occur because all the 

special days in Finland are not necessarily such in the other Nordic countries. 

Furthermore, the actual load patterns for Easter, Christmas and Midsummer differ from 

the load pattern for Sunday. This creates additional errors in the forecasted values but in 

this case the periods around the special days are excluded from the analysis. 

 

The forecast errors should be zero mean. In the results the forecast errors are not zero 

mean. The forecast errors deviate more to the positive side of the histogram, as can be 

seen for Winter 1 in figures 9.1-9.2. The regression model forecasts the hourly values  

as too high when compared to the realised load values. The parameters are estimated 

from the previous four weeks. The demand dependence of temperature may have been 

higher during this period and the model has estimated the specific demand as too high.  
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Figure 9.1 Histogram 28th hour from the   Figure 9.2 Histogram 34th hour from the 
beginning of the load forecast in Winter 1  beginning of the load forecast in Winter 1 
 

In the summer the forecast errors are more diffused than in the winter. The regression 

model takes into account the temperature effect also in the summer. As it is known the 

demand is not highly temperature dependent in the summer and thus the regression 

model overparametrizises. The industrial load diminishes in the summer due to 

maintenance of plants, which can been seen from the specific load parameters. Figures 

9.3-9.4 present the histograms for the summer. 

 

 

 

 

 

 

 

 
 
 
Figure 9.3 Histogram 28th hour from the   Figure 9.4 Histogram 34th hour from the 
beginning of the load forecast in Summer.  beginning of the load forecast in Summer. 
 

During Winter 2 the forecast errors are emphasised more to the left side of the 

histogram. This means that the model is forecasting the load as too low when compared 

to realised values. The regression model estimates the parameter somewhat lower, 

which can be derived from the lower demand in the estimating period than in the 
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forecasting period. The temperature dependence of demand is not correcting the 

forecasted load enough.  The histograms for Winter 2 are shown in figures 9.5-9.6. 

 

 

 

 

 

 

 

 

 
Figure 9.5 Histogram 28th hour from the   Figure 9.6 Histogram 34th hour from the 
beginning of the load forecast in Winter 2.  beginning of the load forecast in Winter 2. 
 

The numeric values for the forecast error distributions are shown in appendix 1. For 

comparability the average demand of all demand that occurs at 03:00 and 09:00 is 

calculated. The bins are compared to these average demands. This is one reference point 

when checking how much the forecast errors deviate from real demand. The results 

show that 60-90% of the forecast errors are within –1000 MW and 1000 MW. This is 

under 10% of average demand. Percentages are presented in appendix 2. 

 

9.1.2 Mean absolute percentage error analysis of the regression model 
 
The regression model has been evaluated with MAPE. The results are analysed on an 

hourly basis. All the load forecasts are constructed to begin at the same time and thus 

every hour of each forecast is equally far from the starting point. Every forecast period 

is 168 hours and they are constructed for every season. 

 

MAPE emphasises the relative error compared to realised load values of all the data 

points analysed. From this behaviour the forecast errors can be observed. 

Approximately 200 data points are used, depending on the length of the season, to 

calculate one MAPE value.  
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The regression model uses the Finnish calendar with Finnish special day. The other 

Nordic countries’ calendars are not used. On a special day the model is using the load 

pattern for Sunday.  

 

MAPE is calculated so that errors larger than 15%, compared to the realised demand, 

are left out. There are some errors that are too big because of the special days or because 

the parameters are over-estimated. Easter, Midsummer and Christmas also induce 

changes in the demand that are not caused by temperature, and the current model is 

unable to handle these situations. MAPE values for all seasons are presented in figures 

9.7-9.9. 

 

 

 

 

 

 

 

 

 
Figure 9.7 MAPE for all Nordic countries on an hourly basis in Winter 1. 

 

 

 

 

 

 

 

 
 

 

 
Figure 9.8 MAPE for all Nordic countries on an hourly basis in Summer. 
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Figure 9.9 MAPE for all Nordic countries on an hourly basis in Winter 2. 

 

MAPE follows a part of the daily rhythm, which can be seen from the figures above. 

Temperature is a slow variable and that can effect the daily rhythm of MAPE. During 

Winter 1 and Winter 2 the wide temperature changes can produce difficulties in 

forecasting. This temperature dynamics of the model should be developed. 

 

For both winter seasons MAPE is relatively high for Denmark compared to the other 

Nordic countries.  In Denmark the temperature does not affect the demand as much as in 

the other Nordic countries. The weather in the winter is also milder. From this point of 

view the model is overparametrizising the coefficients for Denmark.  

 

In the summer the temperature does not affect the electricity demand as much as in the  

winter. Even if the regression model takes the temperature into account, the MAPE 

values are almost at the same level as in the winter.  

 

MAPE values vary between 2.5% and 6% in all the Nordic countries and for all the 

seasons. This can be considered a fairly good result considering that the input data may 

not be the most accurate.  

 

The amount of out of bound values is high for every season in Denmark. Temperature 

dependence of demand has little significance in forecasting demand. The regression 
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model estimates the parameter for the forecasts as too high and the load forecast results 

are much more unstable than for the other Nordic countries.  

 

One of the reasons for the forecast errors that are over 15% is special days. The special 

days cause the structural change to the load that is not dependent from temperature. The 

regression model is using the Finnish calendar, and this causes more errors to the results 

for the other Nordic countries. In every season with a longer special day period the 

demand is lower than on a normal Sunday. The diminished industrial load affects the 

demand and the model does not take this kind of changes into account. 

 

9.2  Results of the stochastic time-series model 
 
The program that is based on the ARX model is implemented into Excel. The program 

is designed so that it forecasts the load on an hourly basis. Because of the limitations of 

the software, the model is only used for hourly load forecasting and the parameters can 

be estimated from the previous four weeks. The forecast errors are analysed in the same 

way as in chapter 8. 

 

9.2.1 Distribution of the load forecast error values for the stochastic time-series 
model 

 

The ARX model is using the latest realised load values as a basis for the load forecast.  

The temperature factors are then correcting the previous load upwards or downwards. 

The forecast errors are calculated for all seasons and the histograms are presented in the 

same way as in the regression model. Both the 28th and the 34th hour of the load 

forecasts are evaluated. In the ARX model the forecasts are affected by the same 

inaccuracies of the input data as in the regression model.   

 

The ARX model does not include the special day calendar. In the original daily ARX 

model the special days are corrected manually. The special days, which appear on 

weekdays, are not corrected with the Sunday load pattern. In the time-series model these 

kinds of errors repeat themselves in the later forecasts and also in the parameter 
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estimation. Despite of this shortage the model is tested and this is taken into account in 

the analyses.  

 

In Winter 1 the forecast errors for Norway are settled more to the right side of the 

histogram. This implies that the parameters are estimated as too high. Easter is also 

messing up the forecast model and is affecting almost a month in the forecasts. The 

histograms for Winter 1 are presented in figures 9.10-9.11. 

 

 

 

 

 

 

 

 

 
 

Figure 9.10 Histogram 28th hour from the  Figure 9.11 Histogram 34th hour from the 
beginning of the load forecast in Winter 1.  Beginning of the load forecast in Winter 1. 
 

In the Summer the forecast errors are quit close to zero mean. Temperature is not 

affecting the load and the model has estimated the parameters at the right level. There 

are errors that are more than –3000 MW. The errors begin to grow exponentially, and 

during Midsummer in Finland the model could not calculate any of the forecasts for the 

time periods 21.6-23.6.2001 and 20.6-22.6.2002.  The histograms are shown in figures 

9.12-9.13. 
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Figure 9.12 Histogram 28th hour of the load  Figure 9.13 Histogram 34th hour of the load 

forecast in Summer.     load forecast in Summer.   

  

In Winter 2 the forecast errors are more diffused than in any other season. In this case 

Christmas is causing the larger errors. Demand is highly dependent on temperature in 

the winter but the model cannot correct for the lower demand during Christmas. The 

demand of industry and trade and the service sectors is lower than normal. Winter 2 has 

the same problem as Summer, the load forecast is growing exponentially and the model 

could not calculate any of the load forecasts for 25.12-26.12.2001 and 25.12-

26.12.2002. The histograms are shown in figures 9.14-9.15. 

 

 

 

 

 

 

 

 

 
 

Figure 9.14 Histogram 28th hour of    Figure 9.15 Histogram 34th hour of the load 
forecast in Winter 2.     forecast in Winter 2. 
 
 
The numerical values of the histograms are presented in appendix 3. As for the 

regression model, the average demands for the same hours are calculated. The results 
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show that 60-80% of the forecast errors are between –1000 MW and 1000 MW. This is 

under 10% of average demand.  The percentage is shown in appendix 4. 

 

9.2.2 Mean absolute percentage error analysis of the stochastic time series model 
 
MAPE is used to evaluate the forecast errors of the ARX model. The analyses have 

been made in the same way as in the regression model. The cross section for every hour 

has been taken from the group of forecast errors. 

 

Problems with forecasting demand in Denmark appeared in the ARX model. The ARX 

model uses the previous load values as a prediction. When the temperature factor was 

taken into account, the ARX model overparametrizised the load forecast. The results 

were too far from the realised values, and it was decided to use only the AR model for 

Denmark. This means that the temperature factors were left out. This proves that 

demand is not very temperature dependent in Denmark.  

 

All the forecast errors that are higher than 15% of realised load have been left out from 

the hourly MAPE values. The special days are causing higher MAPE values for all 

Nordic countries and for all seasons. MAPE values on an hourly basis are presented in  

figures 9.16-9.18. 

 

 

 
 
 
 
 
 
 
 
 
 
 

Figure 9.16 MAPE for all Nordic countries on hourly basis in Winter 1. 
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Figure 9.17 MAPE for all Nordic countries on hourly basis in Summer. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Figure 9.18 MAPE for all Nordic countries on hourly basis in Winter 2. 

 

MAPE values show that the ARX model forecasts the first few hours of the forecast 

fairly well. After that the MAPE values begin to fluctuate, following some daily load 

pattern. The MAPE values are slightly increasing towards the end of the forecast period. 

In the ARX model the forecast error is repeated when the forecast period is extended.  

 

In Winter 1 and Winter 2 the MAPE values are more stable for Norway than for the 

other Nordic countries. It can be assumed that the demand reacts to temperature changes 
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quit quickly. MAPE values have been fairly stable for all Nordic countries also in the 

summer.  

 

The MAPE values for ARX show that the model is managing the load forecasting well 

when there are no special situations. The MAPE values are varying between 1.5% and 

5.5%.  

 

One of the error sources is that the ARX model does not take the special days into 

account. Every season has some special days. Because the special days are not 

considered in any way, the forecast errors repeatedly appear in the forecasts. The special 

days are also affecting the estimation of parameters. The special days and the growth of 

the industrial load in the autumn are difficult to take into account with the structure of 

the ARX model. 

 

Another reason is that the quality of the input data is poor. The ARX model is fairly 

sensitive to input data. Missing measuring values in the load data affects the load 

forecasts because the model is using the previous realised values as basis. The poor 

quality of the temperature data is also a probable cause for the high forecast errors.  

 

The relative amount of errors is bigger for Denmark than for the other Nordic countries. 

A different structure of the time-series model is used to forecast the load for Denmark. 

 

The number of errors is fairly high in the summer due to Midsummer in Finland. 

Industrial load around Midsummer is below half of the normal level. This is influencing 

almost all of the forecasts for the late summer. Also in Winter 2 the number of errors is 

high. The reason is Christmas and diminished industrial load.  

 

9.3  Evaluating the results of the models 
 
The load forecasts are made with the same input data in both the regression model and  

the ARX model. It enables the comparison of the models. The results on an hourly basis 

have been analysed in sections 9.1 and 9.2. The results on hourly basis show that the 
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models have different qualities. The regression model is more stable when the whole 

data set is considered and when the number of errors is taken into account. 

  

The ARX model forecasts normal situations (e.g. without any special days distracting 

the load forecast) fairly well. The periods around the special days are excluded from the 

analysis. The models are compared with each other by the MAPE values that are 

calculated from all the load forecasts for every season in every Nordic country. Figures 

9.19-9.21 present the MAPE values for whole seasons in the Nordic countries. 

 

 

 

 

 

 

 

 

 

 

 
   Figure 9.19 MAPE values for Winter 1 season in Nordic countries. 

 
 

 

 

 

 

 

 

 

 

 

 
 Figure 9.20 MAPE values for Summer season in Nordic countries. 
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Figure 9.21 MAPE values for Winter 1 season in Nordic countries. 

 

The results show that for Winter 1, and for Norway, the regression model is better than 

the ARX model. For the other seasons it seems that the ARX model is better. In the 

summer the ARX model is better at tracking the diminishing demand than the 

regression model. The difference between the MAPE values for the two models in 

Winter 2 is rather small.  

 

In Sweden the ARX model is better than the regression model in every season. In 

Finland the regression model is better in Winter 1, but the ARX model is better in the 

other 2 seasons. In Denmark the ARX model is better than the regression model in 

every season.  

 

The MAPE values show that the ARX model is better for any Nordic country in  

Summer. The difference is also much smaller than in both Winter seasons. Especially in 

Denmark, the larger error values are higher in the regression model than in the ARX 

model. This is achieved by the modification of the ARX model for Denmark. From 

these results one can conclude that in Summer the ARX model is better than the 

regression model in every Nordic country.  

 

Overall, the preliminary conclusions that can be made, based on the previous results, is 

that the regression model is a better option to use for forecasting the electricity load in 
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all the Nordic countries, except for Denmark. In the winter, the forecasts are more 

reliable in a changing situation with the regression model than with the ARX model. 

The ARX model is recommended to be used for forecasting the load in the summer. 

 

In Denmark the temperature dependence of demand is so insignificant that it is better to 

exclude it from the model. If this is done, the ARX model achieves better results. It was 

not possible to test the forecasting ability of the regression model without the 

temperature factor.  

 

To forecast the load with any of the models it is primarily important to check the quality 

of the input data. The quality of the load data is very important in the ARX model 

because it uses the previous realised values as basis for forecasting the electricity load.  

The regression model is more robust and not so sensitive to the input data. 
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10 USAGE OF THE MODELS 

 

In this chapter the usage of the models is considered. The preliminary analyses have 

shown that the regression model is better to use for the winter in every Nordic country, 

except for Denmark. The ARX model is suitable for forecasting the electricity load in 

Denmark. When the temperature dependence is removed, the ARX model is suitable for 

forecasting the summer demand in the other Nordic countries as well.  

 

The models can also be used for other purposes. The regression model is applied to 

studying the temperature dependence in the Nordic countries. The regression model is 

also briefly tested for estimating the parameters in longer periods and for the ability to 

forecast the electricity load for the whole summer. 

 

The ARX model is restricted to estimating the parameters from the previous four weeks. 

Due to this reason the ARX model is tested only to forecast the electricity load without 

the temperature factors in Denmark.  

 

10.1  Other applications for the regression model  
 

10.1.1 Temperature dependence of demand 
 
Out-door temperature is the most important factor that influences electricity demand in 

the Nordic countries, especially in the winter. To provide a suitable temperature 

dependence complicates the unlinearity of dependence. In this thesis the temperature 

dependence of demand is studied with the help of a regression model. The temperature 

dependence 