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ABSTRACT

Pasi Korkealaakso

Real-Time Simulation of Mobile and Industrial Machines Using the Multibody

Simulation Approach

Lappeenranta, 2009
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Acta Universitatis Lappeenrantaensis 347

Diss. Lappeenranta University of Technology

ISBN 978-952-214-791-2, ISBN 978-952-214-792-9 (PDF)

ISSN 1456-4491

This thesis introduces a real-time simulation environment based on the multibody simulation

approach. The environment consists of components that are used in conventional product

development, including computer aided drawing, visualization, dynamic simulation and finite

element software architecture, data transfer and haptics. These components are combined to

perform as a coupled system on one platform. The environment is used to simulate mobile

and industrial machines at different stages of a product life time. Consequently, the demands

of the simulated scenarios vary. In this thesis, a real-time simulation environment based on

the multibody approach is used to study a reel mechanism of a paper machine and a gantry

crane. These case systems are used to demonstrate the usability of the real-time simulation

environment for fault detection purposes and in the context of a training simulator.

In order to describe the dynamical performance of a mobile or industrial machine, the

nonlinear equations of motion must be defined. In this thesis, the dynamical behaviour of

machines is modelled using the multibody simulation approach. A multibody system may

consist of rigid and flexible bodies which are joined using kinematic joint constraints while

force components are used to describe the actuators. The strength of multibody dynamics

relies upon its ability to describe nonlinearities arising from wearing of the components,



friction,  large  rotations  or  contact  forces  in  a  systematic  manner.  For  this  reason,  the

interfaces between subsystems such as mechanics, hydraulics and control systems of the

mechatronic machine can be defined and analyzed in a straightforward manner.

Keywords: flexible multibody systems, real-time simulation, fault detection, kinematic joints,

floating frame of reference.
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NOMENCLATURE

Symbols

A  rotation matrix
P
fA  rotation matrix describing orientation due to deformation at the location of particle P

B transformation matrix from velocities of generalized coordinates to velocities of

independent generalized coordinates

C vector of kinematic constraint equations

qC  constraint Jacobian matrix

ijd   vector from iP  to jP  defined in a global coordinate system
PF   external force per unit mass

jF j-th force component acting on body

G  velocity transformation matrix between angular velocities and first time derivative of

Euler parameters

I ( 33× ) identity matrix

K  modal stiffness matrix

q vector of generalized coordinates

dq  vector of dependent generalized coordinates

iq  vector of independent generalized coordinates

fq  vector of elastic coordinates

m number of constraint equations

M  mass matrix

n number of generalized coordinates

P  particle in body

p  vector of integrable generalized coordinates
cQ  vector of velocity dependent terms due to differentation of constraint equations
eQ  vector of generalized forces
fQ  vector of elastic forces



vQ  vector of quadratic velocity inertia terms
Pr  position vector of particle P  in a global coordinate system

R  position vector of the frame of reference

R velocity transformation matrix

t time

ju  position vector of j-th force component within the frame of reference

Pu   position vector of particle P  within the frame of reference
P

0u  position vector of particle P  within the frame of reference in undeformed state

P
fu  displacement of particle P  within the frame of reference due to the deformation

v vector within the frame of reference of body in undeformed state

fv  vector within the frame of reference of body in deformed state

fv  vector within the frame of reference of body in deformed state in a global coordinate

system
1
fv  vector within the frame of reference of body in deformed state in a global coordinate

system used in definition of revolute, cylindrical and translational joints
2
fv  vector within the frame of reference of body in deformed state in a global coordinate

system used in definition of revolute, cylindrical and translational joints

V  volume of body
iW  work of inertial forces
eW  work of externally applied forces
sW  work of elastic forces

Greek letters

matrix of penalty terms

acceleration of generalized coordinates with zero acceleration for independent

generalized coordinates

δ partial differential operator of calculus
P  vector of small rotations due to deformation

general rotation vector



E  vector of Euler parameters
E
jθ j-th component of the vector of Euler parameters

vector of Lagrange multipliers and vector of penalty forces
∗   vector of penalty forces

matrix of fictitious damping ratios

ρ  density of body
P
R  modal  matrix  whose  columns  describes  translation  of   particle P  in assumed

deformation modes
P
θ  modal transformation matrix whose columns describes rotation coordinates of point P

in assumed deformation modes

j  modal matrix associated with the node to which the j-th force component applies

 vector of local angular velocities

 matrix of fictitious natural frequencies

Superscripts

i Index of the body

j Index of the body

T Transpose of vector or matrix
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1 INTRODUCTION

Simulation  is  an  abstract  theme which  can  be  used  to  describe  an  imitative  action  of  a  real

system.  In  this  study,  simulation  is  comprised  of  a  computer-aided  approach  to  analyze

complex mechanical systems such as mobile and industrial machines. A common feature of

these machines is that they include mechanical components as well as various actuators and

control schemes. In order to simulate a mechanical system using computers, a mathematical

description of the system – a simulation model – needs to be formulated. The simulation

model may include sub-models such as hydraulic, pneumatic or electrical drives. These

actuators are usually important in terms of the dynamic performance of the machines. In order

to provide activation commands to the functions of a simulation model, a user interface and

control system need to be implemented. Further, by adding a visualization system and motion

platform and  taking  care  of  computing  the  simulation  model  in  real  time,  the  entire  system

can be defined as a real-time simulation environment, as depicted in Fig. 1.

Figure 1. The coupled real-time simulation environment.

1.1 Overview of multibody system dynamics

A multibody system consists of rigid and flexible bodies, joint constraints that couple the

bodies, and power components describing dampers, springs and actuators. Depending on the

components needed for the multibody model, the dynamic behavior of the system can be



14

described by a system of equations consisting of differential and nonlinear algebraic

equations. In a historical timeline, multibody system analysis has been developed based on

the achievements of classical mechanics, which is generally divided into two branches. In the

first branch, which can be referred to as the direct approach to dynamics, force and

momentum are considered as the primary parameters in differential equations of motion. This

form  of  dynamical  equation  can  be  directly  derived  by  employing  the  approach  of  Newton

and Euler. The second branch is called the indirect or variational approach where forces that

perform no work can be neglected. D’Alembert studied a set of rigid bodies introducing the

concept of virtual work. In order to make the concept mathematically consistent, Lagrange

utilized the results of d’Alembert, making possible the systematic analysis of a constrained

particle system. Subsequently, the invention of digital computers made it possible to

reformulate these achievements, leading to multibody formalisms in the 1960s [1]. Probably

the best-known method in the field of multibody dynamics is the method of Lagrange

multipliers, which can be derived from the variational approach. When Newton-Euler

equations are used, the linear and angular momentum principles can be utilized directly in

formulating  equations  of  motion,  whereas  the  free  body  principle  can  be  used  to  solve  the

reaction forces due to the constraints. However, the use of free body diagrams in large

systems is laborious, making the approach vulnerable to human error. Fortunately, the

Newton-Euler equations can be derived from the Lagrange equation using the variational

approach and the centroidal body reference frame. Accordingly, constraints can be taken into

account by applying the Lagrange multiplier theorem to the variational form of Newton-Euler

equations [1].

Flexible multibody dynamics

Multibody dynamics analyses frequently require that structural flexibility is accounted for in

order to reliably predict the dynamic behavior of slender structures under a heavy load. It is

noteworthy that even though the topological structure of models remains unchanged in the

case of rigid and flexible bodies, the modeling of systems with flexible bodies is remarkably

challenging regardless of the method used for describing the flexibility [2].

Common  techniques  to  describe  the  elasticity  of  the  bodies  are  the  lumped  mass  technique

and  the  floating  frame  of  reference  formulation.  In  the  lumped  mass  technique,  the  body  is
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divided into rigid segments which are interconnected by force elements. The method is easy

to implement in simulation software based on the multibody approach due to the fact that

each segment can be treated as a rigid body. However, after segmentation, each flexible body

contains several rigid bodies increasing the degrees of the freedom of the system. In practice,

the method can be used to describe beam type bodies. In this thesis, structural flexibility is

accounted for by using the floating frame of reference formulation. In the method, the

generalized coordinates that define the configuration of the flexible body can be divided into

ones  that  describe  the  position  and  orientation  of  the  reference  coordinate  system  and  ones

that describe deformations with respect to the reference coordinate system. In the floating

frame of reference formulation, deformations are usually described using methods based on

the finite element approach. The first general purpose implementation of the floating frame of

reference formulation applicable to large flexible multibody systems in planar cases was

introduced by Song and Haug [3]. They used nodal coordinates from finite element

discretization to describe deformations. Nevertheless, in that study, the implementation was

cumbersome especially for geometrically complex bodies, leading to computationally

expensive equations of motion due to a need for a large number of nodal coordinates. To

reduce the number of coordinates related to flexibility, Shabana [4] extended the floating

frame of reference formulation to three-dimensional mechanisms, and proposed the use of

component  mode  synthesis  to  extract  the  structural  vibration  modes.  In  this  way,  the  set  of

nodal coordinates from the finite element method can be replaced by a lower number of

modal coordinates, making the numerical solution of the equations of motion more efficient.

However, the general purpose application of the approach was impeded because elements

used in the modeling of flexible bodies were included in the solution algorithm leading to

element-specific volume integrals to be solved. Yoo and Haug [5, 6] introduced the use of

static correction modes in order to account for local deformations due to joint constraints and

force components. The advantage of the method is that it allows vibration and static

correction modes to be solved directly using commercial finite element software.

Real-time multibody dynamics

Real-time simulation can be defined as a special case of conventional simulation. In the case

of real-time simulation, the software modules must be able to process all actions according to

predetermined time requirements. In order to influence the simulation, the software modules
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need to have a time synchronous connection to the real world. The connection can be

accomplished, for example, using data from external devices (Hardware-in-the-Loop

simulation – HIL) or by visual observation (Man-in-the-Loop simulation – MIL).

Generally, the equations of motion can be formulated using either the topology based

approach or the global approach. The approaches differ in the choice of generalized

coordinates used in the description of the system configuration. The topology based approach

employs relative coordinates, which allows the kinematic analysis to be accomplished

recursively by studying one body at a time in a kinematic chain. The number of generalized

coordinates required in the approach is equal to the number of degrees of freedom in open

kinematic chains of the system. Impeding the approach is the fact that closed kinematic chains

must be opened before kinematic analysis by removing the necessary number of joint

constraints. Removed joint constraints must be taken into consideration in the solution of

dynamic responses. The method leads to strongly nonlinear equations of motion that may be

difficult  to represent in a general  form. On the other hand, the matrices to be solved remain

small, which often makes the method computationally efficient. A general purpose algorithm

for solving rigid body systems using the topological approach was introduced by Kim [7]. He

used global coordinates to describe the system, while the solution itself was achieved using

coordinates that describe the degrees of freedom of joints. This was accomplished by mapping

global variables into joint variables using the velocity transformation matrix [8]. A similar

approach for natural coordinates was introduced by García de Jálon and Bayo [9]. Chang and

Shabana [10, 11] derived the recursive velocity transformation equations to flexible

multibody systems, but they did not demonstrate a systematic approach to execute the

velocity transformation. A systematic approach to obtain the velocity transformation matrix

for flexible multibody systems was proposed by Lee [12]. In global methods, generalized

coordinates are used to describe the position, orientation and state of deformation of each

body. In order to couple the bodies together, the kinematic joints are defined in terms of

constraint equations that are functions of the generalized coordinates. Consequently, the

equations formulated for each body are of the same form, leading to the systematic assembly

of equations of motion for the entire system. The disadvantage of this method is that it leads

to large systems of equations due to a large number of generalized coordinates, and for this

reason the method may be computationally inefficient. However, it has been perceived that
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global methods may be more efficient than topological methods in the solution of systems

consisting of less than 50 generalized coordinates [13].

Constraint modeling

Creating a general-purpose multibody algorithm that takes structural flexibility into account is

a challenging endeavor. One of the most difficult tasks in the implementation is to create a

component library, which is needed for taking kinematic joint constraints into consideration.

References [14, 15] introduce an approach which models joint constraints by using virtual

bodies. In this approach, the constraint equations are developed between massless rigid

bodies. The advantage of this approach is its applicability to be used in different descriptions

of flexibility. On the other hand, adding virtual bodies increases the computation time

compared to methods which derive joint constraints individually for each approach to

describing flexibility. The formulation of kinematic joints composed of simple basic

constraints in the case of systems of rigid bodies has been discussed in References [16, 17].

The basic constraint equations for modeling spherical, universal and revolute joints between

flexible bodies have been presented in Reference [5]. Shabana [18, 19] has introduced an

approach based on intermediate body fixed joint coordinate systems which are rigidly

attached to joint  definition points.  In this approach, the joint  coordinate systems are used to

derive basic constraint equations including sliding joints with the assumption that the joint

axis can be described as a rigid line. Cardona [20] has introduced the finite element approach

for mechanical joints, which can be integrated into finite element software. In Reference [21],

the basic joint constraints were used in the context of topological multibody formulation.

Hwang [22] has presented basic constraint types used with translational joint models which

account for the deformation of the axis line. Hwang used the floating frame of reference

approach accounting for multiple contact points, whereas the numerical results are only

shown in the case of a single contact point.

In order to be able to employ traditional solvers for the Ordinary Differential Equation (ODE)

within the system of equations, the constraint equations must be differentiated twice with

respect to time. It is important to note that in previous literature, the terms of the Jacobian

matrix and terms that are related to second time differentials of basic constraint equations are
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not explicitly presented. In order to alleviate the development of modular simulation, the

components that are required to take constraints into account need to be obtained.

1.2 Real-time simulation environment

In most cases, the traditional simulation methods used in the product development processes

are free from solution time restrictions. Accordingly, the simulation of a few seconds is

allowed  to  take  several  hours  of  real  time.  In  these  systems,  the  control  signals  of  the

simulated system must be pre-defined and, for this reason, user interaction is described more

or less experimentally based on measured data. When the simulation is executed in synchrony

with real-time, the operator can produce a control signal during simulation. Real-time solution

requirements often force to simplify the simulation model. In practise, the real-time model

can be considered as a trade-off between efficiency and accuracy.

Real-time simulation environments are complicated systems consisting of several different

engineering disciplines. Developing a real-time simulation environment requires considering

various aspects, including modeling, numerical methods, computer science and programming,

and control and automation engineering. The components needed in real-time simulation

environments can be categorized into three main fields: functional model components,

immersion related components and simulator description components. The functional model

includes the dynamical model of a machine in its operational environment. Immersion related

components contain, for example, visualization and audio system haptic devices and a motion

platform. Finally, simulator description components are used to connect different areas and to

define the simulator environment. Each above-mentioned set consists of several submodules

with well-defined data-transfer interfaces.
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Figure 2. The modular structure of the real-time simulation environment.

This work introduces a modular real-time simulation environment that is depicted in Fig. 2. In

the real-time simulation environment introduced, the separate modules are categorized into

four levels according to Fig. 2. The first level is the model definition level. The model is

defined utilizing XML-based files which can be read using the parser module. The second

level comprises the dynamics solver module containing the control interface to enable

operator interaction and the separate collision detection module. The modular design has been

applied throughout the entire software architecture. The core of the real-time dynamics solver

consists of two static libraries: the solver library of numerical algorithms and the modeling

library of the formulations of dynamics equations. At the third level, the interface between the

solver and the visualization modules as well as the motion platform module at the fourth level

are defined. The visualization module provides a Graphical User Interface (GUI) to control

model parameters during simulation via a client-server interface. Due to the well defined

interfaces between the modules, the real-time simulation environment enables the rapid and

straightforward implementation of new components by updating individual function libraries.

The  modular  structure  used  in  the  real-time  simulation  environment  enables  the  use  of

distributed computing, allowing the allocation of independent modules to separate computers.

The use of distributed computing provides computational resources for the solver, as it is

executed on an independent processor. At the moment, the environment consists of two



20

computers, one for the graphics engine and the other for the solver core. The graphics engine

is implemented on a Windows operating system, while the solver core is portable to Windows

and Linux operating systems. The communication between these components is implemented

through standard network sockets. The same approach may be taken to distribute more

subsystems of the simulator into additional nodes. This approach requires that the subsystems

are independent of each other. In addition, the processing power required by the subsystems

dictates whether multiple nodes can be used effectively.

The solver module is implemented using ANSI C. This enables portability to different

operating systems and computer architectures. The modeling library includes several

combinations of multibody formulations for rigid and flexible bodies including both the

Newton-Euler and Euler parameter forms of constrained equations of motion. The Newton-

Euler equations are, however, preferable in order to reduce the number of velocities and

accelerations of the generalized coordinates. In addition, the equations of motion may be

simplified and a constant mass matrix may be obtained, resulting in a more efficient solution.

Kinematic joint constraints have been taken into consideration in the differential equations

using either Lagrange multipliers or penalty functions. In order to describe the system with

the minimum set of differential equations, the projection matrix from the independent

generalized coordinates to the dependent ones can be solved by partitioning the generalized

coordinates.

The graphics engine for the real-time simulation environment is implemented using C++,

which allows the flexible addition of features. The engine is based on the OpenGL library for

graphics environments and the OpenAL library for audio environments. The OpenGL Utility

Toolkit  (GLUT)  simplifies  the  use  of  projection  matrices  and  the  positioning  of  the  camera

point. The optional stereoscopic view uses the OpenGL quad buffer feature. The graphics are

imported using the 3ds file format, which enables the efficient pre-processing of the graphics

objects in external software. Another important feature of the 3ds file format is its structure,

which consists of object related meshes that are based on triangle polygons. A single object

may have several meshes, and consequently, the structure may be used in collision detection.

An efficient collision detection tree can be obtained by considering the collision detection
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during the design of the 3ds graphics. Moreover, some of the non-colliding features can be

eliminated already at the trunk level of the collision detection tree.

1.3 Contribution of the thesis

This thesis introduces a design engineering approach to the implementation of a real-time

simulation environment of machines systems. In the real-time simulation environment,

mechanical structures including flexibility as well as hydraulic actuators with associated

control schemes can be described. The simulation environment introduced in this study

includes a user interface with appropriate visualization and a motion platform. The real-time

simulation environment introduced can be utilized in the following stages of a product life

cycle: operator training, product development and failure analysis. The main contribution of

the thesis can be further divided into the following sub-studies:

Fault detection of a reel using the multibody simulation approach

Using the multibody simulation approach for fault detection purposes, the supervision of a

machine can be focused on the functionality of the entire process instead of an individual

component. In this thesis, the multibody system simulation approach is applied to the fault

detection of the reel mechanism of a paper machine. Due to the requirements of real-time

computing, different multibody formulations are compared, and the most appropriate one can

be chosen for each case. This original scientific contribution has been published in the

following journal papers:

- Korkealaakso, P., Mikkola, A., Rouvinen, A., 2006, “Multi-Body Simulation

Approach for Fault Diagnosis of a Reel”, Journal of Multi-body Dynamics, 220(1), pp.

9-19.

- Korkealaakso, P., Rouvinen, A., Mikkola, A., 2006, “Multibody Approach for Model-

Based Fault Detection of a Reel”, Journal of Computational and Nonlinear Dynamics,

1(2),  pp. 116-122.

Joint constraint modeling of rigid-flexible mechanisms

In order to model rigid-flexible mechanisms, a general approach is needed to define joint

constraints. This study provides detailed derivations of constraint equations that can be

applied with the floating frame of reference formulation. The derivation is accomplished with
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the help of three basic constraints, which can be further utilized in the modeling of joints. The

basic components derived can also be used in methods based on the system topology when

joint constraints are removed in order to open closed chains. In this sub-study, generalized

Newton-Euler equations of motion have been derived according to the principle of virtual

work, while the local angular accelerations of the frame of reference are variables to be

integrated ahead of time. This original scientific contribution has been published in the

following journal paper:

- Korkealaakso P., Mikkola, A., Rantalainen, T., Rouvinen, A., 2009, “Description of

Joint Constraints in the Floating Frame of Reference Formulation”, Journal of Multi-

body Dynamics, 223(2), pp. 133-145.

The structure of the real-time simulation environment in the framework of a gantry crane

training simulator

This thesis introduces a real-time simulation environment which can be used in the

application of mobile as well as industrial machines. The environment introduced is modular

and easily expandable, which systematically and efficiently facilitates studying and testing

different modeling approaches and modules, such as motion platforms, visualization

environments and additional computational nodes. In these simulation models, the mechanical

dynamic model including rigid and flexible bodies, hydraulic subsystems, electric motors, a

visualization system and motion platform with control devices can all be coupled together.

The original scientific contribution associated with the real-time simulation environment has

been published in the following journal papers:

- Korkealaakso, P., Rouvinen, A., Moisio, S. and Peusaari, J., 2007, “Development of a

Real-Time Simulation Environment”Multibody System Dynamics, 17(2-3), pp. 177-

194.

- Rouvinen, A., Lehtinen, T., Korkealaakso, P., 2005, “Container Gantry Crane

Simulator for Operator Training”, Journal of Multi-body Dynamics, 219(4), pp. 325-

335.
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2 MODELING OF MULTIBODY SYSTEMS USING THE

REFERENCE FRAME APPROACH

The method of the floating frame of reference is the method most frequently applied to

describe linear deformations in multibody applications. This is due to the computational

efficiency of the method and the possibility to utilize commercial finite element software to

define properties of flexible bodies. In this chapter, the floating frame of reference approach

with three different descriptions of equations of motion is briefly introduced.

2.1 Spatial kinematics of a flexible body

The floating frame of reference formulation can be applied to bodies that experience large

rigid body translations and rotations as well as elastic deformations. The method is based on

describing deformations of a flexible body with respect to a frame of reference. The frame of

reference, in turn, is employed to describe large translations and rotations. The deformations

of  a  flexible  body with  respect  to  its  frame of  reference  can  be  described  with  a  number  of

methods, whereas in this study, deformation is described using linear deformation modes of

the body. Deformation modes can be defined using a finite element model of the body. Fig. 3

illustrates the position of particle iP  in a deformed body i.

Y
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ix
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iP
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iPu
iPr

X
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Figure 3. The position of the particle iP  in global coordinate system.
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The position of particle iP  of the flexible body i can be described in a global coordinate

system using the vector
iPr  as follows:

( )iP
f

iP
0

iiiPiiiP uuRuRr ++=+= AA , (1)

where iR  is the position vector of the frame of reference, Ai is the rotation matrix of body i,
iPu  is the position vector of particle iP  within the frame of reference,

iP
0u  is the undeformed

position vector of the particle within the frame of reference, and
iP

fu  is the displacement of

particle iP  within the frame of reference due to the deformation of body i. In this study, the

rotation matrix Ai is expressed using Euler parameters [ ]T

3210

T iEiEiEiEiE θθθθ=  in

order to avoid singular conditions which are a problem when three rotational parameters are

used, such as in the cases of Euler and Bryant angles [23]. The rotation matrix can be written

using Euler parameters as follows:
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A

.

(2)

The following mathematical constraint must be taken into consideration when Euler

parameters are applied:

( ) ( ) ( ) ( ) 1
2

3

2

2

2

1

2

0 =+++
iEiEiEiE θθθθ .

(3)

The deformation vector
iP

fu  can be described using a linear combination of the deformation

modes as follows:

i
f

iP
R

iP
f qu = , (4)

where
iP

R  is the modal matrix whose columns describe the translation of  particle iP  within

the assumed deformation modes of the flexible body i [18],  and i
fq is  the  vector  of  elastic

coordinates. Consequently, the generalized coordinates that uniquely define the position of

point iP  can be represented with vector ip  as follows:

T
TTTT





= i

f
iEii qRp .

(5)
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The velocity of particle iP  can be obtained by differentiating the position description (Eq. 1)

with respect to time as follows:

( ) i
f

iP
R

iii
f

iP
R

iP
0

iiiP qq~u~Rr &&& AA ++−= , (6)

where i  is  the  vector  of  local  angular  velocities.  In  Eq.  6,  the  generalized  velocity  vector

can be defined as follows:

[ ]TTTTT i
f

iii qRq &&& = . (7)

By differentiating Eq. (6) with respect to time, the following formulation for the acceleration

of particle iP can be obtained:
iPiiPiiiPiiiPiiiiiP uu~u

~
u~~Rr &&&&&&&& AAAA ++++= 2 , (8)

where i~  is a skew-symmetric representation of the angular velocity of the body in the frame

of reference, iR&&  is the vector that defines the translational acceleration of the frame of

reference, iPiii u~~A  is the normal component of acceleration, iPii u
~
&A  is  the  tangential

component of acceleration, iPii u~ &A2  is the Coriolis component of acceleration and iPi u&&A

is the acceleration of particle iP  due to the deformation of body i.

When deformation modes are used with the floating frame of reference, rotations due to body

deformation are usually ignored. However, in order to compose all of the basic constraints,

rotation due to body deformation must be accounted for. The vector i
fv  due to deformation at

the location of particle iP  within the frame of reference can be expressed as follows:

iiP
f

i
f vv A= , (9)

where iv  is defined in the undeformed state at the location of particle iP , and
iP

fA  is  a

rotation matrix that describes the orientation due to deformation at the location of particle iP

with respect to the reference frame. Note that all components in Eq. 9 are expressed in the

reference frame. The rotation matrix
iP

fA  can be expressed as follows:

iPiP
f

~+= IA , (10)
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where I  is a ( 33× ) identity matrix and iP~  is a skew symmetric form of the rotation change

caused by deformation. Rotation changes due to deformation can be represented in the

following way:

i
f

iPiP qθ= , (11)

where
iP

θ  is the modal transformation matrix whose columns describe rotation coordinates

of point iP  within the assumed deformation modes of the flexible body i [18], and i
fq is the

vector of elastic coordinates.

2.2 Virtual work

The equations of motion can be developed using the principle of virtual work, which can be

written for inertia forces as follows:

∫=
iV

iiPiPiii dVW rr &&
T

δρδ , (12)

where
iPrδ  is  the  virtual  displacement  of  the  position  vector  of  a  particle,

iPr&&  is the

acceleration vector of the particle defined in Eq 8, i  is density of body i, and iV  is volume

of body i.  Accordingly,  the  virtual  displacement  of  the  position  vector  can  be  expressed  in

terms of virtual displacement of generalized coordinates as follows:

[ ]















−=

TT

TTTTTT

iiP
R

iiPi
f

iiiP

A
A

I
u~qRr δδδδ , (13)

where iδ  is virtual rotation. By substituting the virtual displacement of the position vector

(13) into the equation of virtual work of the inertial forces (12) and by separating the terms

related to acceleration from the terms related quadratically to velocities, the following

equation for the virtual work of inertial forces can be obtained:

[ ]iviiiiiW Qqq += &&Mδδ ,
(14)

where Mi is the mass matrix and
ivQ  is the quadratic velocity vector. The mass matrix can be

expressed as follows:
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And, correspondingly, the quadratic velocity vector takes the form
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The virtual work of the externally applied forces can be written as:
iei

V

iiPiPie

i

dVW QqFr
TT

δδδ == ∫ , (17)

where
iPF  is external force per unit mass and

ieQ  is the vector of generalized forces which

can be expressed as follows:
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(18)

where i
jF  is the j-th force component acting on body i, i

ju~  is a skew symmetric matrix of the

location vector of the j-th force components, and i
j  is  the  terms  of  the  modal  matrix

associated with the node to which the j-th force component applies.

The elastic forces can be defined using the modal stiffness matrix iK  and modal coordinates.

The  modal  stiffness  matrix  is  associated  with  the  modal  coordinates  and  the  matrix  can  be

obtained from the conventional finite element approach using the component mode synthesis

technique [18]. The virtual work of elastic forces can be written as follows:

i
f

ii
f

isW qq K
T

δδ = . (19)

Accordingly, the vector of elastic forces can be represented as follows:
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Using Eqs. 14, 17 and 19, the equation of virtual work including inertial, external and internal

force components can be written as follows:

[ ] 0=−++
ieifiviii QQQqq &&Mδ . (21)

The terms inside the brackets can be used to form unconstrained Newton-Euler equations as

follows:
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Equations of motion in this form are referred to as Generalized Newton-Euler equations in

Reference [18], where Newton-Euler equations of rigid bodies are extended to flexible bodies.

2.2.1 Integration of the equations of motion

Due to the use of Generalized Newton-Euler equations as a description of dynamics, the

equations of motion are expressed using the angular velocity and angular acceleration vectors.

Eq. 22 can be solved for angular accelerations in the body frame which can be integrated with

angular velocities. However, the problem arises when the coordinates describing the

orientation of the body have to be solved. This is due to the fact that angular velocities cannot

be directly integrated with the parameters which uniquely describe the orientation of the body.

For this reason, a new set of variables p  is defined, containing the orientation coordinates of

the body reference frame. In order to integrate the position level coordinates, the first time
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derivative of Euler parameters and the vector of angular velocities defined in the body

reference frame can be related through the following linear expression:

iiiE T
2
1 G=& , (23)

where the velocity transformation matrix iG  can be written as follows:
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θθθθ

G . (24)

The time derivatives of the body variables to be intergrated can be stated using vector p&  as

follows:
T

TTTT





= i

f
iEii qRp &&&& ,

(25)

which can be integrated to obtain position level generalized coordinates p .

2.3 Description of multibody equations of motion

In  this  section,  the  three  multibody formalisms  used  in  this  work  are  briefly  described.  The

formalisms  discussed  here  are  the  method  based  on  Lagrange  multipliers,  which  is  also

referred to as the descriptor form [24, 18], the penalty and augmented Lagrangian methods

[25, 9] and the method based on projection matrix [26, 27, 28].

2.3.1 Method of Lagrange multipliers

When constraint equations are augmented to equations of motion using the Lagrange

multiplier technique, the result can be written as:
fve QQQq q −−=+ TCM && , (26)

where q is the vector of n generalized coordinates that define the position and orientation of

each body in the system, M is the mass matrix, eQ  is the vector of generalized forces, vQ  is

the quadratic velocity vector that includes velocity dependent inertia forces, qC  is the

Jacobian matrix of the constraint equations, fQ  is  the  vector  of  elastic  forces  and  is the

vector of Lagrange multipliers. To satisfy a set of m constraint equations related to

generalized coordinates, the following equation must be fulfilled:
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( ) 0=tq,C , (27)

where C  is a vector of constraints of the system and t is time. Eqs. (26) and (27) comprise a

system of differential algebraic equations (DAE) which describe the dynamical behavior of

the mechanics. In order to solve the set of equations using ordinary integration methods for

differential equation (ODE), the equations must be transformed to the second order ODE. For

this reason, Eq. (27) is differentiated twice with respect to time:

( ) 0C =+= c,t,, QqqqqC q &&&&&&& , (28)

where cQ  includes velocity dependent terms due to differentation. By combining Eqs. (26)

and (28), the matrix representation of equations of motion can be obtained as follows:
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c

fve

Q
QQQq

q

q &&

0C
CM T

, (29)

where the invertable matrix is of the size ( ) ( )nmnm +×+ .  The  equation  of  motion  can  be

integrated using the standard ODE solver [18]. However, equations of motion cannot

guarantee that constraint equations in Eq. (27) are satisfied. This is due to the fact that during

the  differentiation  of  a  constraint  equation,  constant  terms  disappear,  and  consequently,  Eq.

(29) fulfils the constraints at acceleration level only. Therefore, numerical integration causes

errors to accumulate in the kinematic joint constraints. To overcome this problem, a

stabilization method must be used. Another possibility to solve this problem is to use methods

which produce a general solution to differential algebraic equations [9, 29].

2.3.2 Augmented Lagrangian method

In the penalty method, Lagrange multipliers are eliminated from the equations of motion by

employing penalty terms. This procedure leads to a set of n differential equations as follows:

( ) ( )CCQQQQq qqq
2TT 2CCCM ++−−−=+ &&& cfve , (30)

where ,  and  are mm×  diagonal matrices which contain penalty terms, natural

frequencies  and  damping  ratios  for  constraints,  respectively.  If  the  penalty  terms  are

equivalent to each constraint, the matrices are identity matrices multiplied with a constant

penalty factor.
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A drawback associated with the penalty method is that large numerical values for penalty

factors must be used, which may lead to numerical ill-conditioning and round-off errors.

However, the method can be improved by adding penalty terms or correction terms which are

zero when constraint equations are fulfilled. Using this approach, equations of motion can be

written as follows:

( ) ( ) ∗+++−−−=+ CCQQQQq qqqq
T2TT 2 CCCCM &&& cfve , (31)

where ∗  is the vector of penalty forces. By comparing Eqs. (1) and (31), it can be concluded

that

( )CCQqq
22C +++−= ∗ &&& c . (32)

Since the exact values of ∗  are not known in advance, an iterative procedure should be used

as follows:

( )CCQqq
2

1 2C +++−= ∗∗
+

&&& c
iii , (33)

where 00 =∗  is used for the first iteration. Using this equation, the forces caused by errors in

constraint equations at iteration i+1 can be defined and compensated. In this case, the penalty

terms do not need to have large numerical values. An iterative procedure can be applied

directly to Eq (31), which leads to the following expression:

( ) ( )CCQqq qqq
2T

1
T 2CMCCM ++−=+ +

&&&&& c
ii . (34)

In the case of the first iteration, fve QQQq −−=0&&M . The leading matrix of Eq. (34) is a

symmetric and positive definite, which makes the solution of the equation efficient. This

formulation behaves satisfactorily also in singular configurations of a mechanical system.

2.3.3 Method based on projection matrix

The two previously introduced formulations define the equations of motion using a complete

set of generalized coordinates. However, the number of the equations can be reduced to the

minimum number of differential equations using a set of independent generalized coordinates.

Independent generalized velocities iq&  can  be  defined  as  a  projection  of  velocities  of

generalized coordinates q&  using matrix B as follows:

qq && B=i . (35)

It is noteworthy that the rows of matrix B are linearly independent. For skleronomous

systems, a solution to describe the transformation from independent generalized coordinates
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to a complete set of generalized coordinates is available and can be defined using

transformation matrix R as follows:

iqq && R= . (36)

Using coordinate partitioning to dependent dq  and independent iq  generalized coordinates,

vector q  can be written in the partitioned form [ ]TTT
id qqq = . The virtual change of

generalized coordinates with respect to constraint equations can be expressed as follows:

0CC =+ id id
qq qq δδ , (37)

where
dqC  and

iqC  are partitioned Jacobian matrices.
dqC is  a m x m matrix where m is the

number of constraint equations. Using Eq. (37), the virtual change of dependent generalized

coordinates can be defined as:

id id
qq qq δδ CC 1−−= . (38)

The virtual change of generalized coordinates can now be expressed using independent

generalized coordinates as follows:

i
i

d id q
q
q

q qq δ
δ
δ
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. (39)

Correspondingly, the transformation matrix R can be expressed as follows:
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I
CCR id qq
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. (40)

Using coordinate partitioning, accelerations of generalized coordinates can be written as

follows:

q
q
q

q qq +
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with the definition

( )[ ]










 ++−=
−

0

1
tttd

Cqqq qqqq &&& 2CCC . (42)

It can be seen that vector  consist of the accelerations of generalized coordinates when the

accelerations of independent coordinates are equal to zero. Using  Eq. (42), Eq. (41) can be

written as follows:

qq += i&&&& R . (43)
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Substitution of the result into Eq. (26) leads to:

( ) 0RMRMRR =−−−+ fve
i QQQq TTT && . (44)

This equation of motion can be solved for independent accelerations which can be integrated

to solve the new independent velocities and positions for the next time step. This form of

equation of motion is complicated and highly nonlinear and the set of independent

generalized coordinates must be changed every time when the pivot of
dqC  approaches zero.

2.4 Kinematic joint description

In this section, geometric constraint equations are derived for three basic constraint

components, which can be further applied to the modeling of spherical joints, revolute joints,

cylindrical joints and translational joints. The terms within the equations of motion that are

related to the constraints are formulated so that they can easily be incorporated into multibody

dynamics codes.

2.4.1 Basic Constraints

Joints in multibody systems can be described as combinations of three basic constraints.

These basic constraints are the spherical constraint and two different perpendicularity

constraint conditions. The basic constraints for rigid bodies have been presented e.g. in

References  [17]  and  [16].  For  flexible  bodies,  however,  there  is  no  comprehensive  analytic

representation which could describe all of the components in Eq. (24) that are related to the

constraints.

Spherical Constraint on Two Points

The spherical constraint on two points, which is depicted in Fig. 4, is a simple basic constraint

that prevents translational movement between two bodies. The constraint equation can be

defined at given points iP  and jP . This basic constraint removes three degrees of freedom

from the system.
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Figure 4. Spherical constraint on two points.

The constraint equation associated with points iP  and jP  can be written as follows:

0uRuRC =−−+=
iPiijPjjs AA . (45)

By differentiating Eq. (45) twice with respect to time, the following equation can be obtained:

( )
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2

2 (46)

Based on Eq. (46), the following terms can be obtained for generalized coordinates related to

the translation, orientation and flexibility of the Jacobian matrix:

[ ]jP
R

jjPjiP
R

iiPis AAIAAIC u~u~q −−−= . (47)

Similarly, a vector that includes quadratic velocity terms can be obtained as follows:

( ) ( ) ( )iPiPiiijPjPjjjsc uu~~uu~~qqQ
qq

&&&& 22 +++−=−= AAC . (48)

Perpendicular Constraint Cd1

The perpendicular constraint (type 1) preventing the rotation of vectors with respect to each

other on levels which are not perpendicular to each other. The perpendicularity constraint is

illustrated in Fig. 5. This basic constraint can be described with one constraint equation,

which removes one degree of freedom from the system.
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Figure 5. Type 1 perpendicular constraint.

The constraint equation for a perpendicular constraint of vectors can be written as

0TTTTTT1 ==== jjP
f
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f

dC vvvvvv AAAAAA . (49)

By differentiating the equation twice with respect to time, the following equation can be

obtained:

( )

( )
( ) ( ) ( ).vv~vv~vv~~v

vv~~vqv~v

v~vqv~vv~v

vvvvvvqqq
qqq

j
f

jj
f

jji
f

ii
f

iij
f

j
f

jjjii
f

i
f

i
f

iiijj
f

j
f

jPjjii
f

jj
f

jii
f

i
f

iPiijj
f

ii
f

ijj
f

j
f

i
f

j
f

i
f

j
f

i
f

ddd CCC

&&&

&&&

&&&&

&&&&&&&&&&&&

AAAAAA

AAAA

AAAAAA

+++++

++−

−−−=

++=+=

TTT

TTTT

TTTTTT

TTT111

22

2

2

θ

θ
(50)

Based on Eq. (50), the following terms can be obtained for generalized coordinates related to

the translation, orientation and flexibility of the Jacobian matrix:

[
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Correspondingly, the term that includes quadratic velocity terms can be represented as
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Perpendicular Constraint Cd2

Perpendicular  constraint  type  2  differs  from  type  1  in  that  one  of  the  vectors  is  defined  as

constant with respect to body i, whereas the other is defined between the bodies as shown in

Fig.  6.  This  constraint  is  also  known  as  the  point  on  plane  since  it  contains  one  constraint

equation eliminating one degree of freedom.
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Figure 6. Type 2 perpendicularity constraint.

The constraint equation for a type 2 perpendicularity constraint can be represented as

( )
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where ijd  is vector from iP  to jP  defined in the global coordinate system. By differentiating

the equation twice with respect to time, the following equation can be obtained:
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Based on Eq. (54), the following terms are obtained for generalized coordinates related to the

translation, orientation and flexibility of the Jacobian matrix:
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Correspondingly, the term that contains quadratic velocity terms can be expressed as follows:
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2.4.2 Modeling of Joints Based on Basic Constraints

In this section, the basic joint types used in multibody dynamics modeling applying the basic

constraints presented above are briefly introduced. With different combinations of basic

constraints, it is possible to model any joint. Table 1 summarizes partial derivatives with

regard to generalized coordinates for each basic constraint.

Table 1. Partial derivatives for basic constraints.
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Table 2 presents the components of the constraint force vector related to the basic constraints.

Table 2. Components of the constraint force vector related to basic constraints.
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In the case of spherical joints, universal joints and revolute joints, the constraint location

remains in place and the joints can be modeled by changing the constraints of the rotations.

Joints such as cylinder and translational joints that enable relative translational movement

between bodies are challenging to model due to their varying location, to which the constraint

is applied. For flexible bodies, the location of the constraint must be solved for each time step.

The location can be found for instance by applying interpolation between the nodes of the

joint. Table 3 summarizes the descriptions of the joints and constraint equations with which

they can be modeled.
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Table 3. Descriptions of joints and basic constraint equations applied to them.

Joint Illustration Constraint
equations

Spherical joint
The spherical joint is the
simplest to model and can be
described using one of the basic
constraints. In the point
constraint, the global
coordinates of the points must
be located overlappingly. The
spherical joint constrains three
degrees of freedom from the
system.
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Universal joints can be modeled
with a spherical constraint and a
type 1 perpendicular constraint.
The universal joint removes four
degrees of freedom from the
system.
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Revolute joint

A revolute joint can be adapted
from the universal joint by
adding another type 1
perpendicularity constraint. The
revolute joint removes five
degrees of freedom from the
system.
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Cylindrical joint

The modeling of a cylindrical
joint requires two type 1
perpendicular constraints to
prevent the relative rotation of
the bodies at point jP ,  and two
type 2 perpendicular constraints
to maintain point iP  on the
translational axis. The
cylindrical joint removes four
degrees of freedom from the
system. X
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Translational joint

A translational joint can be
derived directly from the
cylindrical joints by adding a
type 1 perpendicularity
constraint. A translational joint
removes five degrees of
freedom from the system.
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It is important to note that basic constraints can be combined in various other ways than the

ones described in Table 3. Due this fact, also more unconventional joints can be described.

3 A DESCRIPTION OF A REAL-TIME SIMULATION

ENVIRONMENT

In real-time simulation, the main challenge is to give an accurate and realistic response from

the simulated system while maintaining sufficient number of details in the model. The larger

the number of details, the more applicable the simulator is for different purposes. The detailed

simulator can be applied to several areas of applications, such as product development, testing

and diagnostics, training and research.

In the automotive industry, simulators are widely used in product development. Daimler-Benz

tested concepts of all-wheel steering in a simulator [30]. The company found a set of

parameters which allow drivers to perform optimally. Later, the set of parameters was verified

in  a  real  car.  Currently,  the  most  advanced  driving  simulator  is  the  National  Advanced

Driving Simulator – NADS [31] – which includes engineering level detailed vehicle

dynamics. The NADS simulator is used to enhance product development and analysis with

the help of human-in-the-loop prototyping [32]. Generally, using a simulator in product

development has many benefits. Several design concepts can be tested due to rapid design

changes in the early stages of development. Simulation data can be recorded from the real-

time simulator and can be used as input data in non-real-time analysis. Simulation in the early
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stages of development is often implemented by omitting the motion platform because in

simulators  for  product  development  purposes  the  numerical  results  are  usually  the  most

interesting. A motion platform is needed when the “handling qualities” are under

development and for example the vibrations induced by the dynamics of the vehicle are

studied.

Training simulation is an important application area for simulators. A survey of driving

simulators can be found from Reference [33]. A training simulator may consist of different

levels of details. Training on basic controls can be arranged using a procedural simulator

without the need for sensing a real operation environment. Advanced handling skills with

different operation scenarios can be trained using a high end simulator with a motion

platform. When the simulator is used for research purposes, the usage of a motion platform

becomes increasingly important. The simulator can be used to study the interaction between

machine and operator since a variety of problems related to the human factor can be addressed

in a straightforward manner by the simulator. Also several other advantages can be obtained

using training simulators. They are more economical, versatile, ecological and safe than the

use of an actual machine.

In this chapter, the individual modules of the real-time simulation environment are

introduced. The modules of the environment are the dynamics solver, visualization, parser,

and server modules. Besides the description of mechanical as well as actuator components

and constraints in the dynamics function library, the dynamics solver module comprises the

numerical integrator and solution algorithms. The dynamics solver module interacts with the

visualization module via the server module. The client-server module enables the interaction

between multiple solver and visualization modules while managing run-time simulation.

3.1 Dynamics module

The dynamics solver module, presented in Fig. 7, is used to form and solve equations of

motion related to different multibody formulations. The solver library contains numerical

integration algorithms and subroutines for solving sets of linear and nonlinear algebraic

equations. The collision detection library is optional and may be used to detect possible

collisions between chosen graphical objects. The components required for dynamic



42

formulations are defined in the dynamics function library, and they can be formed using the

same functions for each of the multibody formulations.

Integrators

-Second order Runge-Kutta-

-Fourth order Runge-Kutta-

Formulations

-Lagrange’s method-

-Penalty function-

-Augmented Lagrangian-

-Projection matrix-

Dynamics functions

-Mass matrix-

-Constraint equations-

-Generalized force vector-

-Quadratic velocity vector-

External force
components

-Tyres-

-Contacts-

-Hydraulics-

-Ropes-

-Motors-

Application
-Update state vectors-

-Start simulation-

Collision
detection

Dynamics librarySolver libraryMain program

Figure 7. The  structure of the dynamics solver module

3.1.1 Description of external force components

In  order  to  apply  translational  and  rotational  forces  between  two  bodies,  the  basic  force

primitives [16, 17] are defined in the dynamics function library. The forces descriptions from

external force components such as tyres, motors, ropes, hydraulics or contacts are passed to

these basic primitives and, consequently, force components are applied to the multibody

system through the generalized force vector. Accordingly, the generalized forces may be

solved using the same approach for different types of external force components. The

simulation algorithm may also be extended with minor modifications to new force

components.

In order to clarify the description of contact forces, a separate contact module is defined. This

module contains information on contacting bodies detected by a collision detection algorithm.

Traditionally, three different approaches can be used in the modeling of contacts: the

analytical [34], penalty [35] and impulse methods [36]. In this study, contacts are modeled

using the penalty method for interpenetration so that the direction of the contact force is

perpendicular to the contact plane at the contact point. A virtual spring damper element is

temporarily placed at the contact point in order to describe the contact force. Spring and

damping  constants  are  defined  based  on  the  elasticity  of  the  bodies.  Friction  forces  are
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calculated using the friction coefficient and the normal force applied to the contact points of

the bodies.

The lumped fluid theory [37] is used in the modeling of the hydraulic circuit. The lumped

fluid theory divides a hydraulic circuit into volumes wherein the pressure is assumed to be

equally distributed. The valves are modeled employing a semi-empirical approach [38] which

allows obtaining the parameters used in the flow equations through the orifices, in many cases

from manufacturer catalogues. Usually, the hydraulic system has high nominal frequencies,

and for this reason, the time step must be short in order to produce reliable results. Since one

time integration algorithm is used for the machine system, the time integration in hydraulics

forces the time step in the integration of mechanical components to be small. It is possible to

use separate integration routines for mechanics and hydraulics, whereas in this case problems

may arise in the synchronization of the submodels.

3.1.2 Collision detection library

In simulations of mechatronic machines, the bodies will inevitably collide. Therefore, it is

important that the simulation software has an algorithm for collision detection [39]. The

collision detection algorithm is usually straightforward in terms of the mathematical

procedure. In the algorithm, the triangularized geometries are tested in the case of contact.

Usually, the description of a geometric shape consists of a vast amount of data which makes

the collision detection algorithm a time-consuming procedure. Due to this fact, it is often

impossible to perform primitive collision testing for all triangles in real time. Therefore, it is

necessary to use other methods to exclude bodies and body parts that for certain are not in

contact with each other from the primitive level collision testing. Various collision detection

hierarchies, such as trees, are normally used for this purpose. In this study, the collision

detection tree is based on the structure of the 3ds graphics format. A single 3ds graphic may

contain several different meshes. This enables the use of the entire graphic as the main trunk

of the collision detection tree and the separate meshes as the branches. For instance, a lifting

boom may be divided into two meshes: the front end and back end. Since the back end of the

boom does not usually collide with other objects, it will be excluded from testing at the

branch level. The front end, however, may come into contact with the cargo and must be
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accounted for in the collision test. The collision detection tree used in the simulation

environment proceeds in three steps, as follows:

1º Collision detection between different shapes (outer limits)

2º Collision detection between the different meshes of the colliding shapes

3º Primitive collision testing between the points and triangles of the colliding meshes

The use of in-house collision detection algorithms provides full control over the collision

detection. For example, the use of the 3ds format allows the utilization of the graphics file in

order to determine and control the collision tree shape. Another important feature of in-house

collision detection algorithms is that the algorithm can be changed to suit the collision model.

At the moment, force descriptions are used to solve the collision response in such a way that

several collision points can be used. It is also possible to use the data to calculate a specific

impact area or other features required by the collision response.

3.2 Control interface

In this study, a general control interface is used to connect the user to the dynamics model. A

certain amount of different primitives which can be chained to each other are employed in the

control  interface.  In  real  systems,  user  input  may  be  simplified  as  a  reference  value  for  an

actuator. Based on this observation, a chain of primitives can be created in order to connect

the user to the dynamics model in a systematic manner, as depicted in Fig. 8.

The  physical  control  devices  may  consist  of  either  a  USB  game  controller  or  the  control

existing in the machine under investigation. The I/O library is used as a driver interface to

enable similar use of game controllers and A/D boards. Input primitives define which channel

of a given controller is connected to a given force primitive. Each channel can also be

connected to several primitives. Primitives also establish the type of the connection and define

which input variable of a primitive is connected to the control.
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Figure 8.  Primitives used in user input definition.

3.3 Visualization

The visualization environment consists of the visualization module, which is based on the

object-oriented visualization library, and the physical visualization environment. The

visualization library includes separate objects, such as the dialog, display and plotting window

objects. The physical simulation environment consists of two different types of displays and

an audio system.

3.3.1 Visualization library

In the real-time simulation environment, the visualization library is programmed using C/C++

with OpenGL graphics and OpenAL audio libraries. The visualization library consists of both

the graphics engine, used for the actual visualization, and the Graphical User Interface. The

object-oriented structure of the visualization library allows full customization of the graphics

engine as well as the Graphical User Interface. For example, while utilizing the display

object, any number of display windows may be added, for example in a vehicle in which the

front  window  is  one  display  and  the  side  and  rear  view  mirrors  are  separate  displays.  The

object-oriented structure of the system is illustrated in Fig. 9.

The core of the visualization library is the dialog object. It includes the functions needed in

loading the model, creating the virtual world and opening the displays and the Graphical User

Interface. The dialog object contains two separate threads. One is used to update the rigid

body coordinates, while the other is utilized in the visualization the virtual world. The body

coordinates can be acquired utilizing the client-server interface between the visualization and

dynamics solver applications. Using separate threads to acquire the body coordinates and

draw the scenes enables these actions to be performed in parallel and independently.
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Figure 9. The  structure of the visualization library

The graphics engine is capable of reading 3ds format input files, which enables the efficient

development of graphics by employing external graphics software. The graphics engine may

also be used to draw standard OpenGL environmental options, such as lights and fog. The

model definition includes an option for several pre-programmed cameras and other

environmental properties needed in a real-time simulation environment. The future

development of the graphics engine includes the utilization of the latest technologies from the

gaming industry, for example pixel and vertex shaders.

The OpenAL audio library enables the modeling of a 3D audio with a reasonable amount of

effort. Separate sounds may be attached to moving objects and played simultaneously. Most

of the audio properties, such as the frequency and volume of a sound, can be controlled. For

example, when a motor is accelerating, a single sound file can be used just by adjusting the

frequency according to the angular velocity of the motor.

3.3.2 Physical visualization system

Different visualization systems can be used with the developed visualization library. In this

section, two separate visual projection system are introduced: a three screen 120  system, Fig.

10a, and a stereoscopic system with one screen, Fig. 10b.
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Figure 10. a) 120  visualization environment. b) The stereoscopic visualization environment.

The choices regarding the different visualization systems are made based on the different

approaches to visual immersion. In the three screen system, the screens surround the operator,

thus immersing the operator in the virtual world, whereas the stereoscopic system utilizes

depth vision and sensory of movement. To maximize the advantages of these effects, they

should be optimized to certain applications. For instance, in a gantry crane it is necessary to

evaluate the container distance from the ship hull, and for this reason, depth vision plays an

important role. In this case, the stereoscopic view is the most effective. Another example

might be revolving machinery, such as an excavator, for which the peripheral vision is vital

and the three screen option is a more appropriate choice.

In the three screen version, the projectors are located under the screens pointing backwards.

The images are reflected back to the screen by mirrors. This mirrored back projection method

cuts down the space required for the visualization system to half of the space needed for a

conventional non-mirrored system. Moreover, mirrored back projection ensures that the

operator will not create a shadow on the image. The three screens are placed in order to create

a 120  viewing angle. This provides the user with peripheral vision.

The  stereoscopic  visualization  system  was  implemented  with  two  projectors  in  which

polarization is opposite with each other. Two alternative methods can be used to produce the

stereoscopic image. The first is to embed the required software into the graphics engine. This

is  the  preferred  method,  as  it  leads  to  extensive  control  over  the  image  quality.  The  second
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method is to use an external application. For example, this can be accomplished with the

Cyviz  stereo  image  splitter,  which  transforms  the  normal  OpenGL  or  DirectX  signal  into  a

stereo image using external hardware.

3.4 Server library

The server library provides a means for communication between the different modules of the

system. The functionality needed for each component is inherited from the base classes of the

server library. Due to the vast variety of operations, the server library has been divided into

specialized classes, i.e. the Client (User Interface), Server (Solver) and Manager classes. The

appropriate class is chosen based on the requirements of the module and, particularly, based

on the topology of the computing environment. The server library has been designed so that

each model can be described in different kinds of environments in which the number of

computers and type of modules may vary.

The  responsibilities  of  each  class  are  defined  as  follows.  Depending  on  the  topology of  the

computing environment, the Client class decides whether it needs to create the Manager

(single computer environment) or connect to an existing one (multiple node environment),

and then communicates with it. The Manager creates the needed Server objects, i.e. the actual

solvers. The solvers connect back to the Manager, and also form a communication network

between each other. The Manager functions as a controlling unit in the environment: it routes

messages from the Solver to the User Interface, Motion Platform Controller, and Logging

Facility. An example of the whole environment can be seen in Fig. 11, where each box

describes a separate instance of a given module, and the dotted arrows depict the most

relevant communication paths.
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Figure 11. Server library classes and their connections

The functionalities of each class may be divided into start-up, runtime, and finalizing

operations. Start-up operations consist of creating actual solver objects, forming

communication networks, and transferring model specific files. All communication is treated

through standard network socket application programming interfaces. The Manager

implements a transmission control protocol socket server, while the other components need

only functionality to connect to it. For this purpose, an internet protocol address and network

port are needed. This approach removes all restrictions regarding the place of execution of

each individual component. Every component may be defined within a single computer or by

using separate computers.

During runtime, the rigid body positions and other relevant data from the solver must be

continuously conveyed to the User Interface, Logger and Motion Platform Controller.

Parameters relevant to the model may be updated to the Solver simultaneously. Thus, during

simulation, the Manager needs to listen for incoming messages from all instances in the

environment, and react accordingly. The Manager is capable of handling an arbitrary number

of connections and can differentiate between each instance.
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3.5 Model definition

The modeling of the mechanism dynamics in the real-time simulation environment does not

differ considerable from the modeling of non-real-time applications. The main difference is

associated with the connection of the user to the system due to the fact that in non-real-time

applications it is ignored.

3.5.1 Using an XML parser in model definition

In this study, the real-time simulation model is defined utilizing an XML-based input file.

XML was chosen since it provides functions for reading and writing different types of

primitives – a tree-structure visual interface with reasonable expandability. The input file

described in Fig. 12 includes the definition of simulation parameters, rigid and flexible

bodies, constraints, force primitives, user inputs, graphics and textures related to separate

bodies and the definition of the virtual world.

Figure 12.  Example view of an input file.

A real-time simulation environment is often used in the simulation of mobile machines.

Frequently used force descriptions in mobile machines include tyre and suspension forces,

steering, drive-line and brake forces. The input file enables the modeling of tyres based on

Pacejka’s equations, and straightforward motors in which the maximum torque is limited by
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spline-curves. Mobile machine applications, such as cranes, have ropes to lift cargo. Thus, a

simple rope model can be defined utilizing the input file.

Figure 13. a) Example view of graphics definition. b) Example view of virtual world

definition.

Graphics in the 3ds format are connected to reference bodies, as shown in Fig. 13a. The

graphics definition includes the position, orientation and scale of a single graphic. Every

graphic  also  has  the  transparency  value  and  the  information  of  the  texture  attached  to  it.  A

single graphic may be used with several reference bodies without reloading in order to shorten

the start-up time and to minimize the amount of memory usage. Accordingly, one texture may

be attached to several graphics.

The virtual world depicted in Fig. 13b consists of a definition for the pre-programmed

cameras which may be connected to the scenes and the definition of lights and fog. In

practice, each scene is a new visualization window. Pre-programmed cameras may be
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changed within a scene via mouse commands. The virtual world has one general light source

and up to seven spotlights, which may be attached to the reference bodies.

4 CONCLUSIONS

During the past two decades, several real-time simulator approaches for training and product

development  have  been  introduced.  However,  the  simulators  are  mostly  case  specific  and

usually tailored to the needs of the vehicle or airplane industries, such as pilot or driver

training simulators. Consequently, there is no general purpose software which is implemented

in a real-time simulation environment with a three dimensional visualization system, audio

system, several control devices of different machines and motion platform.

This thesis introduces a real-time simulator approach that does not depend on the application

considered. In this thesis, the dynamic behavior of the mechanical devices is described using

multibody simulation approaches. A multibody system may consist of rigid and flexible

bodies which are coupled using kinematic joint constraints, while force components are used

to describe wide varieties of actuators. The strength of multibody dynamics relies on its

ability to describe nonlinearities arising from wearing of the components, friction, large

rotations or contact forces in a systematic manner. For this reason, the interfaces between

different subsystems such as mechanics, hydraulics and control systems of the industrial and

mobile machine can be defined and analyzed as coupled systems. In the real-time simulation

environment introduced, the user interfaces, visualization systems and motion platform can be

connected to the simulation model. The environment can be utilized in different stages of the

product life cycle, such as product development, operator training and failure analysis. In this

thesis, the real-time simulation environment based on the multibody approach is used to study

the  reel  mechanism of  a  paper  machine  and  a  gantry  crane.  These  case  systems are  used  to

demonstrate the usability of the real-time simulation environment for fault detection purposes

and in the context of a training simulator.

One objective of the thesis was to improve constraint modeling methods used in existing

multibody simulation algorithms. In the study, structural flexibility was taken into account by

extracting deformation modes of the structure with the finite element approach. Particular
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attention was paid to the modeling of different kinds of sliding and telescopic joints between

flexible bodies, which is a cumbersome or impossible task in several commercial multibody

simulation software programs. The method used to describe joints was based on the three

primitive constraints that can be combined in a various ways.

The second objective of the thesis was to study the usability of the multibody simulation

approach for fault detection purposes. The real-time simulation environment was used to

construct a simulation model for the reel mechanism of a paper machine. The model includes

the most essential mechanical components, hydraulics circuits, electrical motor models and

nip contact models. The simulation model was used to simulate failure scenarios and to study

the suitability to detect these scenarios. It can be concluded that using the approach

introduced, the supervision of the machine can be focused on the functionality of the entire

process instead of the functionality of an individual component.

Furthermore, the real-time simulation environment introduced was used as a platform for a

training simulator. In addition to being a platform for vehicle simulators, the environment can

be applied to the simulation of several types of mobile and industrial machines. The

environment introduced is modular and easily expandable, which systematically and

efficiently facilitates studying and testing different modeling approaches and modules, such as

motion platforms, visualization environments and additional computational nodes. In this

thesis, the real-time simulation environment was used to implement a gantry crane training

simulator.

Currently, the development of the real-time simulation environment is extended by more up-

to-date multibody simulation approaches. In many cases, the semi-recursive multibody

algorithm utilizing the topological structure of the mechanism simulated is proved to be a

computationally efficient alternative to its global counterparts. In addition, the environment is

used in several projects in the field of product development and operator training. Further

development of the real-time simulation environment aims to enhance the properties of the

graphical user interface in order to make the modeling procedure more efficient.
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Abstract: This article presents the modelling principles of the joint constraints for flexible
multibody systems. The joints are composed using three basic constraint primitives which are
derived including their first and second time derivatives as well as the components of the Jaco-
bian matrix. The description of the derived components of constraint primitives can be used
to develop a library of kinematic joints to use in multibody codes. In this study, the equations
of motion are defined using generalized Newton–Euler equations where the deformations are
accounted for by using the floating frame of reference formulation with modal coordinates. The
deformation modes used in the floating frame of reference formulation are obtained from the
finite-element analysis by employing the lumped mass matrix. Dynamic analysis of a mecha-
nism consisting of rigid and flexible bodies is used to illustrate the validity of the constraint
formulation.

Keywords: flexible multibody system, multibody simulation, joint constraints

1 INTRODUCTION

A multibody system consists of rigid and flexible
bodies, joint constraints that couple the bodies, and
power components describing dampers, springs, and
actuators. Depending on the components needed for
the multibody model, the dynamic behaviour of the
system is described by a system of equations consist-
ing of differential and nonlinear algebraic equations.
Multibody dynamics analyses frequently require that
structural flexibility is accounted for to reliably pre-
dict the behaviour of slender structures under a heavy
load. It is noteworthy that even though the topologi-
cal structure of models remains unchanged in the case
of rigid and flexible bodies, modelling of systems with
flexible bodies is remarkably challenging regardless of
the method used for describing the flexibility. In the
literature, the development of multibody system for-
mulations is reviewed in reference [1] for rigid bodies
and in references [2] and [3] for flexible bodies.

∗Corresponding author: Department of Mechanical Engineering,

Lappeenranta University of Technology, Skinnarilankatu 34, P.O.

Box 20, Lappeenranta, FI-53851, Finland.

email: pasi.korkealaakso@lut.fi

In multibody applications, the structural flexibility
can be accounted for using the floating frame of ref-
erence formulation. In the method, the generalized
coordinates that define the configuration of the body
can be divided into ones that describe the position
and orientation of the reference coordinate system
and ones that describe deformations with respect to
the reference coordinate system. In the floating frame
of reference formulation, deformations are usually
described using methods based on the finite-element
approach. The first general purpose implementation
of the floating frame of reference formulation applica-
ble to large flexible multibody systems in planar cases
was introduced by Song and Haug [4]. Nevertheless,
in that study, the implementation was cumbersome
especially for geometrically complex bodies leading to
computationally expensive equations of motion due
to a large number of nodal coordinates used in the
description of flexibility.To reduce the number of coor-
dinates related to flexibility, Shabana [5] extended the
floating frame of reference formulation to a three-
dimensional mechanism and proposed the use of
component mode synthesis to extract the structural
vibration modes. This way the set of nodal coordinates
from the finite-element method can be replaced by
a much lower set of modal coordinates making the
numerical solution of the equations of motion more
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efficient. However, the general purpose application of
the approach was impeded because elements used
in the modelling of flexible bodies were included
in the solution algorithm leading to the element-
specific volume integrals to be solved. Yoo and Haug
[6, 7] introduced the use of static correction modes
to account for local deformations due to joint con-
straints and force components. They also derived the
equations of motion using the lumped mass finite-
element approach. The advantage of the method is
that it allows vibration and static correction modes
to be solved directly using commercial finite-element
software. García de Jalón [8, 9] has developed a method
in which a multibody system composed of rigid bodies
can be modelled using fully Cartesian natural coordi-
nates. The method accounts for joint constraints using
points and vectors, which are also employed in the
description of the inertia properties of the bodies. For
this reason, the equations of motion can be formu-
lated in computationally efficient ways. Vukasovic [10]
extended the natural coordinate approach to the anal-
ysis of systems of flexible bodies by using the floating
frame of reference formulation.

There are two main approaches to formulate equa-
tions of motion for multibody systems: the approach
that takes the system topology into account, and the
global approach. They differ in the choice of general-
ized coordinates used in the description of the system
configuration. The approach that takes topology into
account employs relative coordinates, which allows
the kinematic analysis to be accomplished recursively
by studying one body at a time in a kinematic chain.
The number of generalized coordinates required in
the approach is the same as the number of degrees of
freedom in open kinematic chains of the system. It is
worth mentioning that closed kinematic chains must
be opened before kinematic analysis by removing the
necessary number of joint constraints. Removed joint
constraints must be taken into consideration in the
solution of dynamic responses. The method leads to
strongly nonlinear equations of motion, which may
be difficult to represent in a general form. On the other
hand, the matrices to be solved remain small, which
makes the method computationally efficient. A gen-
eral approach to solving rigid body systems based on a
velocity transformation matrix [11] was introduced by
Kim [12]. He uses global coordinates to describe the
system, but the solution itself is obtained with coor-
dinates that describe degrees of freedom of joints. A
similar approach for natural coordinates was intro-
duced by García de Jálon and Bayo [9]. Chang and
Shabana [13, 14] derived the recursive velocity trans-
formation equations to flexible multibody systems,
but they did not demonstrate a systematic approach
to execute the velocity transformation. A system-
atic approach to obtain the velocity transformation
matrix for flexible multibody systems was proposed by
Lee [15]. In global methods, generalized coordinates

are used to describe the position, orientation and state
of deformation of each body. To couple the bodies
together, the joint constraints are defined in terms
of constraint equations that are a function of the
generalized coordinates. Consequently, the equations
formulated for each body are of the same form, lead-
ing to the systematic assembly of equations of motion
for the entire system. The disadvantage of this method
is that it leads to extensive systems of equations due
to a large number of generalized coordinates, and
for this reason the method may be computationally
inefficient. However, it has been perceived that global
methods may be more efficient than topological meth-
ods in the solution of systems consisting of less than 50
generalized coordinates [16]. Commercial multibody
dynamics software has traditionally been based on
global formulations because of their universal applica-
bility. Examples of such software include LMS Virtual
Lab [17, 18] and MSC.ADAMS [19, 20].

Creating a general-purpose multibody algorithm
that takes structural flexibility into account is a chal-
lenging endeavour. One of the most difficult tasks in
the implementation is to create a component library
needed for taking kinematic joint constraints into
consideration. References [21] and [22] introduce an
approach that models joint constraints by using vir-
tual bodies. In this approach, the constraint equations
are developed between the flexible and massless rigid
body. The advantage of this approach is its applica-
bility to different approaches to describe flexibility.
On the other hand, adding virtual bodies increases
the computation time compared with methods which
derive joint constraints individually for each approach
to describe flexibility. The formulation of kinematic
joints composed of simple basic constraints in the
case of systems of rigid bodies has been discussed in
references [17] and [23]. The basic constraint equa-
tions for modelling spherical, universal, and revolute
joints between flexible bodies have been presented
in reference [6]. Shabana [24, 25] used intermediate
body fixed joint coordinate systems which are rigidly
attached to joint definition points. The joint coordi-
nate systems can be used to derive basic constraint
equations including sliding joints with the assumption
that the joint axis can be described as a rigid line. Car-
dona [26] introduced a finite-element formulation for
mechanical joints, which can be integrated into finite-
element software. In reference [27], the basic joint
constraints were used in the context of topological
multibody formulation. Hwang [28] presented basic
constraint types used with translational joint models,
which accounts for the deformation of the axis line.
However, to be able to employ traditional solvers of
ordinary differential equation (ODE) within the sys-
tem of equations, the constraint equations must be
differentiated twice with respect to time.

It is noteworthy that previous literature does not
explicitly present the terms of the Jacobian matrix and
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the terms that are related to the second time differen-
tials of basic constraint equations. The objective of this
study is to derive explicit expressions for constraint
equations that can be applied with the floating frame
of reference formulation. In this study, the derivation
is accomplished with the help of three basic con-
straints, which are further utilized in the modelling of
mechanical joints. The approach based on three basic
constraints provides a general procedure for a wide
variety of joints, including spherical, universal, revo-
lute, cylindrical, and translational joints. Joint clear-
ance and damping as well as friction forces associated
with joints are not considered in this study. Explicit
expressions of constraint equations introduced in this
study provide an important instrument for the devel-
opment for modular multibody simulation software.
The basic components derived can also be used in
methods based on the system topology when joint
constraints are removed to open closed chains. In this
study, generalized Newton–Euler equations of motion
[29] have been derived according to the principle of
virtual work while the local angular accelerations of
the frame of reference are integrable variables.

2 FLOATING FRAME OF REFERENCE
FORMULATION

The floating frame of reference formulation can be
applied to bodies that experience large rigid body dis-
placements and rotations and elastic deformations.
The method is based on describing deformations of a
flexible body with respect to a frame of reference. The
frame of reference, in turn, is employed to describe
large displacements and rotations. The deformations
of a flexible body with respect to the frame of reference
can be described with a number of methods, while
in this study, deformation is described using linear
deformation modes of the body. Deformation modes
can be formulated using a finite-element model of the
body. Figure 1 illustrates the position of particle Pi in
a deformed body i.

Fig. 1 Position of particlePi in a global coordinate sys-
tem

The position of particle Pi of the flexible body i can
be described in a global coordinate system with the
vector r iP as follows

r iP = Ri + AiūiP = Ri + Ai(ūiP
0 + ūiP

f ) (1)

where Ri is the position vector of the frame of ref-
erence, Ai is the rotation matrix of body i, ūiP is
the position vector of particle Pi within the frame of
reference, ūiP

0 is the undeformed position vector of
the particle, and ūiP

f is the displacement of particle
Pi within the frame of reference due to the flexi-
bility of body i. In the present study, the rotation
matrix Ai is expressed using the Euler parameters
θEiT = [θEi

0 θEi

1 θEi

2 θEi

3 ]T to avoid singular conditions,
which are a problem when three rotational parame-
ters are used, such as in the cases of Euler and Bryant
angles [30]. The rotation matrix can be written using
the Euler parameters as follows

Ai = 2

⎡
⎣

1
2 − (θEi

2 )2 − (θEi

3 )2 θEi

1 θEi

2 − θEi

0 θEi

3

θEi

1 θEi

2 + θEi

0 θEi

3
1
2 − (θEi

1 )2 − (θEi

3 )2

θEi

1 θEi

3 − θEi

0 θEi

2 θEi

2 θEi

3 + θEi

0 θEi

1

θEi

1 θEi

3 + θEi

0 θEi

2

θEi

2 θEi

3 − θEi

0 θEi

1
1
2 − (θEi

1 )2 − (θEi

2 )2

⎤
⎦ (2)

The following mathematical constraint must be taken
into consideration when the Euler parameters are
applied

(θEi

0 )2 + (θEi

1 )2 + (θEi

2 )2 + (θEi

3 )2 = 1 (3)

The deformation vector ūiP
f can be described using

a linear combination of the deformation modes as
follows

ūiP
f = ψiP

R qi
f (4)

where ψiP
R is the modal transformation matrix whose

columns describes translation of particle Pi in
assumed deformation modes of the flexible body
i [24], and qi

f is the vector of elastic coordinates. Con-
sequently, the generalized coordinates that uniquely
define the position of point Pi can be represented with
vector pi as follows

piT = [RiT
θEiT

qiT

f ]T (5)

The velocity of particle Pi can be obtained by differ-
entiating the position description (equation (1)) with
respect to time as follows

ṙ iP = Ṙ
i − Ai( ˜̄ui

0 + ψ̃
iP

R qi
f )ω̄

i + AiψiP
R q̇i

f (6)

where ω̄i is the vector of local angular velocities. In
equation (6), the generalized velocity vector can be
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defined as follows

q̇iT = [ṘiT

ω̄iT
q̇iT

f ]T (7)

By differentiating equation (6) with respect to time, the
following formulation for the acceleration of particle
Pi can be obtained

r̈ iP = R̈
i + Ai ˜̄ωi ˜̄ωiūiP + Ai ˜̄̇ωiūiP + 2Ai ˜̄ωi ˙̄uiP + Ai ¨̄uiP

(8)

where ˜̄ωi is a skew-symmetric representation of the
angular velocity of the body in the frame of refer-
ence, R̈

i
is the vector that defines the translational

acceleration of the frame of reference, Ai ˜̄ωi ˜̄ωiūiP is the
normal component of acceleration, Ai ˜̄̇ωiūi

P is the tan-
gential component of acceleration, 2Ai ˜̄ωi ˙̄uiP is the
Coriolis component of acceleration and Ai ¨̄uiP is the
acceleration of particle Pi due to the deformation of
body i.

When deformation modes are used with the floating
frame of reference, rotation coordinates due to body
deformation are usually ignored. However, to compose
all of the basic constraints, rotation coordinates due to
body deformation must be accounted for. The orien-
tation at the location of particle Pi within the frame
of reference can be expressed using the vector v̄i

f as
follows

v̄i
f = AiP

f v̄iP (9)

where v̄iP is a vector that defines the undeformed
orientation at the location of particle Pi and AiP

f

is a rotation matrix that describes orientation due
to deformation at the location of particle Pi with
respect to the reference frame. Note that compo-
nents in equation (9) are expressed in the reference
frame. The rotation matrix AiP

f can be expressed as
follows

AiP
f = I + ε̃

iP (10)

where I is a (3 × 3) unit matrix and ε̃iP is a skew
symmetric form of the orientation change caused by
deformation. Orientation changes due to deformation
can be represented in the following way

εiP = ψiP
θ qi

f (11)

where ψiP
θ is the modal transformation matrix whose

columns describes rotation coordinates of point Pi

in assumed deformation modes of the flexible body
i [24], and qi

f is the vector of elastic coordinates.
It is noteworthy that the velocity vector of gen-

eralized coordinates contains the translational and
angular velocities of the frame of reference of the body.
As the angular velocity vector is used in equation (7),

vector q̇i cannot be integrated into the position level
coordinates to obtain the coordinates expressed in
equation (5). For this reason, the new vector which
includes angular variables used to describe the orien-
tation of the body is defined

ṗiT = [ṘiT

θ̇
EiT

q̇iT

f ]T (12)

The first time derivative of the Euler parameters and
the angular velocity vector with respect to the frame
of reference of the body has the following linear
relation

θ̇
Ei = 1

2
Ḡ

iT

ω̄i (13)

where the transformation matrix Ḡ
i

can be expressed
as

Ḡ
i =

⎡
⎢⎣

−θEi

1 θEi

0 θEi

3 −θEi

2

−θEi

2 −θEi

3 θ i
0 θEi

1

−θEi

3 θEi

2 −θEi

1 θEi

0

⎤
⎥⎦ (14)

Using the transformation matrix Ḡ
i
, the velocity vector

can be integrated to obtain the vector p.

2.1 Inertia of a flexible body

The virtual work of the inertial forces can be repre-
sented as follows

δW i =
∫

V i
ρiδr iPT

r̈iP dV i (15)

where δr iP is the virtual displacement of the position
vector of the particle, and r̈ iP is the acceleration vector
of the particle. The virtual displacement of the position
vector can be expressed as follows

δr iPT = [δRi δθi δqi
f ]

⎡
⎢⎣

I

−(Ai ˜̄uiP)T

(AiψiP
R )T

⎤
⎥⎦ (16)

By substituting the virtual displacement of the posi-
tion vector (16) into the equation of virtual work of the
inertial forces (15) and separating the terms related
to acceleration from the terms related quadratically to
velocities, the following equation for the virtual work
of inertial forces can be obtained

δW i =
∫

V i
ρiδr iPT

r̈ iP dV i = δq[Miq̈i + Qvi ] (17)

where Mi is the mass matrix and Qvi
is the quadratic

velocity vector. The mass matrix can be expressed as
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follows

Mi =
∫

V i
ρi

⎡
⎢⎣

I −Ai ˜̄uiP
f AiψiP

R

˜̄uiPT ˜̄uiP − ˜̄uiPT
ψiP

R

sym ψiPT

R ψiP
R

⎤
⎥⎦ dV i (18)

and the quadratic velocity vector as follows

Qvi =
∫

V i
ρi

⎡
⎢⎣

Ai ˜̄ωi ˜̄ωiūiP + 2Ai ˜̄ωiψiP
R q̇i

f

− ˜̄uiPT ˜̄ωi ˜̄ωiūiP − 2 ˜̄uiPT ˜̄ωiψiP
R q̇i

f

ψiPT

R
˜̄ωi ˜̄ωiūiP + 2ψiPT

R
˜̄ωiψiP

R q̇i
f

⎤
⎥⎦ dV i

(19)

2.2 Generalized forces

Generalized forces express external forces applying in
a certain particle point of the body in terms of the
generalized coordinates of the body. The vector of gen-
eralized forces for body i (Qei

) consists of the following
components

Qei

R =
nF∑

j=1

F i
j (20a)

Qei

θ =
nF∑

j=1

˜̄ui
jA

iT
F i

j (20b)

Qei

qf
=

nF∑
j=1

ψiT

j AiT
F i

j . (20c)

where F i
j is the jth force acting on body i, ˜̄ui

j is a skew
symmetric matrix of the location vector of the jth force
components, and ψi

j is the terms of the modal matrix
associated with the acting node of the jth force. The
vector of elastic forces can be represented as follows

Q f i =
⎡
⎣ 0

0
Kiqi

f

⎤
⎦ (21)

where Ki is the stiffness matrix for body i. The stiff-
ness matrix Ki is associated with the modal coor-
dinates and it can be obtained from a standard
finite-element stiffness matrix using the modal trans-
formation matrix [24].

3 FORMULATION OF EQUATIONS OF MOTION

Equations of motion can be formulated using the
Lagrange approach, in which kinematic constraints
are accounted for as augmented algebraic equations
with the help of Lagrange multipliers [31]. The method
falls into the category of global formulation since it
does not make a difference between open and closed
kinematic chains, as topological methods do. By using

the same generalized coordinates as in section 2 for
the position and orientation of the body, the equation
of motion can be written as

Mq̈ + CT
qλ = Qe + Qv − Q f (22)

where q̈ is the vector of accelerations of generalized
coordinates, M is the mass matrix, Qe is the vector of
generalized forces, Qv is the quadratic velocity vector,
which includes the Coriolis and centrifugal forces that
depend quadratically on velocities, Cq is the Jacobian
matrix of constraint equations, Q f is the vector of elas-
tic forces, and λ is the vector of Lagrange multipliers.
Provided that the origin of the frame of reference is
located at the centre of the mass of the rigid body,
the translational terms of vector Qv are zero. In the
case of flexible bodies, however, a corresponding loca-
tion of the reference frame does not lead to the zero
translational terms of vector Qv .

In multibody dynamics, different types of joints
between bodies are accounted for by kinematic con-
straints that are functions of generalized coordinates.
The vector including the constraint equations can be
written as

C(p, t) = 0 (23)

Equations (22) and (23) together compose a system of
differential algebraic equations (DAE) that describes
the dynamic behaviour of a mechanism [32, 33]. To
be able to apply traditional ODE solvers to the sys-
tem of equations, the constraint equations must be
differentiated twice with respect to time

C̈(p, q̇, q̈, t) = Cqq̈ + (Cqq̇)qq̇ + 2Cqt q̇ + C tt = 0

(24)

When considering holonomic systems only, time-
dependent constraints are eliminated from the
equation. As a result, the final matrix equation describ-
ing the system dynamics can be written as

[
M CT

q

Cq 0

] [
q̈
λ

] [
Qe + Qv − Q f

Qc

]
(25)

where Qc = −(Cqq̇)qq̇ is the constraint force vector.
Due to the differentiation of the constraint equa-
tions, the constant terms associated with the con-
straint equations are eliminated. It is noteworthy that
equation (25) satisfies the constraint equations only at
the acceleration level. This may lead to the accumula-
tion of errors in kinematic constraints when equations
of motion are integrated as forward of time. The prob-
lem is usually solved with a constraint stabilization
method, which enhances the fulfilment of the con-
straint equations. Alternatively, the integration may
be focused directly on equations (22) and (23) by
applying integration methods that are suitable for DAE
systems.
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4 MODELLING OF CONSTRAINTS IN THE
FLOATING FRAME OF REFERENCE
FORMULATION

In this section, geometric constraint equations are
derived for three basic constraint components, which
can be further applied in the modelling of spherical
joints, revolute joints, cylindrical joints and transla-
tional joints. The terms within the equations of motion
that are related to the constraints are formulated so
that they can be easily coupled to multibody dynamics
codes.

4.1 Basic constraints

Joints in multibody systems can be described as com-
binations of three basic constraints. These basic con-
straints are the spherical constraint and two different
perpendicularity constraint conditions. The basic con-
straints for rigid bodies have been presented, e.g. in
references [17] and [23]. For flexible bodies, however,
there is no comprehensive analytic representation that
could describe all of the components in equation (24)
that are related to the constraints.

4.1.1 Spherical constraint on two points

The spherical constraint on two points, depicted in
Fig. 2, is a simple basic constraint that prevents
translational movement between two bodies. The con-
straint equation can be defined at given points Pi

and P j . This basic constraint removes three degrees
of freedom from the system.

The constraint equation associated with points Pi

and P j can be written as follows

Cs = R j + A jū jP − Ri − AiūiP = 0 (26)

By differentiating equation (27) with respect to time,
the following equation can be obtained

Ċ
s = Cs

qq̇ = Ṙ
j + A j ˜̄ω jū jP + A j ˙̄u jP − Ṙ

i

− Ai ˜̄ωiūiP − Ai ˙̄uiP (27)

Fig. 2 Spherical constraint on two points

By repeating the differentiation with respect to time,
the following equation can be obtained

C̈ s = Cs
qq̈ + (Cs

qq̇)qq̇

= R̈
j − A j ˜̄u jP ˙̄ω j + A j ˜̄ω j ˜̄ω jū jP + 2A j ˜̄ω j ˙̄u jP

+ A jψ
jP
R q̈ j

f − R̈
i + Ai ˜̄uiP ˙̄ωi − Ai ˜̄ωi ˜̄ωiūiP

− 2Ai ˜̄ωi ˙̄uiP − AiψiP
R q̈i

f (28)

Based on equation (28), the following terms can be
obtained for generalized coordinates related to the
translation, orientation and flexibility of the Jacobian
matrix

Cs
q = [−I Ai ˜̄uiP − AiψiP

R I −A j ˜̄u jP A jψ
jP
R ] (29)

Similarly, a vector that includes the quadratic velocity
terms can be obtained as follows

Qcs = −(Cqq̇)qq̇ = −A j ˜̄ω j( ˜̄ω jū jP + 2 ˙̄u jP)

+ Ai ˜̄ωi( ˜̄ωiūiP + 2 ˙̄uiP) (30)

4.1.2 Perpendicular constraint C d1

The perpendicular constraint (type 1) preventing the
rotation of vectors with regard to each other on levels
which are not perpendicular to each other. The per-
pendicularity constraint is illustrated in Fig. 3. This
basic constraint can be described with one constraint
equation, which removes one degree of freedom from
the system.

The constraint equation for a perpendicular con-
straint of vectors can be written as

C d1 = viT

f v j
f = v̄iT

f AiT
A j v̄ j

f = v̄iT
AiPT

f AiT
A jA jP

f v̄ j = 0
(31)

By differentiating the equation with respect to time,
the following equation can be obtained

Ċ d1 = C d1
q q̇ = v̇iT

f v j
f + viT

f v̇ j
f

= −v̄jT

f AjT
Ai ˜̄vi

f ω̄
i − v̄jT

f AjT
Ai ˜̄viψiP

R q̇i
f

− v̄iT

f AiT
A j ˜̄v j

f ω̄
j − v̄iT

f AiT
A j ˜̄v jψ

jP
R q̇ j

f (32)

Fig. 3 Type 1 perpendicular constraint
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Repeating the differentiation of the equation with
respect to time yields

C̈ d1 = C d1
q q̈ + (C d1

q q̇)qq̇ = v̈iT

f v j
f + viT

f v̈ j
f + 2v̇iT

f v̇ j
f

= −v̄jT

f AjT
Ai ˜̄vi

f
˙̄ωi − v̄jT

f AjT
Ai ˜̄viψiP

R q̈i
f − v̄iT

f AiT
A j ˜̄v j

f
˙̄ω j

− v̄iT

f AiT
A j ˜̄v jψ

jP
R q̈ j

f + v̄jT

f AjT
Ai ˜̄ωi( ˜̄ωiv̄i

f + 2 ˙̄vi
f )

+ v̄iT

f AiT
A j ˜̄ω j( ˜̄ω j v̄ j

f + 2 ˙̄v j
f ) + 2(Ai ˜̄ωiv̄i

f + Ai ˙̄vi
f )

T

× (A j ˜̄ω j v̄ j
f + A j ˙̄v j

f ) (33)

Based on equation (33), the following terms can be
obtained for generalized coordinates related to the
translation, orientation and flexibility of the Jacobian
matrix

C d1
q =

[
0 −v̄jT

f AjT
Ai ˜̄vi

f −v̄jT

f AjT
Ai ˜̄viψiP

R · · ·
· · · 0 −v̄iT

f AiT
A j ˜̄v j

f −v̄iT

f AiT
A j ˜̄v jψ

jP
R

]
(34)

Correspondingly, the term that includes quadratic
velocity terms can be represented as

Qcd1 = −(Cqq̇)qq̇ = −v̄jT

f AjT
Ai ˜̄ωi( ˜̄ωiv̄i

f + 2 ˙̄vi
f )

− v̄iT

f AiT
A j ˜̄ω j( ˜̄ω j v̄ j

f + 2 ˙̄v j
f )

− 2(Ai ˜̄ωiv̄i
f + Ai ˙̄vi

f )
T(A j ˜̄ω j v̄ j

f + A j ˙̄v j
f ) (35)

4.1.3 Perpendicular constraint Cd2

This perpendicular constraint (type 2) differs from the
type 1 in that one of the vectors is defined as constant
with respect to body i, whereas the other is defined
between the bodies, as shown in Fig. 4. This constraint
is also known as the point on plane since it con-
tains one constraint equation eliminating one degree
of freedom.

Fig. 4 Type 2 perpendicularity constraint

The constraint equation for a type 2 perpendicular-
ity constraint can be represented as

C d2 = viT

f d ij = v̄iT

f AiT
(R j + A jū jP − Ri − AiūiP

)

= v̄iT
AiPT

f AiT
(R j + A jū jP − Ri − AiūiP

) = 0 (36)

By differentiating the equation with respect to time,
the following equation can be obtained

Ċ d2 = C d2
q q̇ = v̇iT

f d ij + viT

f ḋ
ij

= −d ijT

Ai ˜̄viψiP
θ q̇i

f + v̄iT

f AiT
Ṙ

j − v̄iT

f AiT
A j ˜̄u jPω̄ j

+ v̄iT

f AiT
A jψ

jP
R q̇ j

f − v̄iT

f AiT
Ṙ

i + (v̄iT

f AiT
Ai ˜̄uiP

− d ijT

Ai ˜̄vi
f )ω̄

i − v̄iT

f AiT
AiψiP

R q̇i
f (37)

Repeating the differentiation with respect to time
leads to

C̈ d2 = C d2
q q̈ + (C d2

q q̇)qq̇ = v̈iT

f d ij + viT

f d̈
ij + 2v̇iT

f ḋ
ij

= −v̄iT

f AiT
R̈

i + (v̄iT

f
˜̄uiP − d ijT

Ai ˜̄vi
f )

˙̄ωi − (v̄iT

f ψiP
R

+ d ijT

Ai ˜̄viψiP
θ )q̈i

f + v̄iT

f AiT
R̈

j − v̄iT

f AiT
A j ˜̄u jP ˙̄ω j

+ v̄iT

f AiT
A jψ

jP
R q̈ j

f + d ijT

Ai ˜̄ωi( ˜̄ωiv̄i
f + 2 ˙̄vi

f )

+ v̄iT

f AiT
A j ˜̄ω j( ˜̄ω jū jP + 2 ˙̄u jP) + 2(Ai ˜̄ωiv̄i

f

+ Ai ˜̇εiv̄i
)T(Ṙ

j + A j ˜̄ω jū jP + A j ˙̄u jP − Ṙ
i
)

+ v̄iT

f
˜̄ωi ˜̄ωiūiP + 2v̄iT

f
˜̇εi ˜̄ωiūiP + 2v̄iT

f
˜̇εi ¯̇uiP (38)

Table 1 Partial derivatives for basic constraints

Cs Cd1 Cd2

CRi −I 0 −v̄iT

f AiT

Cθ̄ i Ai ˜̄uiP −v̄jT

f AjT
Ai ˜̄vi

f v̄iT

f
˜̄ui − d ijT

Ai ˜̄vi
f

Cqi
f

−AiψiP
R −v̄jT

f AjT
Ai ˜̄viψiP

R −v̄iT

f ψiP
R − d ijT

Ai ˜̄viψiP
θ

CR j I 0 v̄iT

f AiT

Cθ̄ j −A j ˜̄u jP −v̄iT

f AiT
A j ˜̄v j

f −v̄iT

f AiT
A j ˜̄u jP

C
q j

f
A jψ

jP
R −v̄iT

f AiT
A j ˜̄v jψ

jP
R v̄iT

f AiT
A jψ

jP
R

Table 2 Components of the constraint force vector
related to basic constraints

Qc

Qcs −A j ˜̄ω j( ˜̄ω j ū jP + 2 ˙̄u jP) + Ai ˜̄ωi( ˜̄ωiūiP + 2 ˙̄uiP)

Qcd1 −v̄jT

f AjT
Ai ˜̄ωi( ˜̄ωi v̄i

f + 2 ˙̄vi
f ) − v̄iT

f AiT
A j ˜̄ω j( ˜̄ω j v̄ j

f + 2 ˙̄v j
f )

−2(Ai ˜̄ωi v̄i
f + Ai ˙̄vi

f )
T(A j ˜̄ω j v̄ j

f + A j ˙̄v j
f )

Qcd2 −d ijT
Ai ˜̄ωi( ˜̄ωi v̄i

f + 2 ˙̄vi
f ) − v̄iT

f AiT
A j ˜̄ω j( ˜̄ω j ū jP + 2 ˙̄u jP)

−2(Ai ˜̄ωi v̄i
f + Ai ˙̄vi

f )
T(Ṙ

j + A j ˜̄ω j ū jP + A j ˙̄u jP − Ṙ
i
)

−v̄iT

f
˜̄ωi ˜̄ωiūiP + 2 ˙̄viT

f
˜̄ωiūiP + 2 ˙̄viT

f
˙̄uiP
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Table 3 Descriptions of joints and basic constraint equations applied to them

Joint Illustration Constraint equations

Spherical joint
The spherical joint is the simplest

to model and can be described using
one of the basic constraints. In the point
constraint, the global coordinates of
the points must be located overlapping.
The spherical joint constrains three
degrees of freedom from the system.

Cs

Universal joint
Universal joints can be modelled with

a spherical constraint and a type 1
perpendicular constraint. The universal
joint removes four degrees of freedom
from the system.

Cs

Cd1

Revolute joint
A revolute joint can be adapted

from the universal joint by adding
another type 1 perpendicularity con-
straint. The revolute joint removes five
degrees of freedom from the system.

Cs

Cd1

Cd1

Cylindrical joint
The modelling of a cylindrical joint

requires two type 1 perpendicular
constraints to prevent the relative
rotation of the bodies at point P j , and
two type 2 perpendicular constraints to
maintain point Pi on the translational
axis. The cylindrical joint removes four
degrees of freedom from the system.

Cd1

Cd1

Cd2

Cd2

Translational joint
A translational joint can be derived

directly from the cylindrical joints by
adding a type 1 perpendicularity con-
straint. A translational joint removes
five degrees of freedom from the
system.

Cd1

Cd1

Cd1

Cd2

Cd2
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Based on equation (38), the following terms are
obtained for generalized coordinates related to the
translation, orientation and flexibility of the Jacobian
matrix

C d2
q =

[
−v̄iT

f AiT
v̄iT

f
˜̄ui

f − d ijT

Ai ˜̄vi
f

−v̄iT

f ψiP
R − d ijT

Ai ˜̄viψiP
θ · · · · · · v̄iT

f AiT

−v̄iT

f AiT
A j ˜̄u jP v̄iT

f AiT
A jψ

jP
R

]
(39)

Correspondingly, the term that contains quadratic
velocity terms can be expressed as follows

Qcd2 = −(Cqq̇)qq̇ = −d ijT

Ai ˜̄ωi( ˜̄ωiv̄i
f + 2 ˙̄vi

f )

− v̄iT

f AiT
A j ˜̄ω j( ˜̄ω jū jP + 2 ˙̄u jP) − 2(Ai ˜̄ωiv̄i

f

+ Ai ˙̄vi
f )

T(Ṙ
j + A j ˜̄ω jū jP + A j ˙̄u jP − Ṙ

i
)

− v̄iT

f
˜̄ωi ˜̄ωiūiP + 2 ˙̄viT

f
˜̄ωiūiP + 2 ˙̄viT

f
˙̄uiP (40)

4.2 Modelling of joints based on basic constraints

In this section, the basic joint types used in multi-
body dynamics modelling applying the basic con-
straints presented above are introduced.With different
combinations of basic constraints, it is possible to
model any joint. Table 1 summarizes partial deriva-
tives with regard to generalized coordinates for each
basic constraint.

Table 2 presents the components of the constraint
force vector related to basic constraints.

In the case of spherical joints, universal joints and
revolute joints, the constraint location remains in
place and the joints can be modelled by changing
the constraints of the rotations. Joints such as cylin-
der and translational joints that enable the relative
translational movement between bodies are challeng-
ing to model due to their varying location to which the
constraint is applied. For flexible bodies, the location
of the constraint must be solved for each time step.
The location can be found for instance by applying
interpolation between the nodes of the joint. Table 3
displays descriptions of the joints and constraint
equations with which they can be modelled.

It is important to note that basic constraints can
be combined in various other ways than the ones
described in Table 3. This allows to express joints that
are out of the line of conventional joints. This feature
of basic constraints will be further explained in the
section 5.

5 NUMERICAL EXAMPLES

To evaluate the functionality of the kinematic con-
straints, two numerical examples, namely the crank
mechanism and the slider mechanism, are studied.

The validation of the kinematic constraints is exam-
ined on the basis of the energy balances. In addition,
the errors in the kinematic constraints of the crank
mechanism are plotted during simulation. It is note-
worthy that possible constraint violations or imple-
mentation flaws can be easily observed as a fluctuation
of the total energy of a multibody system.

5.1 Computational algorithm

For a system of nb bodies and nc kinematic con-
straint equations, the computational algorithm can be
outlined as follows.

1. Given an initial condition for p = [p1T
p2T

· · · pnb
T ]T and q̇ = [q̇1T

q̇2T · · · q̇nb
T ]T.

2. Start numerical integration routine:
(a) Compute ṗ = [ṗ1T

ṗ2T · · · ṗnb
T ]T using equation

(12).
(b) Compute M = diag(M1 M2 · · · Mnb) and Qv =

[Qv1T

Qv2T · · · Qvnb
T ]T using equations (18) and

(19) and substitute results to equation (25).

(c) Compute terms of Cq =
[

∂C1
∂q

∂C2
∂q · · · ∂Cnc

∂q

]T

and Qc = [Qc1
Qc2 · · · Qcnc ]T for the kine-

matic constraints using required joint depen-
dent equations (29), (30), (34), (35), (39) and (40)
and substitute results to equation (25).

(d) Compute external and internal force compo-

nents Qe = [Qe1T

Qe2T · · · Qenb
T ]T and Q f =

[Q f 1T

Q f 2T · · · Q f nb
T ]T from equations (20) and

(21) and substitute results to equation (25).
(e) Solve system of linear equation (25) for q̈ and λ.
(f ) Integrate q̈ and ṗ to obtain q̇ and p.
(g) Return to step (a) until desired simulation time

is reached.

5.2 Crank mechanism

As a simulation example, a simple three-dimensional
crank mechanism, presented in Fig. 5, will be exam-
ined. The crank mechanism consists of both flexible
and rigid bodies. The flexible bodies are crank A and
lever B. Four three-dimensional beam elements are
used in the modelling of each flexible body. Both flex-
ible bodies are assumed to have solid square sections
of a thickness of 5 mm. The flexible bodies are 0.4
and 0.8 m long, respectively. The material properties
of the crank and lever are as assumed to be the fol-
lowing: Young’s modulus E = 210 MPa, Poisson’s ratio
ν = 0.3, and density ρ = 7801 kg/m3. The two lowest
orthonormal Craig–Bampton eigenmodes in the y-
direction are used in the description of flexible bodies.
The crank block is modelled as a rigid body with a mass
of 0.1 kg, while principal moments of inertia are set to
2.0 × 10−4 kg/m2. A torque of 0.5 Nm is applied on the
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Fig. 5 Simulated crank mechanism

Fig. 6 Angular velocity of crank A

crank around the global x-axis for 2 s, after which the
torque will be removed.

The assembled crank mechanism in Fig. 5 includes
the following four joints.

1. Spherical joint between crank A and lever B.
2. Revolute joint between crank A and the framework.
3. Universal joint between lever B and the crank block.
4. Translational joint between the framework and the

crank block.

Figures 6 and 7 show the angular velocity of crank A
and the deformation of the middle point of lever B in
the y-direction in relation to the frame of reference as
a function of time.

The implementation of the joint constraints was
examined through Fig. 8, which presents the errors
of three constraint equations used in spherical joint
between flexible bodies during simulation.

The validity of the dynamic behaviour of the sys-
tem can be examined on the basis of the energy

Fig. 7 Deformation of the middle point of lever B in the
direction of the local y-coordinate

Fig. 8 Errors of constraint equations of spherical joint
in x-, y- and z-direction

balance of the system. Figure 9 includes diagrams
on kinetic energy, strain energy, work done by exter-
nal forces and potential energy due to gravitation
during the simulation of the crank mechanism. The
dynamic response of the crank mechanism is cal-
culated employing equation (25). The computation
algorithm used in the dynamic analysis is described
in detail in reference [34]. The fourth-order Runge–
Kutta numerical integration procedure with a time
step of 0.5 ms is used in the dynamic analysis. The fre-
quently applied Baumgarte stabilization is employed
in the numerical integration procedure to minimize
constraint errors in the position coordinates [24, 35].
It is noteworthy that, according to Fig. 9, the total
energy of the system is constant. This is due to the
fact that constraints are not violated during the simu-
lation. According to Fig. 8, the errors of the constraint
equations are greatest at the beginning and decrease
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Fig. 9 Energy balances during simulation

as the simulation continues. This is due to the fact that
at the beginning, the initial positioning of the bod-
ies with regard to each other may not be accurate,
and the stabilized constraint forces the bodies into
place.

5.3 Slider mechanism

Sliding joints are commonly used joint types in Cranes
with telescopic booms, hydraulic cylinders or mecha-
nisms with guide bars. When the constrained bodies
are flexible, it is important to note that the changing
contact point must be tracked to account for the defor-
mation of translation axes. The tracking of the contact
point is implemented using interpolation polynomials
which define the axes of translation. To clarify the case,
the telescopic slider mechanism depicted in Fig. 10 is
studied as a second numerical example.

The slider mechanism consists of two flexible
beams, which are constrained using two contact
points. Both the beams are modelled using the same
dimensions and material properties as the body B in
the former case system. Beams interact using a spring
force component with a spring coefficient of 1.0 N/m

Fig. 10 Flexible slider mechanism

Fig. 11 Energy balances during simulation

and an initial compression of 0.1 m. The body A is con-
strained to the framework using a bracket joint. The
beams are constrained using two type 2 perpendicular
constraints at the location of nodes PA and PB associ-
ated with the bodies A and B, respectively. In addition,
one type 1 perpendicular constraint at location PA is
used to prevent rotation around the sliding axel. Due
to the fact that the locations of the nodes PA and PB are
known, the corresponding contact point in the bodies
B and A can be solved.The terms of the modal matrix in
the contact point are then interpolated from the terms
of the neighbouring nodes.

The dynamical behaviour is solved using the same
solver settings as in the former case. The validity of the
method is again examined on the basis of the energy
balance of the system, depicted in Fig. 11.

According to Fig. 11, the total energy is constant
throughout the simulation and is equal to the initial
spring potential energy due to compression of the
spring. Consequently, no excessive energy develops
due to the constraint forces, which indicates that the
constraints are modelled correctly.

6 CONCLUSIONS

This study presented the basic constraints and their
first and second time derivatives, and the terms related
to the Jacobian matrix for flexible bodies. With these
components, it is possible to model basic joint types
for flexible bodies. The basic components enable
supplementing the modular multibody dynamics sim-
ulation code with a basic constraint library, which in
turn allows the automatic formulation of the Jacobian
matrix and the vector of constraint forces for the entire
system for numerical solution. In addition, these com-
ponents may be applied to reclosing the kinematics
chain that has been opened due to the use of recursive
methods.
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The use of basic joint types was illustrated with a
numerical example. The mechanics under consider-
ation consists of both flexible and rigid bodies, and
joints that connect them. The purpose of the exam-
ple was to examine joint constraint errors and the
energy balance of the system. The results indicate that
the joint constraints presented in the study perform
correctly.

The floating frame of reference formulation applied
in this study is often used with component mode
synthesis to improve computation performance. In
this approach, the deformations of flexible bodies are
defined using modes and corresponding modal coor-
dinates. For this reason, attention must be paid to
the selection of deformation modes. Accordingly, the
selection of deformation modes for different types of
joints would be a topic for future research.
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Multibody Approach for
Model-Based Fault Detection
of a Reel
In order to improve the recognition of faulty situations, model-based fault detection can
be used together with signal processing methods. In this study, faults and abnormalities
of a reel are studied by employing the multibody simulation approach. The reel under
consideration consists of a number of subsystems, including hydraulics, electrical drives,
and mechanical parts. These subsystems are coupled by joints, friction forces, and con-
tact forces. Using the multibody simulation approach, the complete model of the reel can
be obtained by coupling different subsystems together. Three well-known multibody for-
mulations, a method of Lagrange multipliers, an Augmented Lagrangian method, and a
method based on projection matrix R, are briefly described and compared in order to find
out the most efficient method for simulating the studied reel. Although this study is
focused on the simulation of fault scenarios, the introduced multibody simulation ap-
proach can be utilized in real-time simulation. This makes it possible to apply the model
to an existing reel. �DOI: 10.1115/1.2162865�

Introduction
Fault simdetection of mechatronic machines can be used for

preventing financial losses in industrial applications. Generally,
due to mechanical contacts, large rotations, and hydraulic and
electrical components, the dynamic analysis of machines must be
carried out using a nonlinear formulation. For this reason, a
model-based fault detection method using systematic multibody
simulation is an attractive approach. In this study, three multibody
formulations are compared and analyzed to determine suitability
for fault detection of a reel. The reel under investigation consists
of mechanisms, hydraulic actuators, and a control system.

Multibody formulations can be divided into global and topo-
logical formulations. Topological formulations utilize the topol-
ogy of a mechanism in order to improve numerical efficiency.
Global methods, however, can be programed straightforwardly,
while both open and closed kinematic loops can be solved using
the same algorithms. It is also noted in Ref. �1� that global meth-
ods can be more efficient for systems of moderate size when the
number of generalized coordinates is �50, as in the case of the
reel under investigation. The reel includes contacts, friction, and
hydraulic actuators. The coupling of these components can be
carried out straightforwardly when using global formulations. For
these reasons, only global methods are considered in this study.
The method of Lagrange multipliers �2,3�, the Augmented La-
grangian method �4,5� and a method based on projection matrix R
�3,6,7� are briefly described and compared to each other. The com-
putationally most efficient formulation is chosen and employed in
the simulation of faulty situations. The implementation of algo-
rithms is accomplished using a general-purpose ANSI C computer
code. Visualization of the simulations is carried out using OPENGL,
which is also used as a control interface between the user and the
dynamics model during simulations.

Using traditional component-level monitoring based on signal-
processing techniques, the faults in the process cannot often be
recognized. In addition, a number of different reeling conditions
have to be obtained. This is due to different roll types, different
amounts of paper on the rolls, and different paper types. Conse-

quently, every combination of reeling conditions needs the defini-
tion of a corresponding alarm level. Using model-based methods,
faults in terms of process can be detected and identified more
accurately. Usually models used in fault detection are linearized
models that are applied to individual machine parts. Studies and
guidelines of model-based fault diagnosis can be found from Refs.
�8,9�. A rotordynamic finite element model was used in Ref. �10�
to predict a machine lifetime. The model was used to identify the
parameters describing the deterioration of the mechanism from the
measurements of an actual machine. In Ref. �10�, the approach is
close to the proposed multibody-simulation fault-detection ap-
proach where the supervision of a machine can be focused on the
functionality of the entire process instead of an individual compo-
nent. In practice, this can be carried out without additional instru-
mentation. In the entire fault-diagnosis procedure, the introduced
approach can be used to detect the difference between normal and
faulty conditions. Accordingly, the simulation model can be used
to detect the residual of simulated and measured variables. In
order to obtain the identification of the fault, data classification
methods must be employed. When the multibody simulation ap-
proach is used, the modeling procedure can be carried out
straightforwardly and in a systematic manner for both offline and
online purposes.

In this study, the simulation model of a reel mechanism is used
as a case system for simulating faulty situations. The reel is used
at the finishing end of the papermaking process and has a consid-
erable effect on paper quality, making it reasonable to utilize more
intelligent fault-detection methods. In this study, a model-based
approach is employed instead of, e.g., signal-processing tech-
niques, which are based on signal levels. In the case of the reel,
signal-processing techniques are laborious to use due to varying
operation conditions. It is noteworthy that using the introduced
multibody approach, the nip load �which is the prior variable in
estimating roll quality� can be easily estimated. Another reason for
using an approach based on physical modeling is that long-term
measurements for statistical modeling or for training neural net-
works are not available. The dynamic model of a reel can be used
to compute data of faulty situations to be used in network training
for fault diagnosis purposes. The reel consists of a number of
nonlinear subsystems that must be accounted for when modeling
the entire reeling process. Models of mechanical, electrical, and
hydraulic subsystems are introduced in the description of the
simulation model. Therefore, the number of state variables in the
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model is large, whereas the number of variables revealing the
faults can be small. Based on the changes in responses between
normal and fault-situation simulations, the required measurements
or state variables for identifying the faults can be identified and
utilized in the design of the fault detection system. In this study,
the multibody simulation model is used only in the analysis of
faulty scenarios while significant variables in terms of fault iden-
tification are obtained manually. It is noteworthy, however, that
the introduced multibody approach can be extended for real-time
simulation and, consequently, applied to an existing reel mecha-
nism. To this end, control signals of existing reel are utilized as
input for the simulation model. In this way, residuals of measured
and simulated state variables can be formed while the values of
residual can be used to detect abnormalities of the system. In this
study, clearances of the mechanical joints and flexibility of struc-
tural components are assumed to be neglectable. In this study, the
use of the model-based method for fault detection using a multi-
body approach is presented. However, the introduced approach is
not yet applied to an existing reel. For this reason, the study of
detection sensitivity and robustness of the approach are not dis-
cussed in this paper. Classification and reasoning methods in order
to isolate the faults are outlined in this study.

Multibody Formulations
In the following chapter, three multibody formalisms used in

this work are briefly described. Formalisms discussed here are the
method based on Lagrange multipliers �which is referred to also
as a descriptor form �11,12��, penalty, and augmented Lagrangian
methods �4,5�, as well as a method based on projection matrix R
�3,6,7�.

Method Based on Lagrange Multipliers. When constraint
equations are augmented to the equations of motion using the
Lagrange multiplier technique, the result can be written as

Mq̈ + Cq
T� = Qe + Qv �1�

where q is the vector of n generalized coordinates that defines the
position and orientation of each body in the system, M is the mass
matrix, Qe is the vector of generalized forces, Qv is the quadratic
velocity vector that includes velocity dependent inertia forces, Cq
is the Jacobian matrix of the constraint equations, and � is the
vector of Lagrange multipliers. To satisfy a set of m constraint
equations for generalized coordinates, Eq. �2� must be fulfilled

C�q,t� = 0 �2�

where C is a vector of constraints. Equations �1� and �2� comprise
a system of differential algebraic equations �DAE�, which de-
scribe the dynamical behavior of the mechanism. In order to solve
the set of equations using ordinary differential equation �ODE�
integration methods, the equations must be transformed to the
second-order ODE. For this reason, Eq. �2� is differentiated twice
with respect to time,

C̈�q, q̇, q̈,t� = Cqq̈ + �Cqq̇�qq̇ + 2Cqtq̇ + Ctt = 0 �3�

where Ct is a partial derivate of constraint equations with respect
to time. By combining Eqs. �1� and �3�, the matrix representation
of equations of motion can be obtained as follows:

�M Cq
T

Cq 0
�� q̈

�
� = � Qe + Qv

− �Cqq̇�qq̇ − 2Cqtq̇ − Ctt
� �4�

where the invertable matrix is of the size �m+n�� �m+n�. The
equation of motion can be integrated using the standard ODE
solver �12�. However, equations of motion cannot guarantee that
constraint equations in Eq. �2� are satisfied. This is because during
differentiation of the constraint equation, constant terms disappear
and, consequently, Eq. �4� only fulfills the constraints at the ac-
celeration level. Therefore, numerical integration causes accumu-
lation of errors to the kinematic constraints. To overcome this

problem, a stabilization method must be used. Another possibility
to solve this problem is to use methods that produce a general
solution to differential algebraic equations �5,13�.

Penalty Method and Augmented Lagrangian Formulation.
In the penalty method, Lagrange multipliers are eliminated from
the equations of motion by adding constraint equations penalized
by penalty terms. This procedure leads to a set of n differential
equations as follows:

�M + Cq
T�Cq�q̈ = Qe − Cq

T��Ċqq̇ + Ċt + 2��Ċ + �2C� �5�

where �, �, and � are m�m diagonal matrices �which contain
penalty terms�, natural frequencies, and damping ratios, respec-
tively. If penalty terms are equivalent to each constraint, the ma-
trices are identity matrices multiplied with a constant penalty
factor.

A drawback associated to the penalty method is that large pen-
alty factors must be used, which may lead to numerical ill-
conditioning and round-off errors. However, the method can be
improved by adding penalty terms or correction terms, which are
zero when constraint equations are fulfilled. Using this approach,
equations of motion can be written as follows:

�M + Cq
T�Cq�q̈ = Qe − Cq

T��Ċqq̇ + Ċt + 2��Ċ + �2C� + Cq
T�*

�6�

where �* is the vector of penalty forces. By comparing Eqs. �1�
and �6�, it can be concluded that

� = �* − ��Cqq̈ + Ċqq̇ + Ċt + 2��Ċ + �2C� �7�

Since the exact values of �* are not known in advance, an itera-
tive procedure should be used as follows:

�i+1
* = �i

* − ��Cqq̈i + Ċqq̇ + Ċt + 2��Ċ + �2C� �8�

�0
*=0 is used for the first iteration i. Using this equation, the

forces caused by errors in constraint equations at iteration i+1 can
be defined and compensated. In this case, the penalty terms do not
have to be large. An iterative procedure can be applied directly in
Eq. �6�, which leads to the following expression:

�M + Cq
T�Cq�q̈i+1 = Mq̈i − Cq

T��Ċqq̇ + Ċt + 2��Ċ + �2C�
�9�

In the case of the first iteration Mq̈0=Qe. The leading matrix of
Eq. �9� is a symmetric and positive definite, which makes solving
the equation efficient. This formulation behaves satisfactorily also
in singular configurations of a mechanical system.

Method Based on Matrix R. Two introduced formulations de-
fine the equations of motion using a complete set of generalized
coordinates. However, the number of the equations can be reduced
to the minimum number of differential equations using a set of
independent generalized coordinates. Independent generalized ve-
locities q̇i can be defined as a projection of velocities of general-
ized coordinates q̇ using constant matrix B as follows:

q̇i = Bq̇ �10�

It is noteworthy that the rows of matrix B are linearly indepen-
dent. For skleronomous systems, a solution to the transformation
from independent generalized coordinates to complete set of gen-
eralized coordinates is available and can be defined using trans-
formation matrix R as follows:

q̇ = Rq̇i �11�

Using the coordinate partitioning to dependent and independent

generalized coordinates q= �qd
Tqi

T�T, the virtual change of general-
ized coordinates on constraint equations can be expressed as fol-
lows:
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Cqd
�qd + Cqi

�qi = 0 �12�

where Cqd
and Cqi

are partitioned Jacobian matrices. Cqd
is a m

�m nonsingular matrix where m is the number of the constraint
equations. Using Eq. �12�, the virtual change of dependent gener-
alized coordinates can be defined as

�qd = − Cqd

−1Cqi
�qi �13�

The virtual change of generalized coordinates can now be ex-
pressed using independent generalized coordinates as follows:

�q = ��qd

�qi
� = �− Cqd

−1Cqi

I
��qi �14�

which can be rewritten using projection matrix R as follows:

�q = R�qi �15�

where R is

R = �− Cqd

−1Cqi

I
� �16�

By differentiating constraint equations once and twice with re-
spect to time, one can have

Cqq̇ = − Ct �17�

Cqq̈ = − ��Cqq̇�qq̇ + 2Cqtq̇ + Ctt� = − Ċt − Ċqq̇ �18�
using coordinate partitioning, Eq. �18� can be written as follows:

q̈d = − Cqd

−1Cqi
q̈i − Cqd

−1��Cqq̇�qq̇ + 2Cqtq̇ + Ctt� �19�

Accelerations of generalized coordinates take the form

q̈ = �q̈d

q̈i
� = �− Cqd

−1Cqi

I
�q̈i + �− Cqd

−1��Cqq̇�qq̇ + 2Cqtq̇ + Ctt�

0
�
�20�

Using definition

� = �− Cqd

−1��Cqq̇�qq̇ + 2Cqtq̇ + Ctt�

0
� �21�

It can be seen that vector � consists of the accelerations of gen-
eralized coordinates when the accelerations of independent coor-
dinates are equal to zero. Using Eq. �21�, Eq. �20� can be written
as follows:

q̈ = Rq̈i + � �22�
Substitution the result into Eq. �1� leads to

RTMRq̈i + RTM� − RT�Qe + Qv� = 0 �23�
This equation of motion can be solved for independent accelera-
tions, which can be integrated to solve the new independent ve-
locities and positions for the next time step. This form of the
equation of motion is complicated and highly nonlinear, and the
set of independent generalized coordinates must be changed every
time the pivot of Cqd

approaches zero.

Dynamic Model of the Reel
The system studied in this paper is the reel mechanism of a

paper machine. The reeling sequence follows after calendering at
the finishing end of the papermaking process. When paper comes
from the calender, it will be wound around the reel spool. The
purpose of this sequence is to produce large-diameter rolls of
paper called parent reels. The weight of the roll can be from
20,000 to 120,000 kg, whereas the diameter ranges from 2 to 4 m
�14�.

In Fig. 1, the main parts of the reel are depicted. The reel spool
is attached to the carriages by hydraulically locked arms. It is

noteworthy that the carriages do not hold up the reel spool. In-
stead, it lies on the sledges, which move along the rails on the
low-friction linear bearings. The reel spool is pressed against the
reel drum by pulling the carriages using hydraulic cylinders. In
the following sections, a brief introduction of subsystems of the
simulation model, including a description of friction, contacts, and
the hydraulic circuit, will be given.

Description of Mechanical Systems. The simulation model of
the reel mechanism consists of six rigid bodies interconnected via
mechanical joints, actuator forces, and contact forces. Actuators of
the reel are hydraulic cylinders that produce linear motion for
parent roll and electrical motors that produce rotating torque. The
contact forces are produced between the reel drum and the paper
roll.

Three different multibody formalisms described earlier are used
in the dynamical analysis of the reel. The constraints between the
bodies are modeled using the same method in all three introduced
formalisms. A detailed description of modeling constraints can be
found from Ref. �2�. The assembly of the mechanism is accom-
plished using four translational joints, one rotational joint, and
five planar joints. The topology of the system is depicted in Fig. 2,
where the lines refer to kinematic joints and the arrows to applied
forces, correspondingly. In the figure, fixed, prismatic, revolute,
and planar joints are denoted F, P, R, and PL, respectively. In the
case of the planar joint, the direction of constrained motion is
expressed in parenthesis. Cylinder forces, contact forces, and fric-
tion forces are denoted by the symbols Fcyl, Fc, and Ff, and the
torque of the electric motor is denoted as Tm. The forces are
solved using Eqs. �24�, �30�, and �32�.

Description of the Friction Model. Translational velocities of
the carriages and sledges are low during the work cycle. For this
reason, the effect of the friction forces must be studied carefully.
The friction model can be divided into three regimes: sliding,
stiction, and the transition between them. Consequently, the fric-
tion coefficient is a function of the sliding velocity. When the
friction force is applied to the system, it can be expressed as
follows:

Fig. 1 Main parts of the reel mechanism

Fig. 2 Topology chart of the reel mechanism
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F f = f�q, q̇�Fn = f�q, q̇�D�q�Cq
T� �24�

where Fn is the vector of joint constraint forces, f�q , q̇� is the

function of the friction coefficient, D�q� is a matrix defined

uniquely for each joint type and Cq
T� describes constraint reaction

forces.
Stiction occurs when the relative velocity between sliding sur-

faces in the joint approaches zero. The stiction can be described as
an additional constraint applied to the degrees of freedom in
which sliding occurs. The stiction is valid as long as the constraint
force is lower than the static friction force �15�. This approach,
however, is inconvenient because the numerical integration proce-
dure must be stopped and restarted again when the stick-slip phe-
nomenon takes place. In this study, the friction model is simplified
and defined as a combination of coulomb and viscous friction. The
friction coefficient in the function of velocity is depicted in Fig. 3,
in which the static and dynamic friction coefficients are used to
define boundaries of stiction and sliding regimes.

Description of the Contacts. A contact model between the
rolls is needed in order to describe the nip contact. One of the
main features studied in reeling dynamics is subjected to the stiff-
ness and damping characteristics of the nip contact �16�. The en-
largement of the paper roll during winding transfers the contacting
bodies at a constant velocity. This can be considered as an addi-
tional coupling between bodies. The diameter of the paper roll can
be described as follows:

d�t� =�d0
2 +

4�

�
�

0

t

vdt �25�

where � is the average web thickness, d0 is the initial roll diam-
eter, and v is the web speed �16�. The nip contact is modeled as a
system of nonlinear spring dampers. Based on the elasticity of the
bodies in contact, the spring and damping constants can be de-
fined using the Herzian contact theory �16,17�. The penetration
depth of the cylinders can be written as

� = Fc

�1 − �2�
�E

�2 ln	2d

a

 − 1� �26�

where Fc is the contact force of the nip, d is the diameter of the
paper roll, E and v are the modulus of elasticity and Poisson’s
ratio of the paper roll, and a is the semicontact width of the nip
contact, which can be calculated as follows:

a =�2d*Fc

�E* �27�

In Eq. �27�, E* is the effective modulus of elasticity and d* is the
relative curvature of cylinders, which can be defined as follows:

d* = 	1

d
+

1

d1


−1

�28�

where d and d1 are the diameters of the paper roll and reel drum,
respectively. The effective modulus of elasticity takes the form

E* �
E

1 − �2 �29�

It is noteworthy that the use of the Herzian contact theory leads to
a computationally expensive procedure. For this reason, this study
employs an approach that is based on the use of approximate
polynomials. The nip contact is modeled and included in the reel
model using a system of springs that are distributed along the
length of the contact line. The contact force in this approach is
modeled using the approximated equation as follows:

Fc = �ka�x0 − x�e + ca
maxẋ , x0 − x � da

max

ka�x0 − x�e + ca
max�2�3 − 2��ẋ , 0 � x0 − x � da

max

0, x0 − x 	 0


�30�

where �= �x0−x� /da
max. In Eq. �30�, x0= �d+d1� /2, x is the dis-

tance between cylinder centers; parameters ka and e are approxi-
mated using Eq. �26�, which describes the compression of cylin-

ders at a certain contact force; and da
max is the penetration depth

when the maximum damping coefficient ca
max is applied. In Eq.

�30�, different regions are used in order to smooth the discontinui-
ties of contact forces.

When contact occurs, the compression of cylinders in Eq. �26�
is a function of the contact force, which cannot be solved explic-
itly. In Eq. �30�, contact force is directly a function of nip defor-
mation and can be solved without iteration. Unknown parameters
in Eq. �30� will be defined so that contact force closely resamples
Herzian contact theory.

Description of the Hydraulic Circuit With the Servocontrol
System. In this study, the lumped fluid theory �18� is used in the
modeling of the hydraulic circuit of the reel. In the lumped fluid
theory, a hydraulic circuit is divided into volumes where the pres-
sure is assumed to be equally distributed. The valves are modeled
employing semi-empirical approach �19�, where the parameters
used in flow equations through the orifices can be obtained, in
many cases, from manufacturer catalogs. In the lumped fluid
theory, the differential equation for pressure in the volume can be
expressed as

ṗ =
Be

V
	�

i=1

Ni

Qini
− �

j=1

No

Qoutj
− V̇
 �31�

where Be is the effective bulk modulus of the volume V, Qin and
Qout are input and output flow rates, respectively. In Eq. �31� Ni

and No are the numbers of input and output flow rates and V̇ is the
change of volume with respect to time. The flow rates in the
hydraulic circuit are often modeled assuming the flow to be tur-
bulent �18�.

The cylinder force is defined based on pressures in cylinder
chambers and the friction forces. Cylinder forces can be defined
as follows:

Fcyl = pAAA − pBAB − ẋcyl�pAAA − pBAB��1 − 
cyl� �32�

where pA and pB are pressures in cylinder chambers at sides A and
B �Fig. 4� while AA and AB are corresponding piston areas. In Eq.
�32� ẋcyl is the velocity of the piston with respect to the cylinder
wall and 
cyl is the constant describing the efficiency of the
cylinder.

The quantity of the wasted paper near the reel spool can be
minimized by accurate control of the most critical winding param-
eters such as torque, nip load and tension �14�. Most of the wasted
paper results from the starts and the ends of winding the paper

Fig. 3 Friction coefficient as a function of velocity
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roll. In practice, the reel motion is directed using force feedback
control. Accordingly, the value for the input signal for values in
voltage can be written as

Ucontrol = KPUerr + KI� Uerr �33�

where KP is the proportional gain, KI is the integration gain, and
Uerr represents the difference between the reference and the mea-
sured signals of the cylinder forces of the reel. The servovalve is
modeled using a second-order dynamic model, which can be de-
scribed using transfer function G�s� as follows:

G�s� =
�n

2

s2 + 2��ns + �n
2 �34�

where �n is the natural frequency and � is the damping coeffi-
cient. These coefficients can be defined using the Bode diagram.
The hydraulic servocontrol system of the nip load is described in
Fig. 4.

Simulated Faults and Results
In the following section, the simulation model is analyzed using

introduced formulations. Considerable differences between simu-
lation times can be detected while the results between simulations
remain identical when equal step size is used. In this study, two
failure situations are considered and analyzed. The model of the
reel is used to simulate excessive friction faults produced by the
contact of the rails and carriages. In practice, these fault types do
not appear frequently. However, the fault type is harmful in the
sense it affects the nip load and, consequently, decreases the roll
quality. A failure situation can be considered critical when it
causes a 5% change in the nip load. It is important to note that,
when the stick-slip phenomenon is taken into account, the friction
forces may fluctuate considerably. These forces directly increase
the nip load and cannot be controlled with a force servocontroller.
In the following, simulation results are presented without numeri-
cal values in order to protect the reel-related product know-how of
the reel manufacturer.

Comparison of the Formulations and Integrators. All for-
mulations are used to simulate a 500 s cycle of a reeling sequence
using a step size of 0.002 s. In Fig. 5, results of the velocity of
sledge A obtained using three formulations are presented. It can be
seen that the results are similar. In Table 1, the simulation times
are compared and the augmented Lagrangian is found the most
efficient out of the three formulations. Capability for simulations
in real time is obtained with a fourth-order Runge-Kutta integra-
tion procedure �RK4� when a step size of 4.5 ms is used.

The most considerable computational costs in the method of
Lagrange multipliers and augmented Lagrangian method are in
the calculation of the Jacobian matrix, the constraint acceleration

vector, and the inversion of the leading matrix. The augmented
Lagrangian method is the fastest of the implemented algorithms
because the matrix inverted is smaller and a symmetric and posi-
tive definite. For this reason, more efficient algorithms can be
used to solve a set of linear equations. In the method based on
projection matrix R, the matrix inverted is small and can be
solved efficiently. The biggest computational cost is in the use of
the iterative Newton-Raphson algorithm. The code is meant to be
used in real-time applications, and for this reason, the number of
iterations has to be constant in order to guarantee that the solving
time of each time step is the same. In offline applications, the
iteration is not necessary in every time step.

It is noteworthy that the complete model is cumbersome to
verify in practice. This is due to the fact that most of the variables
can not be measured from the production unit. However, methods
used in the modeling of submodels, including the hydraulics and
contact model, are verified in previous studies �16,19�. Results of
mechanical components are verified comparing simulation results
to those obtained using commercial software.

Excessive Friction on the Rails of Carriage A. In the first
example, the excessive friction is imposed on the rails of carriage
A, shown in Fig. 1. In this example, the static and dynamic fric-
tion coefficients are increased from 0.015 to 0.025 and 0.0045 to
0.0145, respectively. Because of the force control, the friction
causes an increase in the nip load at side A of the reel as can be
seen from Fig. 6. This can be observed as a small error in the
position of the carriages. However, the position error is only
0.2 mm, making it cumbersome to identify using measurements.
To detect excessive friction, it is reasonable to simulate another
stage of the working cycle. Increased friction forces can be de-
tected directly from the force sensor of the cylinder when the
paper roll is moved to storage position.

When the paper roll is completed, the secondary carriages
transfer the parent reel to storage position. During the transfer
sequence, the excessive friction can be perceived from the force
sensors of the hydraulic actuators or the pressures of cylinder
chambers as shown in Fig. 7.

Excessive Friction on the Rails of Sledge A. The friction on
the rails of sledge A causes an increase in the nip load similarly to

Fig. 4 The principle of the hydraulic circuit used to control the
nip load

Fig. 5 Velocity of sledge A using different formulations

Table 1 Comparison of simulation times

Integrator

Formulation

Descriptor form
�s� Matrix R�s�

Augmented Lagrangian
�s�

RK4 3169.8 1680.1 1103.8
RK2 1637.9 885.8 575.0
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excessive friction on the rails of the carriage. In this case, the
friction force is a function of the mass of the paper roll and it
increases the nip load during reeling. The same friction coeffi-
cients as in the first example are used in this case. In this example,
a change in the friction coefficient can be perceived from the force
sensors of the hydraulic actuators and, in addition, from contact
forces between arms and bearing housing as in Fig. 8.

Discussion on the Results. Reeling operation is considered to
be defected when a 5% difference occurs in the nip load. In prac-
tice, the nip load is cumbersome to measure and, for this reason, a
simulation model can be used for estimating the load. Excessive
friction on the rails directly increases the nip load. During reeling,
this cannot be detected from the cylinder pressures or force sen-

sors used to control the nip load. When the paper roll is trans-
ferred to the storage position, rail failures can be perceived. Em-
ploying force measurements of the arms, the faulty rail can be
identified. Using parameter estimation, the simulation model can
be updated so that the simulation model functions like an existing
system. Then, from the variation of parameters, possible faults can
be perceived.

Conclusions
In this study, the dynamic model of a reel mechanism was

utilized in fault detection. A simulation model was modeled using
three different multibody formalisms. Multibody formalisms with
two integrators were compared in terms of accuracy and effi-
ciency. The results showed that the most efficient combination for
the reel simulation is the augmented Lagrangian method with a
fourth-order Runge-Kutta integrator. Using a second-order Runge-
Kutta integrator, computation times twice as fast as those with a
fourth-order Runge-Kutta can be achieved, but the results suffer a
lack of accuracy. Between different formulations, the results were
identical when appropriate penalty terms were defined.

Generally, multibody methodologies seem to be a practical in
the simulation of fault scenarios. The studied system was modeled
systematically, and different subsystems were coupled into the
model directly. Based on the results of the simulations, the faults
could be detected and identification could be carried out. In future
studies, the simulation model will be integrated into an existing
mechanism, making it necessary to study the capabilities of the
simulation in field conditions.
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Fig. 6 Nip load when increased friction applied to rails of
carriage A

Fig. 7 Force of cylinder A and pressure of chamber A in cylinder A during transfer sequence

Fig. 8 Contact forces of secondary and guide arms at side A during transfer sequence
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Nomenclature
A  area of the piston in the cylinder
B  transformation matrix from velocities of gener-

alized coordinates to velocities of independent
generalized coordinates

Be  effective bulk modulus

ca
max  maximum damping coefficient

C  vector of kinematic constraint equations
Cq  constraint Jacobian matrix

d  diameter of the paper roll
d*  relative curvature of cylinders
d0  initial diameter of the paper roll
d1  diameter of the reel drum

da
max  penetration depth when the maximum damping

coefficient is achieved
D  matrix that defines direction of friction force in

the joint
e  positive real variable that specifies the expo-

nent of the force-deformation characteristic
E  Young’s modulus

E*  effective modulus of elasticity
f  function of friction coefficient

Fc  nip contact force
Fcyl  force of the hydraulic cylinder

F f  vector of friction forces
Fn  vector of joint constraint forces

G�s�  transfer function of valve
ka  stiffness coefficient
KI  integration gain
KP  proportional gain

p  pressure in the volume
q  vector of generalized coordinates

qd  vector of dependent generalized coordinates
qi  vector of independent generalized coordinates
m  number of constraint equations
M  mass matrix
n  number of generalized coordinates

Ni  number of input flow rates
No  number of output flow rates
Qin  input flow rate

Qout  output flow rate
Qe  vector of generalized forces
Qv  vector of quadratic velocity inertia terms
R  velocity transformation matrix
t  time

Ucontrol  input control signal
Uerr  difference between the reference and measured

signals
v  web speed
V  volume
x  distance between centers of paper roll and reel

drum
ẋcyl  velocity of the piston with respect to the cylin-

der wall
�  matrix of penalty terms

�  acceleration of generalized coordinates when
zero acceleration for independent generalized
coordinates is used

�  penetration depth of rolling cylinders
�  constant used to define contact force


cyl  constant describing the efficiency of the
cylinder

�  damping coefficient of the servovalve
�  vector of Lagrange multipliers
�  matrix of fictitious damping ratios
�  Poisson’s ratio of the paper roll
�  average web thickness of the paper roll

�n  natural frequency of the servovalve
�  matrix of fictitious natural frequencies
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Abstract: This study introduces a simulation approach that can be utilized in the detection
of abnormalities in the behaviour of machines. The approach is based on the utilization of
a detailed multi-body simulation model. In this study, the approach to detect abnormalities
is applied to the study of a reel. The reel under investigation is used at the finishing end of the
papermaking process and it consists of a number of subsystems including hydraulics, electrical
drives, and mechanical parts. In the reel, mechanical parts are coupled by joints, contacts, and
friction.

The symptoms of the faults are generated using the variables which can be measured from the
reel. When using a traditional component level monitoring method, the faults in the process often
cannot be recognized. However, in the proposed multi-body simulation approach, the supervi-
sion of a machine can be focused on the functionality of the entire process, whereas detection
of faults can be carried out without the use of additional instrumentation. When the multi-
body simulation approach is used, the modelling of a machine can be carried out in a straight-
forward and systematic manner including the dynamic coupling between the subsystems of
a machine.

Keywords: multi-body simulation, fault detection, a reel, coupled simulation

1 INTRODUCTION

In process industry, failures that may appear in
machines can lead to severe accidents and consider-
able financial losses. Accordingly, the development
of fault diagnosis for the process machines is
highly prioritized. Methods based on signal proces-
sing techniques such as the frequency spectrum
analysis, spectrograms, and wavelets are often uti-
lized in fault detection. It is noteworthy, however,
that these methods do not always provide the infor-
mation which is needed in order to identify the
cause of faults. Hardware redundancy can be used
in the fault diagnosis of safety critical systems such
as in airplane control systems. It is possible to iso-
late the faults using hardware redundancy, but it
offers only a moderate rate of false alarms. One

clear disadvantage of this method is the need for a
large number of sensors. This is due to the fact
that several identical hardware systems are used in
parallel [1]. Statistical models for fault detection
and isolation (FDI) systems can be formulated
employing data obtained from earlier measure-
ments. A statistical model-based approach is used
in reference [2] to isolate the features of the faults.
This is accomplished by developing signal proces-
sing techniques using a non-linear filter approach.
When the data obtained by measurements are not
available, the analytical redundancy approach can
be used. The method uses the signals generated by
the mathematical model of the system in such a
manner that redundant sensors are not needed.
The studies of model-based (analytical redundancy)
techniques can be divided into two main categories:
quantitative and qualitative modelling. In the quali-
tative models, the infinitesimal close numerical
changes in the system (quantitative) can be rep-
resented using a few qualitative values that describe
the behaviour of the system [3]. On the other hand,
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quantitative models are based on differential
equations that describe the dynamical behaviour
of the system. In these modelling approaches,
linear and nonlinear models can be used, whereas
in recent studies, the number of nonlinear models
applied to failure diagnosis has been continuously
increasing [4]. Faults in the system generate symp-
toms that can be identified as residual functions
from the analytical model of the normal operation
and behaviour of the diagnosed system. This can
be achieved by comparing a measurement of a
variable that is indicated with the symptom to the
comparable variable from the simulation model.
Residuals can be generated using different
approaches. The most common are observer-
based, parity relation, and parameter estimation
methods [4]. More details on model-based tech-
niques in FDI are given in survey papers by Willsky
[1], Isermann [5], Frank [6], Basseville [7], and
Patton et al. [8]. A finite element model of a rotor
was used in reference [9] to predict a machine life-
time. The model was used to identify the parameters
describing the deterioration of the mechanism from
the measurement of an actual machine. In that
study, the supervision of the machine is focused on
the functionality of the entire process instead of an
individual component. Accordingly, the approach
introduced in reference [9] resembles the approach
that is used in this study. The most distinctive differ-
ence between this study and reference [9] is,
however, the coupling of different subsystems.

In this study, quantitative modelling techniques are
studied using a non-linear dynamical model. Gener-
ally speaking, the forming of an accurate mathemat-
ical model for the purposes of a model-based fault
diagnosis system is time-consuming. This is due to
the fact that most of the modelling methodologies
suffer from case dependencies. This study is focused
on a general modelling approach that can be used
to describe the dynamical behaviour of a mechatronic
machine with non-linearities. Particularly, the
dynamic analysis of multi-body systems is used for
the purpose of fault detection and observation.

The multi-body system simulation approach is
applied to the fault diagnosis of the reel. The simu-
lation model consists of mechanical, electrical, and
hydraulic subsystems that are coupled together. On
the basis of the response differences between
normal and faulty simulations, the required measure-
ments for identifying the faults can be defined and
utilized in the design of the fault diagnosis system.
In the simulation model of a reel, clearances of the
mechanical joints and structural flexibility are
assumed to be neglectable. However, the flexibility
of a hydraulic system is accounted to the reel
model. Classification and reasoning methods in
order to isolate the faults are outlined in this study.

2 USE OF MULTI-BODY DYNAMIC APPROACH
IN FAULT DIAGNOSIS

The non-linearity of mechanical systems can lead to
numerical difficulties that usually force to use com-
puterized techniques when analysing the dynamics
of the system. The multi-body dynamics simulation
approach can be used to analyse a wide variety of
mechanical systems including automobiles, mobile
cranes, satellites, and robots. Large rotations and
large variations of geometric configurations under
operation conditions are the common features in
these applications [10, 11]. Methods used in multi-
body simulations can be divided into two wide cat-
egories: global and topological formulations. Several
commercial software products, such as ADAMS [12],
use constrained Cartesian coordinates and are based
on global formulations. In the global methods, sys-
tems consisting of open and closed loops are con-
sidered in the same manner. By taking advantage of
system topology by employing recursive methods
with joint coordinates, it is possible to improve the
numerical efficiency of the dynamic simulations.
Formulations that use both Cartesian and relative
coordinates with velocity transformation between
these coordinate systems are often called semi-
recursive methods. In these formulations, the
equations of motion may take a simpler form and,
in consequence, they may be suitable for online
fault diagnosis. It is important to note, however,
that semi-recursive methods are involved and cum-
bersome to use in a general case [13, 14]. In this
study, the global multi-body simulation approach is
used in the modelling of a reel mechanism with
actuators and control systems. The fault diagnosis
system can be used in online or offline simulation,
and based on the selected approach, the formulation
of the multi-body system and the accuracy of the
subsystems can be selected, respectively.

A multi-body simulation approach can be used to
take the coupling of separate subsystems into
account. By coupling subsystems together, the func-
tionality of the entire machine can be examined.
Several symptoms in single components can often
be isolated using classification or reasoning tech-
niques. A problem related to component level con-
dition monitoring is the omission of faults that
have an effect on the operation of the process. Utiliz-
ing multi-body simulation, it is possible to capture
the performance of the system with a simple sensor
configuration. It is also important to note that simu-
lation models make it possible to obtain variables
which cannot be measured. For these reasons,
expenses due to additional sensors can be avoided
when model-based techniques are used in fault
detection.
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In the case of the reel, the operational cycles are
normally repeated once an hour. When an offline con-
dition monitoring approach is used, complex and
detailed dynamical models can be utilized in fault
detection. When faults appear seldom, as it is in the
case of the reel, the simulation model can also be uti-
lized to generate data that describe faulty scenarios.

3 DYNAMICAL MODEL OF THE REEL

In the following sections, the simulation model of the
reel is introduced. A brief description of the system
studied as well as the modelling method of mechanical
components with constraints, friction, and contacts
are described. The hydraulic system with servo control
will also be introduced in the following sections.

The system under investigation is the reel mechan-
ism of a paper machine. The reeling sequence fol-
lows calendering at the end of the papermaking
process. When paper comes from the calender, it
will be wound around the reel spool. The purpose
of this sequence is to produce large-diameter rolls
of paper called parent reels. The weight of the roll
can be from 20 000 to 120 000 kg, whereas the dia-
meter ranges from 2 to 4 m [15]. The main parts of
the reel are depicted in Fig. 1. The reel spool is
attached to the carriages by hydraulically locked
arms. Note that the carriages do not hold up the
reel spool. Instead, it lies on the sledges which
move along the rails on the low friction linear bear-
ings. The reel spool is pressed against the reel drum
by pulling the carriages using hydraulic cylinders.

The wearing of the parts can lead to excessive fric-
tion forces between the components. The friction
forces are a remarkable source of instability when
considering the control of the reel. In this study, the
hydraulic components are modelled in order to
obtain realistic cylinder forces that are needed in the
interaction of mechanical parts. The nip load caused
by cylinders attached to the carriages is controlled
using the servo control system of the cylinder forces.

The operation of the reeling sequence is shown in
Fig. 2. At the first stage (Fig. 2(a)), the reel spool is
pressed against the reel drum while it is rotated
using constant angular velocity in such a way that
appropriate web tension is obtained. When the

Fig. 1 The main parts of the reel

Fig. 2 The reel change sequence [15]

Multi-body simulation approach of a reel 11

K02004 # IMechE 2006 Proc. IMechE Vol. 220 Part K: J. Multi-body Dynamics



changing sequence begins (Fig. 2(b)), the primary
reeling carriage takes the empty reel spool from
the storage rack. The empty reel spool is accelerated
to the appropriate web speed and switched to
turn-up position. At the third stage (Fig. 2(c)), the
primary nip is closed, web cut, and guided onto
the new spool. At the end of the work cycle
(Fig. 2(d)), the parent reel is stopped and the sec-
ondary carriages transfer the parent reel to storage
position.

In the reeling machine, a good quality of paper
rolls must be obtained because defects in the rolls
often cause problems in unwinding at the cutting
section where the winders are also used. The
defects can take place if the roll is loose or the
nip load is not equally distributed. The reels and
winders in the paper machines contain a number
of mechanical, hydraulic, and electrical com-
ponents that often are inexpensive. For this
reason, the requirement of condition monitoring
may seem unnecessary. However, one should con-
sider the functionality of the entire machine and
try to prevent secondary damages caused by a
faulty part. These critical parts should be con-
sidered carefully in fault detection systems. It is
important to note that the replacement of
an inexpensive part can cause losses of E10 000
[16] each hour the paper machine is not in
operation.

3.1 Coupled simulation model of a reel

In this study, a dynamic model of the reel that
consists of mechanical and hydraulic components
with a force servo control system is utilized in
fault diagnosis. The mechanism consists of 11
rigid bodies and it is constrained in such a way
that it has 11 degrees of freedom. In Fig. 3, the top-
ology of the system is described using lines to illus-
trate kinematic joints and arrows to illustrate
applied forces. The contact model between the
reel drum and the reel spool is used to describe
the nip load. The contact is described using several
non-linear springs between the rolls. The contact
parameters are estimated using the Hertz theory
of elastic contacts resulting in deformation between
a long, linear–elastic, homogenous and isotropic
cylinder, and a rigid cylinder, describing the paper
roll and drum roll [17, 18]. The force required to
produce the appropriate nip load is achieved by
pressing the rolls against each other by hydraulic
cylinders. The reel considered in this study is
driven by motors attached to both the winding
roll (reel spool) and the nipped roller (reel drum).
The drives are called the secondary centre drive
used in the torque control of the reel spool and
the reel drum drive used in the torque control of
the reel drum. This type of winder is called a
centre-surface reel or winder [15].

Fig. 3 The topology of the system. Arrows are applied forces and moments and lines describe

kinematic joints
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3.2 Description of mechanical systems

The global formulation, which examines open and
closed chains the same way, is used to describe the
dynamics of the multi-body mechanism. When gen-
eralized coordinates are used, the differential
equations of constrained motion take the form

M€qþ CT
ql ¼ Qe þ Qv (1)

where q is the vector of generalized coordinates that
defines the position and orientation of each body in
the system, M the mass matrix, Qe the vector of gen-
eralized forces, Qv the quadratic velocity vector that
includes velocity-dependent Coriolis and centrifugal
forces, Cq the Jacobian matrix of the constraint
equations, and l the vector of Lagrange multipliers.
Note that the vector Qv contains non-zero rotational
quantities because a three-dimensional space is
used. Generally, in a three-dimensional case, the
description of mass inertias is not constant leading
to non-zero vector Qv. However, owing to a centroi-
dal reference frame the translational components
of Qv which are used are equal to zero. In order to
take into account the kinematic joints connecting
the separate bodies, the following vector of con-
straint equations for position must be satisfied

C(q, t) ¼ 0 (2)

Equations (1) and (2) comprise a system of differential
algebraic equations (DAEs), which determine the
dynamical behaviour of the mechanism. To solve
the equations using ordinary differential equation
(ODE) integration methods, these equations must be
transformed into the second-order ODE. Therefore,
equation (2) is differentiated twice with respect to
time

€C(q, _q, €q, t) ¼ Cq €qþ (Cq _q)q _qþ 2Cqt _qþ Ctt ¼ 0 (3)

By combining equations (1) and (3), the following
matrix of linear equations can be obtained

M CT
q

Cq 0

� �
€q
l

� �
¼

Qe þ Qv

�(Cq _q)q _q� 2Cqt _q� Ctt

� �
(4)

which can be integrated using the ODE solver [10].
However, equations of motion do not guarantee that
constraint equations in equation (2) are satisfied.
This is due to the fact that during differentiation con-
stant terms of constraint equations disappear and
equation (4) fulfils constraints at acceleration level
only. Therefore, integration causes accumulation of
errors to the kinematic constraints. Constraint
equations can be fulfilled by employing a stabilization

procedure. Another possibility to solve this problem is
to use methods which produce a general solution to
DAEs [13, 19].

3.3 Description of the friction model

Translational velocities of the carriages and sledges
are low during the work cycle. For this reason, the
effect of the friction forces should be studied care-
fully. Generally, the friction model can be divided
into three regimes: sliding, stiction, and the tran-
sition between them. Consequently, the friction
coefficient is a function of velocity. When dynamic
friction is applied to the system, it can be expressed
as follows

Ff ¼ f (q, _q)Fn ¼ f (q, _q)R(q)CT
q l (5)

where Fn is a vector of joint constraint forces, f (q, _q)
the function of the friction coefficient, R(q) a matrix
that is defined uniquely for each joint type, and Cq

T l
describes constraint reaction forces. Stiction occurs
when the relative velocity between sliding surfaces
in the joint approaches zero. Stiction can be
described as an additional constraint applied to
the corresponding degrees of freedom. Stiction is
valid as long as the friction force is lower than the
static friction force [20]. This approach, however,
is inconvenient because the numerical integration
procedure must be stopped and restarted again
when the stick– slip phenomenon takes place.
In this study, the friction model is simplified and
defined as a combination of Coulomb and viscous
friction. The friction coefficient in the function of
velocity is depicted in Fig. 4, where the static and
dynamic friction coefficients are used to define the
boundaries of stiction and sliding regimes.

3.4 Description of contacts

A contact model between the rolls is needed in order
to describe the nip force between the reel drum and

Fig. 4 Friction coefficient as a function of velocity
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the reel spool. The main features studied in winder
dynamics are associated to the rotation and exci-
tation frequencies of the paper rolls, the change of
the roll mass and winding geometry caused by the
change in roll diameter, and stiffness and damping
characteristics of the nip contact [17]. In this
study, contact forces are described using an
approach that resembles the procedure introduced
by Jorkama [17]. It is noteworthy that the study of
Jorkama contains only contacts in a plane, whereas
in this study the approach is extended to spatial sys-
tems by discretizing the length of the cylinder. The
enlargement of the paper roll during winding can
be approximated by the compulsive movement of
the reel drum which transfers the contacting bodies
at constant velocity. The diameter of the paper roll
can be described as

d(t) ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2

0 þ
4t

p

ðt

0

v dt

s
(6)

where t is the average web thickness, d0 the initial
roll diameter, and v the web speed [17]. In this
study, the nip contact is modelled as a system of
non-linear spring-dampers. On the basis of the elas-
ticity of the bodies in contact, the spring and damp-
ing constants can be defined as will be introduced
below. Applying the Herzian contact theory [17,
18], the penetration depth of the cylinders can be
expressed as

d ¼ Fc

(1� n2)

pE
2 ln

2d

a

� �
� 1

� �
(7)

where Fc is the contact force of the nip, d the dia-
meter of the paper roll, E the modulus of elasticity,
n the Poisson ratio of the paper roll, and a the
semicontact width which can be calculated as

a ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
2d�Fc

pE�

r
(8)

In equation (8), E� is the effective modulus of elas-
ticity and d� is the relative curvature of cylinders
which can be defined as

d� ¼
1

d
þ

1

d1

� ��1

(9)

where d and d1 are the diameters of the paper roll
and reel drum, respectively. The effective modulus
of elasticity takes the form

E� �
E

1� n2
(10)

It is noteworthy that the use of the Herzian contact
theory leads to a computationally expensive pro-
cedure. For this reason, this study employs an
approach that is based on the use of approximate
polynomials. The nip contact is modelled and
included in the reel model using a system of springs
which are distributed along the length of the contact
line. The contact force in this approach is modelled
using the approximated equation as

Fc ¼

ka(x0 � x)e þ cmax
a

_x, x0 � x 5 dmax
a

ka(x0 � x)e þ cmax
a D2

�(3� 2D) _x, 0 , x0 � x , dmax
a

0, x0 � x 4 0

8>><
>>:

(11)

where D ¼ (x0 � x)=dmax
a . In equation (11),

x0 ¼ (d þ d1)=2, x is the distance between cylinder
centres, parameters ka and e are approximated
using equation (7) that describes the compression
of cylinders at a certain contact force, da

max is the
penetration depth when the maximum damping
coefficient ca

max is applied. In equation (11), different
regions are used in order to smooth discontinuities
of contact forces. When contact occurs, the com-
pression of cylinders in equation (7) is a function of
the contact force which cannot be solved explicitly.
In equation (11), contact force is directly a function
of nip deformation and can be solved without iter-
ation. Unknown parameters in equation (11) will be
defined in such a manner that contact force closely
resembles the Herzian contact theory.

3.5 Description of the hydraulic circuit with the
servo control system

In this study, the lumped fluid theory [21] is used in
the modelling of the hydraulic circuit of the reel. In
the lumped fluid theory, a hydraulic circuit is divided
into volumes where the pressure is assumed to be
equally distributed. The valves are modelled employ-
ing a semi-empirical approach [22] where the par-
ameters used in the flow equations through the
orifice can be obtained, in many cases, from manu-
facturer catalogues. In the lumped fluid theory, the
differential equation for pressure in the volume can
be expressed as

_p ¼
Be

V

XNi

i¼1

Qini
�
XNo

j¼1

Qoutj
� _V

 !
(12)

where Be is the effective bulk modulus of the volume,
V the volume, _V the change of volume with respect
to time, and Qin and Qout are input and output flow
rates, respectively. Indexes Ni and No are the
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numbers of input and output flow rates, respectively.
The flow rates in the hydraulic circuit are often mod-
elled assuming the flow to be turbulent [21]. A leak in
the direction valve can also be accounted for in the
modelling approach. In this study, the friction in
the cylinder is modelled as a combination of
Coulomb and viscous friction.

The quantity of the wasted paper near the reel spool
can be minimized using accurate control of the most
critical winding parameters such as torque, nip load,
and tension [15]. Most of the wasted paper results
from the starts and ends of winding the paper roll.
In practice, the force feedback is used as a control
method for the reel motion. Accordingly, the value
for the input signal in voltages can be written as

Ucontrol ¼ KPUerr þ KI

ð
Uerr (13)

where KP is the proportional gain, KI the integration
gain, and Uerr represents the difference between the
reference and the measured signals of the cylinder
forces of the reel. The servo valve is modelled using
a second-order dynamic model, which can be
described using transfer function G(s) as

G(s) ¼
v2

n

s2 þ 2zvns þ v2
n

(14)

where vn is the natural frequency and z the damping.
These coefficients can be defined using the Bode-
diagram given to the modelled valve as

vn ¼
1

t2
, t1 ¼

t2

jGjv�908

, z ¼
t1

2t2

where a 2908 phase lag point is used to define vn and
magnitude ratio jGjv�908

, t1 and t2 are time constants
[23]. The hydraulic servo control system of the nip
load is described in Fig. 5.

4 SIMULATED FAULTS AND RESULTS

In the following section, three abnormal operation
conditions of the reel are simulated. The simulation
model introduced in the previous section is used in
the analysis of the following fault conditions during
the working sequence:

(a) excessive friction on the rails;
(b) leakage in the servo valve;
(c) noise in the force sensor signal.

In all simulated scenarios, the cylinder reference force
is set to produce a nip load of 4000 N/m, while the
web speed is kept constant. In the reel, it is assumed
that the thickness of the paper layer on the reel is
1 m. The friction forces on the rails are defined in
equation (5) accounting for both sliding and stiction
effects. The numerical value 0.013 is used in the slid-
ing area and value 0.015 is used in the stiction area.
Using these parameters, the model can be tuned in
such a way that the force resulting from the hydraulic
servo control system and the material-dependent
contact model imitate the working conditions of the
real reel. It is important to note that this study is
focused on finding the relations between the model
state variables and the measurements in fault situ-
ations. Results of abnormal conditions are compared
with the results from the normal condition. Simulated
results are shown without exact numerical values in
order to protect the design of the reel.

4.1 Case 1: excessive friction on the rails

In the first example, the excessive friction is imposed
on the rails of carriage A, shown in Fig. 1. In this
example, the static and dynamic friction coefficients
are increased from 0.015 to 0.06 and from 0.013 to
0.058, respectively. Owing to the force control, the
friction causes an increase in nip load at side A of
the reel. This can be observed as the error in the
position of the carriages as depicted in Fig. 6.

When the paper roll is completed, the secondary
carriages transfer the parent reel to storage position.
During the transfer sequence, the excessive friction
can be perceived from the force sensors of the
hydraulic actuators or the pressures of cylinder
chambers as shown in Fig. 7.

4.2 Case 2: leak in the servo valve

In the second fault example, the leak in the servo
valve is studied. The leakage is modelled as an
increase of relative leaking from the pressure port
to port A of the valve (see Fig. 5). The leaking of the
valve is cumbersome to observe without the use of
flow sensors. In this example, noticeable changes
can be observed in the pressures in cylinder

Fig. 5 The principle of the hydraulic circuit used to

control the nip load.
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chambers, the spool displacement of the servo valve,
and the control voltage. Figure 8 shows the difference
between pressures and control voltages in the case of
leaking and in normal operation conditions. On the
basis of the simulations of this fault, the pressure in
chamber A of cylinder A decreases when relative
leaking is decreased as can be seen in Fig. 8. If rela-
tive leaking is increased, the force servo did not
manage to achieve the desired force.

4.3 Case 3: noise signal in the force sensor

In this example, a noise signal in the force sensor is
studied. When a random noise signal is added to
the force sensor in the cylinder of carriage A, the
effect of the signal can be seen as superimposed
vibration in the system as shown in Fig. 9. Another
effect is the raise of the pressure in the hydraulic
system which is shown in Fig. 9, by depicting a
pressure in chamber A of the cylinder at side

A. This pressure raise is caused by the effort of the
control system to achieve the reference value
because an increased need of reaction to varying
measurement signals increases the pressure.

4.4 Discussion about the results

Three faulty situations are studied in order to show
how the faults can be indicated with different state
variables. Using a multi-body simulation model,
the faults that have an effect on the quality of the
paper roll can be isolated. Accordingly, a multi-
body simulation model can be used in the design of
a fault diagnosis system to define the necessary
measurements. In the case of the reel, special atten-
tion must be paid to the effect of faults on the nip
load. A varying distribution of the nip load may be
harmful because the radius of the paper roll will be
different at the ends of the roll. Consequently, the
internal roll stress distribution of the parent reel is

Fig. 6 Position of carriages when excessive friction is applied to the rails of carriage A

Fig. 7 The force of cylinder A and the pressure of cylinder A in chamber A when excessive friction

is applied to the rails of carriage A during the transfer to the storage position
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not uniformly distributed, which leads to problems
in roll quality. In Fig. 10, the nip forces are depicted
in simulated normal and three faulty conditions,
where the figure on the right is a close-up of the
lower curves of the figure on the left.

Despite the faults, the force control manages to
achieve its reference value with acceptable accuracy.
However, in the case of excessive friction, nip force is
not equally distributed as a result of which the paper
quality is decreased. As can be seen from Fig. 10,
excessive friction on the rails causes the raise of the
nip contact force at the side of the reel where friction
is applied. The noise signal in the force sensor can be
detected as a varying nip load, which may cause
changes in the hardness of the paper roll and also
non-uniform stress inside the roll. The simulated
leaking in the servo control valve does not affect
the nip load directly. However, in the case of exces-
sive leaking, a failure in operation occurs. This can

be detected before the final failure from the pressure
in the cylinder chamber, as depicted in Fig. 8.

5 CONCLUSIONS

In this study, a multi-body simulation approach was
used to study faults of the reel. A brief description of
modelling methods of the reel was introduced in the
study. The introduced simulation model was used to
study three faulty operation conditions.

Typically, model-based condition monitoring
relies on the mathematical system model that is
constructed using measurements and applying
signal-processing techniques. Using a standard-like
physical modelling approach such as multi-body
system dynamics, the functionality of the complete
machine system, including actuators and control
systems, can be used as a basis for condition

Fig. 8 The pressure difference in cylinder chamber A and the voltage difference in the control of

the servo valve when the leak in the servo valve at side A is considered

Fig. 9 Force difference of the cylinder A and pressure difference in cylinder chamber A when a

noise signal is added to the force sensor signal of the cylinder
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monitoring. In the multi-body approach, the model-
ling of a machine can be accomplished in a systema-
tic manner. Usually, the models used in condition
monitoring and fault detection are linearized. In
the simulation approach used in this study, non-
linearities are taken into account while the func-
tionality of a complete machine is considered.
Accordingly, frictions, contacts, and different kinds
of actuators can be accounted and used in the con-
dition monitoring and fault detection. Using multi-
body simulation in condition monitoring and fault
diagnosis, it is possible to get information from the
system with a simple sensor configuration. On the
other hand, variables that cannot be measured can
be defined by utilizing the simulation model. With
the simulation model, the relationships between
model state variables can be obtained and the fail-
ures in the system can be recognized without the
need for additional sensors. In the design of a fault
detection system, this knowledge can be used to
observe the measurable variables that indicate a
faulty situation. If there is a lack of measurements
in faulty situations, the faulty situations can be
reconstructed using a simulation model of the
system. The model can also be utilized in the training
of expert systems for fault detection.

Generally, when the multi-body approach is used,
the simulation model can be integrated into the real
operating environment. This method can be utilized
to develop and test the fault diagnosis systems and to
help understand the physical characteristics of the
faulty situations. Furthermore, sensitivity to par-
ameter changes of the modelled machine can be
studied. The simulation results introduced in this
study showed the applicability of the multi-body
approach to fault diagnosis. Faulty behaviour can
be detected even if it does not harmfully affect the

functionality of the reel as in the case of leaking in
the valve.

Because a large amount of information resulted
from the simulations must be analysed, some classi-
fication methods should be used to identify faults.
Moreover, some parts of the model, which are
cumbersome to define using the modelling tools
available, can be replaced by data generated from
the measurements of the real system. These are
research topics for future studies.
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APPENDIX

Notation

a semicontact width of the nip contact
Be effective bulk modulus

ca
max maximum damping coefficient

C vector of kinematic constraint equations
Cq constraint Jacobian matrix
d diameter of the paper roll
d� relative curvature of cylinders
d0 initial diameter of the paper roll
d1 diameter of the reel drum
da

max penetration depth when the maximum
damping coefficient is achieved

e positive real variable that specifies the
exponent of the force deformation
characteristic

E Young’s modulus
E� effective modulus of elasticity
f function of friction coefficient
Fc nip contact force
Ff vector of friction forces
Fn vector of joint constraint forces
G(s) transfer function of valve
jGjv�908

magnitude ratio when –908 phase lag
point is used

ka stiffness coefficient
KI integration gain
KP proportional gain
M mass matrix
Ni number of input flow rates
No number of output flow rates
p pressure in the volume
q vector of generalized coordinates
Qin input flow rate
Qout output flow rate
Qe vector of generalized forces
Qv vector of quadratic velocity inertia terms
R matrix that defines direction of friction

force in the joint
t time
Ucontrol input control signal
Uerr difference between the reference and

the measured signals
v web speed
V volume
x distance between centres of paper roll

and reel drum

d penetration depth of rolling cylinders
D constant used to define contact force
z damping coefficient of the servo valve
l vector of Lagrange multipliers
n Poisson’s ratio of the paper roll
t average web thickness of the paper roll
t1, t2 time constants
vn natural frequency of the servo valve
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Abstract: Real-time simulators have become more popular in the field of user training. This is
due to the possibility to give basic training and knowledge of machines and their operation
environment to the operator even when the machine is not actually present. The use of simu-
lators instead of actual machines has several advantages. First of all, the available machine
capacity is not tied to training and can be used in productive work. Secondly, using a simulator
helps to avoid accidents that may occur using real machines. Using a simulator also enables
different environmental aspects, such as lighting conditions, fog, wind, and so on, to be taken
into account in the training of all operators alike. Real-time training simulators are complicated
machine systems, which consist of a user interface, an I/O-system, a real-time simulation model
describing the dynamics of the machine in question and its connections to the environment, a
visualization of the operational environment, and a possible motion platform. The user interface
is usually taken directly from the simulated machine. Consequently, the user has the possibility
to become familiar with the operating interface in an early phase of training.

In this article, the development of a gantry crane operator-training simulator, including all the
earlier mentioned components, is presented. The aim of this article is to present an example of
methods used in the development of the separate areas of a training simulator.

Keywords: gantry crane, real-time simulation, user training, motion platform, dynamic
modelling

1 INTRODUCTION

Gantry cranes are used in a harbour environment to
move containers between the pier and the ships. The
crane (Fig. 1) consists of three main parts that move
in relation to the pier and each other: the gantry
moves along the rails in the direction of the pier
and the trolley moves along the rails attached to
the gantry perpendicular to the pier. The spreader,
used to grab the containers, is attached to the trolley
via cables and carries out the hoisting movement by
winding and unwinding the cables.

Traditionally, gantry crane operators are trained
while operating actual cranes with real cargo in

harbours. This might cause dangerous situations,
decrease work efficiency, and even become very
expensive if mistakes occur. Utilization of a real-
time simulator in an earlier phase of training enables
the safe and controlled learning of the basic skills
required in operating the crane. In a virtual environ-
ment, it is safe and possible to produce and practice
the crane operations in conditions and situations
that might be rare or not normally be possible at all.

While using the simulator, the operator sees the
container moving in a virtual world. The virtual
world combined with the motion platform, which
creates movement effects, gives the operator real
world-like feedback. The surrounding sounds give
the final touch to the simulator environment. Besides
the visual feedback, the feedback from the motion
platform is very important in operator training. If
the operator does not feel the accelerations of the
machine system caused by control manoeuvres, the
training may cause operating behaviour that is too
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fast and harsh as swift operation movements seem
not to cause any physical feedback. When motion
platform feedback is added, the operating behaviour
becomes smoother, because discontinuous control
signals usually cause accelerations unpleasant to
operator.

Basically real-time simulators consist of a user
interface, an I/O-system, a real-time simulation
model describing the dynamics of the machine in
question, a visualization of the environment, and a
possible motion platform producing acceleration
effects for the operator. Figure 2 presents the com-
ponents required to build a real-time training
simulator.

Control signals given by the operator are trans-
ferred via the I/O-interface into the dynamic simu-
lation model. In simulation models, signals can be
treated in several different ways. Simple binary on/
off-signals can be used to launch operation cycles
such as opening or closing the container locking.
Analogue signals can be used to give reference
values for more complicated functions. The

rotational velocity reference of an electric drive is
a good example of the use of analogue signals.
During the study, it became clear that the most
natural way to treat analogue control signals is to
use them as a reference for the calculation of external
forces acting in the system. This way, control signals
seldom cause discontinuities, as the change in force
causes change in system accelerations, which are
integrated twice to solve the position information
of the system.

The position information of separate parts is trans-
ferred into the visualization system, where the virtual
world is drawn. In this case, also the surrounding
sound is controlled by the dynamic model. Sounds
related to different events, such as collisions, the
use of motors, and so on, are played on the basis of
event information gathered from the simulation
model. The information of accelerations affecting
the operator is used in calculating reference values
for the motion platform. An inverse kinematic
model of the motion platform is required to map
the operator’s acceleration information from the
global coordinates to actuator positions and
velocities.

A control system is used to calculate the required
reference values for the hydraulic cylinders that are
used as actuators in the motion platform. The control
method is based on the position and velocity infor-
mation of the actuators. The information is calcu-
lated in the motion platform’s inverse kinematic
model. Control signals for valves are calculated
using this information and the measured position
values of the actuators. The control signals are then
transferred into regel valves as voltage signals via
the same I/O-interface as used in the measurement
of the actuator positions.

Because the simulator was intended for operator-
training purposes and might be operated by training
personnel without programming level computer
skills, the use of commercial software was required.
Commercial real-time environments are tested in
several applications and besides reliability, they
offer user interfaces that enable the modification of
operating parameters during simulation. The real-
time environment must also offer the possibility
to communicate with the real world, i.e. an I/O-
interface as well as an interface for visualization.
Commercial real-time systems usually also offer an
interface for graphical model development envi-
ronments, which allow the dynamic model to be
constructed combining block diagrams of basic
mathematical operations and C-language functions
for special purposes. These development environ-
ments also enable the use of tested numerical
solution algorithms, which is very important in
order to achieve a numerically stable real-time
solution.

Fig. 1 Side view of a gantry crane

Fig. 2 Components of a real-time training simulator

system
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2 SIMULATION MODEL

The dynamic model of the crane consists of several
submodels. These submodels include the dynamic
models of the parts of the crane, a model detecting
collisions of the container and computing contact
forces, an environment model describing collision
planes, and electric motor models producing
forces, which move separate parts. The contact
forces caused by the spreader guide arms are also
included in order to model the fastening of the
container to the spreader more realistically. As the
dynamic model itself is modelled using Lagrange’s
method, it can be very easily divided into several
subcomponents that can be modelled separately.
This modular division makes it easier to develop,
administer, and test the correct operation of the
required mathematical functions. Modularity also
enables easier expansion of the model, if more pro-
perties or operations are required.

2.1 Dynamic model of the gantry crane

The gantry crane is divided into three rigid moving
bodies, the gantry, the trolley, and the spreader,
used to carry containers. The gantry moves along
the rails in the direction of the pier, so it has one
degree of freedom (DOF). The trolley moves along
the rails attached to the gantry perpendicular to the
pier, so it basically has one DOF. Nevertheless,
owing to the structural flexibility of the gantry, the
operator senses vertical accelerations while hoisting
or lowering the container, therefore another DOF is
required to model this direction of motion. The
spreader is attached to the trolley via cables and
has all six DOFs. The bodies of the dynamic model
of the gantry crane and the coordinate systems
attached to the bodies are presented in Fig. 3.

The model has a total of nine DOFs. Owing to pos-
sible singularities during numerical solutions, a more

stable behaviour can be achieved using more than
three rotational coordinates. In this case, four Euler
parameters were selected. As the four parameters
increase the DOFs, normalization constraint of
the coordinates is required [1–4]. The generalized
coordinates q that fully describe the DOFs of the
system can be expressed as

q¼½Zg Xt Yt Xc Yc Zc u0c u1c u2c u3c�
T
¼½RTuT�

T (1)

where

R¼ ½Zg Xt Yt Xc Yc Zc�
T and u¼ ½u0c u1c u2c u3c�

T

(2)

The normalization constraint equation of the Euler
parameters is

C(q)¼ uTu� 1¼ 0 (3)

Using Lagrange’s method, it is possible to model the
connecting joints between separate bodies by using
constraint equations that describe joints between
bodies. However, the use of constraint equations
increases the size of matrices to be computed and
thereby decreases computational efficiency, which
is a very important aspect. Therefore, the rail contact
between the gantry and the pier is implemented by
giving the gantry just one DOF, which is in the direc-
tion of the rail. Similarly, the translational joint
between the gantry and the trolley is implemented
by giving the trolley only one DOF in the direction
of the joint. The second, vertical DOF is used to
model the structural flexibility of the gantry.

The solution of dynamics is based on Lagrange’s
equation of motion including constraints

M€qþ CT
ql ¼ Qe þ Qv (4)

which can be presented in numerically solvable form

M CT
q

Cq 0

� �
€q
l

� �
¼

Qe þ Qv

Qc

� �
(5)

Fig. 3 Coordinate systems of the dynamic model of the gantry crane
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where M is the mass matrix, Cq the Jacobean matrix
of constraint equations, €q the vector of generalized
coordinate accelerations, l the vector of Lagrange
multipliers, Qe the vector of generalized forces, Qv

the quadratic inertia force vector, and Qc the vector
that includes the second differentials of constraints.
As can be seen, this form of equation provides a
natural way to divide the solution into subcompo-
nents, each of which includes one term of equation
(5). A more detailed description of the components
of equation (5) can be found from references, for
example [1–4].

In the case of the gantry crane simulator, the most
interesting component of equation (5) is the vector of
generalized forces and more accurately, the external
forces that are mapped to generalized forces. Gener-
alized forces are external forces that affect the gener-
alized coordinates of the system. However, forces
usually do not affect the origin point of the local
coordinate system of a body. Therefore, a transfer
from the force attachment point to the origin of the
local coordinate system is required [3]

FiR ¼ Fie

Fiw ¼ � ~uT
iPFie

(6)

where Fie is an external force acting in point P of body
i, defined in the global coordinate system. The
location of point P is defined in the global coordinate
system by vector uiP. FiR and Fiw are forces and
moments related to translational and rotational
coordinates. As shown in equation (6), this mapping
causes moment effect on the rotational coordinates
of the body. As rotations are described using Euler
parameters, a mapping from the three-dimensional
space of global rotations to the four-dimensional
space of Euler parameters is required

Fiu ¼ GT
i Fiw (7)

where matrix Gi is a mapping from Euler parameter
velocities to global rotational velocities

vi ¼ Gi
_ui (8)

and Gi is

Gi ¼ 2
�ui1 ui0 �ui3 ui2

�ui2 ui3 ui0 �ui1

�ui3 �ui2 ui1 ui0

2
4

3
5 (9)

Generalized forces can now be expressed as

Qie ¼
Pnf

j¼1

FT
ijR

Pnf

j¼1

FT
iju

� �T

(10)

where nf is the number of external forces acting in
body i.

The interconnection between separate bodies can
be expressed using external forces. The vertical con-
nection between the gantry and the trolley can be
implemented by using a spring force that depends
on the relative vertical position between trolley and
gantry. Control signals given by the operator are
used as reference signals for electric drives. On the
basis of the signal value and current velocity of a
drive, the value is calculated for an external force
affecting the body to which the drive is. Similarly,
gravity, rope forces, wind load forces, and collision
forces affecting the container can be taken into
account. The main work in constructing a dynamic
model is to form equations and furthermore numeri-
cal functions that can be used to define these forces.

2.2 Collision detection and contact modelling

Handling contacts between objects while avoiding
the interpenetration of two bodies is one of the
most important requirements of a realistic simu-
lation. Normally, two different types of contacts can
be considered. When two bodies move towards
each other at a certain velocity and at some point
come into contact with each other, there is collid-
ing contact. Another form of contact is called resting
contact. This is the case when the bodies are resting
on one another at some point. Interpenetration of
the bodies can be prevented by using contact
forces acting in the contact point. These forces can
only push the objects apart, not pull them.

Traditionally, there are three categories for the
methods of modelling contacts: the analytical [5],
the penalty [6], and the impulse methods [7]. In
this study, contacts are modelled using the penalty
method for interpenetration. The contact point can
be found by calculating distances between the
points and the surfaces of the colliding bodies.
Contact forces are obtained using a virtual spring–
damper element at the contact point. This is quite
a simple method, but the friction forces can also be
considered.

This method is not highly accurate but it serves its
purpose in this application. Because of real-time
application, it is important to use a computationally
efficient method. The method used does not allow
the exact specification of the moment of time of
collision and allows some interpenetration. The
computational algorithm of contact is quite simple.
Five collision planes are defined for each container
position. Every hard point position on the body is
checked for potential collision planes. If a collision
point is found, then the data of the collision are
written in the collision data structure. The collision
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data includes the penetration between the hard point
and the plane, the collision normal and tangent
vectors, the specification of the actual contact
point, and the relative velocity between the colliding
bodies [8].

Contact forces are solved using results obtained
from the collision detection algorithm. The direction
of the force at the contact point is perpendicular to
the contact plane. At the contact point, a virtual
spring–damper element is temporarily placed to
describe the contact force. Spring and damping
constants are defined on the basis of the elasticity
of the bodies. Friction forces are calculated using
the friction coefficient and the normal force affecting
the points of the body. The direction of the friction
force is opposite to the velocity of the tangent
contact front. When all forces caused by contact are
calculated, the resulting moments can be accounted
for. The algorithm used in handling contacts is
described in Fig. 4.

Generally, a plane can be defined using two unit
vectors u and v. The normal vector of the plane is a
cross-product of these vectors

n ¼ u� v (11)

Distance between a point on the body Pb and any
point on the plane Ppl is

D ¼ uPb
� uPpl

(12)

The closest distance between the point and the
plane is

d ¼ DTn (13)

The relative velocity between two contact points is

vrel ¼ vb þ Ab ~vbuPb
� vpl � Apl ~vpluPpl

(14)

where vb and vpl are velocities of body b and plane pl,
Ab and Apl are transformation matrices, and ~vb and
~vpl are skew-symmetric matrices of angular velo-
cities. Velocity in the direction of the normal of the
collision plane can be written as

vrn ¼ vT
reln (15)

To obtain the direction of the friction force, the
tangent vector of the relative velocity on the plane
must be described as

t ¼ (n� vrel)� n (16)

Normalization results

tnorm ¼
t

jtj
(17)

In the case of collision, the contact force affecting the
colliding bodies in the normal direction of the plane
can be written as a spring–damper element

Fn ¼ �(kd þ cvrn)n (18)

where k and c are spring and damping coefficients,
respectively. Friction forces are calculated in colli-
sion tangent plane as

Fm ¼ mFnt (19)

where m is the friction coefficient. The total contact
force at one contact point is now

Fcont ¼ Fn þ Fm (20)

2.3 Electric drive modelling

The gantry, the trolley, and the container can be
moved in the directions of their DOFs using transfer
forces produced by electric drives. The transfer force,
FTm, is calculated on the basis of the driving torque,
the total reduction ratio, and power transfer coeffi-
cient of transfer motor m. There are four motors in
the gantry, the trolley is operated using four motors
and the hoisting movement is implemented by
using another four motors. In the simulation
model, the forces affecting the gantry and the trolley
are simply calculated by multiplying the transfer
force of one motor by four. This is due to the fact
that these motors should have the same angular
velocity, based on the structure of the crane. Each

Fig. 4 Algorithms used in the computation of collision

detection and contact forces
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motor is described as a function of the torque of
the motor and the angular velocity. The driving
torque output depends on the difference between
the required and achieved angular velocities. The
bigger this difference, the more the torque is used
to decrease it. The transfer force of a motor m can
be defined as

FTm ¼
Tm

itotm

hm � cmvm, m ¼ 1, . . . , 6 (21)

where Tm is the driving torque of the motor, itotm the
total reduction ratio, hm the coefficient of the drive-
line which includes electric and driveline losses and
frictions of the motor and driveline, cm the damping
coefficient, and vm the angular velocity of the motor.
The driving torque of the motor, Tm, can be written
as

Tm ¼ min (Tm(vm), Trefm) (22)

where Tm(vm) is the driving torque of the motor as
a function of the motor’s angular velocity and Trefm

is the driving torque based on the difference between
the required and actual angular velocities

_T refm ¼
Km(vrefm � vm)� Trefm

tm
(23)

where Km is the amplification coefficient, vrefm the
required angular velocity of the motor, vm the exist-
ing angular velocity, and tm the time constant.
The value for the amplification coefficient Km can
be described using the graph of the torque of the
motor. The value for the time constant tm is found
out by trying different values until the performance
of the motor is fast enough.

2.4 Spreader guide arm modelling

Spreader guide arms, Fig. 5, are used to ease the
fastening of the container onto the spreader. Because

of the structure of the locking mechanism, the
spreader must be positioned within the accuracy of
centimetres into the correct position above the
container, before the actual locking procedure is
enabled. The spreader is a long distance from the
operator and attached to ropes, which might cause
serious problems and slow down the work. When
spreader guide arms are in the reach of the container,
they are lowered and used to restrict the movement
of the spreader.

In this case, the spreader has six guide arms, posi-
tioned as shown in Fig. 6. The control of the arms is
carried out so that arms one and two are operated
simultaneously, arms three and four are separately
operated simultaneously, and arms five and six
separately. The upward positioning of all arms is
operated simultaneously.

The guide arm actuation is modelled by the driving
torque that affects the rotational acceleration of
arm a

_ua ¼
Ttota

Ja
, a ¼ 1, . . . , 6 (24)

where Ja is the inertia of the arm and Ttota is the total
driving torque affecting the arm. The total driving
torque consists of the torque of the motor operating
the guide arm and the torque caused by contact to
the container or to the stop bar in both extreme
positions

Ttota ¼ Ta � Tca (25)

The driving torque of the motor can be expressed as

Ta ¼ Ka(urefa � ua)� ca
_ua (26)

where Ka is the amplification coefficient of the motor
driving arm a, ca the damping coefficient, and urefa

the reference value for the guide arm angle. The
reference value for the guide arm angle is either
p/2 or 2p/2 depending on the desired position,
up- or downwards. The contact torque related to
the extreme positions is

Tca ¼ kca(ua þ urefa) (27)

Fig. 5 Spreader guide arms Fig. 6 Spreader guide arm positioning
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This torque is calculated only if the arm is in contact
with the stop bar. In the case of contact with the
container, the contact torque is

Tca ¼ kca(ua � aa) (28)

where aa is the contact angle of the guide arm, pre-
sented in Fig. 7. The coordinate axis Wa is either
the X- or Z-axis of the arm joint coordinate, depend-
ing on the possible contact direction of the arm.
The external force affecting the spreader because of
contact to the container is

Farms ¼ FX FY FZ

� �T
¼ F1 þ F2 þ F3 þ F4 0 F5 þ F6

� �T
(29)

where the contact force Fa of each arm depends on
the contact torque Tca and the contact length of the
arm lca

Fa ¼
Tca

lca
(30)

2.5 Implementation and numerical solution

Owing to the demand of commercial software and
hardware environments, the selection of imple-
mentation environments was restricted to available
real-time systems. Interfaces with modelling envi-
ronments, as well as visualization capabilities, were
considered during the selection. After a suitability
analysis, the RT-LAB system made by Opal-RT was
selected. The main reasons were the possibility to
increase computing power by updating standard
PC-hardware and interfaces with Matlab/Simulink
and WorldUp-visualization software. The possibility

to use Matlab/Simulink also offered an interface to
the I/O-system.

The use of Simulink software enables the graphic
modelling of the system, using standard blocks
from the Simulink library. More complicated sub-
models can be written in ANSI-C and linked to
the model. Matlab Real-Time Workshop enables
the translation of the combined Simulink and
C-language model into C-code for the RT-LAB
simulation. In the solution of the equation of
motion, equation (5), a fourth order Runge–Kutta
solver was used with a time step of 0.005 s.

To ensure the numerical stability of the solution,
a constraint stabilization method was used. As there
is only one constraint, there should be no problems.
However, to make sure, Baumgarte’s stabilization
method [9] was used. Baumgarte’s stabilization was
chosen, because it is computationally efficient, easy
to implement, and works quite well, except near
kinematic singularities [10]. However, the selection
of suitable coefficients required in the algorithm
may cause problems [11]. The coefficients required
in the stabilization algorithm were selected on the
basis of reference [11].

3 EVALUATION OF MODEL

To ensure the correct functionality of the real-time
simulation model, the simulation results of the
real-time model were compared with the results
of off-line simulation results computed using com-
mercial mechanism dynamic simulation program
ADAMS. Figures 8 to 10 present comparison of
trolley X-coordinate, container Y-coordinate, and
container Z-coordinate, respectively. The test
work cycle of off-line simulation is controlled
using the control signal recorded from real-time
simulation work cycle. As can be seen, there is a
small difference in every coordinate. This is due
to different numerical solution methods used in
real-time and off-line simulation. If there is no sol-
ution inside the preset error tolerance, the off-line
simulation tries new solution with smaller time
step, whereas this is not an option in real-time
simulation.

In the start-up of the system, there were a couple
of professional gantry crane operators testing the
systems. Because there were some unknown para-
meters, the expertise of the operators was used to
set the parameter values so that the feedback of the
system was correct. This is an important point as
the simulator is used in training purposes and thus
must give correct visual and acceleration feedback
to operator.

Fig. 7 Spreader guide arm contact variables
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4 IMPLEMENTATION ENVIRONMENT

As a real-time solution is required, the computer
environment should enable sufficient numerical
efficiency for the solution of the dynamic model.
Furthermore, the control of the I/O-interface and
the computation of control algorithms must be
done simultaneously. These are the most important
aspects related to the core of the simulator. Less
important aspects, in the viewpoint of the accuracy
of real-time functionality, are the control of the
simulation and simulation parameters, visualization,
and the control of the surrounding sound.

The visualization is carried out using WorldUp-
visualization software. To achieve a realistic result,
the virtual harbour environment is built using
photo material from an existing harbour, crane,
and ships as well as a few types of containers. The
required coordinate information of the bodies is
transferred from the target PC to the command
station via the Ethernet connection. In WorldUp,
the coordinate information required to position
bodies is connected to movable objects using
WorldUp BasicScript language. All the graphics
were modelled separately using three-dimensional
Studio Max software and then imported to the virtual

Fig. 8 Comparison of trolley X-coordinate

Fig. 9 Comparison of container Y-coordinate
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harbour. The use of separate programs during devel-
opment process is presented in Fig. 11.

As there is a natural division into two categories
of real-time performance, it is logical to divide
these tasks between two separate computers. This
is exactly how the simulator computer environment
is implemented. The basic idea of the RT-LAB real-
time simulation is to distribute computational simu-
lation tasks across a cluster of computers, Fig. 12.
The RT-LAB real-time system configuration used in
the study includes two PCs. One PC is equipped
with the Windows 2000 operating system and is
called the command station. The other computer,
the target PC, solves the dynamic model in real-
time. The target PC is working under the QNX
real-time operating system [12]. Because the timing
of I/O-functions is important, the I/O-interface is
connected to the target computer. Simulation is
controlled through a command station and the

trainer of the crane operator can control the simu-
lator and modify the simulation parameters during
the training using command station. The command
station also does the necessary computation for visu-
alization and surrounding sound. The communi-
cation between computers is established using
Ethernet. Some examples of different views inside
the virtual harbour are presented in Figs 13(c) and
(d). The view from the cockpit mounted on the
motion platform can be seen in Figs 13(a) and (b).

The physical simulator environment is in a venti-
lated room. The room is painted with non-reflective
colours so that the projected view can be seen
more clearly and the outside world fades from
sight. The view is projected obliquely forward to
the motion platform, as shown in Fig. 14. The projec-
tion is done using a mirror attached to the floor and
the operator sees the view on a transparent screen.
This enables the positioning of the projector so that
there will be no shadows caused by the structures
of the motion platform.

5 CONCLUSIONS

Real-time simulators have several advantages com-
pared with traditional operator training. The machine
capacity is not tied to training and can be used in
productive work. The use of simulators enables train-
ing for situations that can cause severe damage to the
operator or environment. These are the most import-
ant situations for which the operator should be
trained. However, they cannot be included in tra-
ditional training procedures. Simulators also guaran-
tee similar training conditions for all trainees and

Fig. 10 Comparison of container Z-coordinate

Fig. 11 Programs used during development
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enable a great variety of environmental conditions to
be taken into account.

Real-time training simulators consist of several
separate components and require technical

knowledge of several fields. Besides computer skills,
the simulator development group must have good
skills in machine dynamics, hydraulics, control theory,
visualization, machine automation, and so on.

Fig. 12 Gantry crane simulator computer configuration

Fig. 13 (a and b) View from simulator cockpit and (c and d) some details of virtual harbour
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One main problem in simulator development is
the interfaces between these fields. For example, as
simple a thing as coordinate systems or units can
cause serious problems if they are not specified in
an early enough phase of the project. The exact defi-
nitions require that the positions of the coordinate
systems, the positive rotation directions as well as
the units used, and the architecture of data trans-
ferred from one entity to another are specified. Inter-
faces should also be defined in a way that enables
their expansion, for example, if parts or DOFs are
increased, which affects the amount of motion data.

The correct user feedback from the motion
platform depends greatly on the tuning of the con-
troller parameters. This must be done using test
operators that have a strong background on operat-
ing the machine in question. It is possible to tune
the controllers on a way that makes the motions
feel very unrealistic and the accelerations easily
become very much rapid. To ensure the correct
acceleration rates, it is necessary to build accurate
inverse kinematic models of the motion platform.
These models must also include the solution of
inverse accelerations or velocities to be used in the
closed control loop of the motion platform.

In more complicated simulators that have more
DOFs, a more general and computationally efficient
modelling method is required. Rotational DOFs can
be easily omitted if bodies only move translationally
relative to each other. If rotational movement is
required, all six DOFs must be considered. Using
recursive modelling methods that take system top-
ology into account, more efficient and general
modelling procedures, especially for open chain
structures, can be achieved [13–15].

As a result of this project, a functional real-time
gantry crane simulator for crane operator training
was built. Time will tell how much it will help in

operator education. Reports from other simulator
training sites inform that operators trained with
simulators can work at nearly normal loading speed
after training, whereas operators trained with con-
ventional methods may need several years before
they are able to work at normal loading speed.
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APPENDIX

Notation

Ai transformation matrix of body i
c damping coefficient
ca damping coefficient of guide arm a motor
cm damping coefficient of motor m
C constraint equation
Cq constraint Jacobian matrix
d closest distance between point and plane
D distance between two points
FTm transfer force of a motor
FX force in global X-direction
FY force in global Y-direction
FZ force in global Z-direction
Farms guide arm force vector affecting to spreader
Fcont total contact force
Fie external force acting in body i
FiR translational generalized force acting in

body i
Fiw rotational generalized force acting in body i
Fiu rotational generalized force related to Euler

parameters acting in body i
Fn contact force in normal direction
Fm friction force
Gi rotational velocity mapping matrix of

body i
itotm total reduction ratio of motor m
Ja inertia of guide arm a
k spring constant
kca spring constant of guide arm a contact
Ka amplification coefficient of guide arm a

motor
Km amplification coefficient of motor m
lca contact length of guide arm a
m number of motors
M mass matrix

n normal vector of a plane
PP position of point P
R vector of translational coordinates
q vector of generalized coordinates
Qc vector of second differentials of

constraints
Qe vector of generalized forces
Qv vector of quadratic velocity inertia terms
t tangent vector
tnorm normalized tangent vector
Ta driving torque of guide arm a
Tca contact torque of guide arm a
Tm driving torque of motor m
Trefm reference torque of motor m
Ttota total driving torque of guide arm a
u unit vector
uiP location of point P in global coordinate

system of body i
v unit vector
vP velocity of point P
vrel relative velocity of two points
vrn velocity in the direction of collision plane
Xc container X-coordinate
Xt trolley X-coordinate
Yt trolley Y-coordinate
Yc container Y-coordinate
Zc container Z-coordinate
Zg gantry Z-coordinate

aa contact angle of guide arm a
l vector of Lagrange multipliers
hm coefficient of driveline m
u vector of Euler parameters
u0c container Euler parameter
u1c container Euler parameter
u2c container Euler parameter
u3c container Euler parameter
ua angle of guide arm a
urefa reference angle of guide arm a
tm time constant of motor m
vm angular velocity of motor m
vi angular velocity vector of body
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