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The maximum realizable power throughput of power electronic converters may be limited or constrained by technical or economical considerations. One solution to this problem is to connect several power converter units in parallel. The parallel connection can be used to increase the current carrying capacity of the overall system beyond the ratings of individual power converter units. Thus, it is possible to use several lower-power converter units, produced in large quantities, as building blocks to construct high-power converters in a modular manner. High-power converters realized by using parallel connection are needed for example in multimegawatt wind power generation systems. Parallel connection of power converter units is also required in emerging applications such as photovoltaic and fuel cell power conversion.

The parallel operation of power converter units is not, however, problem free. This is because parallel-operating units are subject to overcurrent stresses, which are caused by unequal load current sharing or currents that flow between the units. Commonly, the term ‘circulating current’ is used to describe both the unequal load current sharing and the currents flowing between the units. Circulating currents, again, are caused by component tolerances and asynchronous operation of the parallel units. Parallel-operating units are also subject to stresses caused by unequal thermal stress distribution. Both of these problems can, nevertheless, be handled with a proper circulating current control.

To design an effective circulating current control system, we need information about circulating current dynamics. The dynamics of the circulating currents can be investigated by developing appropriate mathematical models. In this dissertation, circulating current models are developed
for two different types of parallel two-level three-phase inverter configurations. The models, which are developed for an arbitrary number of parallel units, provide a framework for analyzing circulating current generation mechanisms and developing circulating current control systems.

In addition to developing circulating current models, modulation of parallel inverters is considered. It is illustrated that depending on the parallel inverter configuration and the modulation method applied, common-mode circulating currents may be excited as a consequence of the differential-mode circulating current control. To prevent the common-mode circulating currents that are caused by the modulation, a dual modulator method is introduced. The dual modulator basically consists of two independently operating modulators, the outputs of which eventually constitute the switching commands of the inverter. The two independently operating modulators are referred to as primary and secondary modulators.

In its intended usage, the same voltage vector is fed to the primary modulators of each parallel unit, and the inputs of the secondary modulators are obtained from the circulating current controllers. To ensure that voltage commands obtained from the circulating current controllers are realizable, it must be guaranteed that the inverter is not driven into saturation by the primary modulator. The inverter saturation can be prevented by limiting the inputs of the primary and secondary modulators. Because of this, also a limitation algorithm is proposed. The operation of both the proposed dual modulator and the limitation algorithm is verified experimentally.
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Nomenclature

Subscripts
0 zero axis component
1, 2, ... n index of parallel unit
abc vector or matrix containing abc coordinate quantities
a, b, c abc coordinate quantity
α real axis quantity in the stationary αβ reference frame
αβ vector or matrix containing stationary αβ reference frame quantities
αβ0 vector or matrix containing αβ0 coordinate quantities
β imaginary axis quantity in the stationary αβ reference frame
dq vector or matrix containing rotating dq reference frame quantities
dq0 vector or matrix containing dq0 coordinate quantities
dc direct voltage link
max maximum
n nominal
ref reference
sw switching frequency or switching period
d direct axis quantity in the rotating dq reference frame
q quadrature axis quantity in the rotating dq reference frame

Superscripts
+ positive direct voltage bus
− negative direct voltage bus
cc circulating current
com common direct voltage source
l limited variable
n negative phase current
positive phase current

\( r \) denotes that the space vector is expressed in the rotating reference frame

\( \text{sep} \) separate direct voltage sources

\( s \) denotes that the space vector is expressed in the stationary reference frame

**Other Symbols**

\( I \) identity matrix

\( A \) state-space model state matrix

\( B \) state-space model input matrix

\( C \) state-space model output matrix

\( D \) state-space model feedforward matrix

\( u \) state-space model input vector

\( x \) state-space model state vector

\( y \) state-space model output vector

\( D \) anti-parallel diode

\( T \) switching device

\( C \) capacitance

\( d \) duty cycle

\( i \) instantaneous current

\( L \) inductance

\( R \) resistance

\( t \) time

\( u \) instantaneous voltage

**Acronyms**

\( \text{ac} \) alternating current

\( \text{dc} \) direct current

\( \text{FC} \) fuel cell

\( \text{FPGA} \) field programmable gate array

\( \text{IGBT} \) insulated gate bipolar transistor

\( \text{KCL} \) Kirchhoff’s current law
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>KVL</td>
<td>Kirchhoff’s voltage law</td>
</tr>
<tr>
<td>LTI</td>
<td>linear time-invariant</td>
</tr>
<tr>
<td>PC</td>
<td>personal computer</td>
</tr>
<tr>
<td>PV</td>
<td>photovoltaic</td>
</tr>
<tr>
<td>PWM</td>
<td>pulse width modulation</td>
</tr>
<tr>
<td>SPDT</td>
<td>single-pole double-throw</td>
</tr>
<tr>
<td>SPST</td>
<td>single-pole single-throw</td>
</tr>
<tr>
<td>SVD</td>
<td>singular value decomposition</td>
</tr>
<tr>
<td>SVM</td>
<td>space vector modulation</td>
</tr>
<tr>
<td>VSC</td>
<td>voltage source converter</td>
</tr>
<tr>
<td>VSI</td>
<td>voltage source inverter</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Modern power electronic converters are used to convert and control electrical energy in the wide range of milliwatts to gigawatts (Bose, 2009). Typical applications include for example battery chargers, heating and lighting control, active harmonic filters, high-voltage dc (HVDC) systems, photovoltaic (PV) and fuel cell (FC) power conversion, and motor drives. The wide area of motor drives includes applications in transportation, paper and textile mills, wind power generation systems, air-conditioning and heat pumps, rolling and cement mills, ship propulsion, and the like.

Power electronic converters perform the power conversion by means of power semiconductor devices. Although the power ratings of power semiconductor devices have increased considerably since the introduction of the first commercial power semiconductor device in the early 1960s (Wilson, 2000), the maximum realizable power throughput of power electronic converters may be limited or constrained by technical or economical considerations. In other words, even though there are power semiconductor devices available with the desired power ratings, their switching characteristics may not be sufficient, or vice versa. It is also possible that although there are devices available with the desired power ratings and switching characteristics, they are too expensive because they are not manufactured in large quantities (Luniewski and Jansen, 2007; Zorngiebel et al., 2009).

Power ratings can be increased beyond the ratings of individual power semiconductor devices with a series or parallel connection. The series connection can be used to increase the voltage blocking capability, while the parallel connection can be used to increase the current carrying capacity. Both the series and parallel connection methods can be basically divided into three different levels.

At the lowest level, power semiconductor devices are connected in series (Sasagawa et al., 2004) or in parallel (Azar et al., 2008). At the next level, power modules, which may incorporate series- or parallel-connected power semiconductor devices, are connected in series or in parallel (Bortis et al., 2008). At the highest level, complete power converter units which are constructed around the power modules are connected in series (Naumanen et al., 2009) or in parallel (Baumann and Kolar, 2007). Individual power converter units, again, may include several series- or parallel-connected power modules.

1.1 Motivation of the work

As discussed above, parallel connection of power converter units can be used to increase the current carrying capacity of the overall system beyond the ratings of individual power semiconductor devices. Parallel-operating power converters are, however, subject to overcurrent
stresses, which are caused by unequal load current sharing or currents that flow between the units. Commonly, the term 'circulating current' is used to describe both the unequal load current sharing and the currents flowing between the units (Pan and Liao, 2007, 2008). Circulating currents are caused by component tolerances and asynchronous operation of the parallel units (Cai et al., 2008).

Parallel-operating power converters are also subject to unequal thermal stress distribution (Joseph et al., 2004; Chen et al., 2006). Although the unequal thermal stress distribution might be caused by the circulating currents, in general, the equal load current sharing does not guarantee equal thermal stress distribution. However, the thermal stress distribution can be affected by controlling the load current sharing between the parallel units.

Several contributions have dealt with the circulating current modeling, analysis, and the control of parallel-operating multi-phase power converters (Ye et al., 2002; Shi and Venkataramanan, 2004; Mazumder, 2005; Chen, 2006; Fu et al., 2008; Neacsu et al., 2008). The majority of these contributions deal only with the parallel connection of two units, which is a special case. The number of applications that require parallel connection of several power converter units is, however, on the rise. These applications include for example photovoltaic and fuel cell power conversion systems (Chen and Smedley, 2008; Yu et al., 2008).

Although much work has been carried out to investigate circulating current dynamics of parallel multi-phase converters, very few contributions deal with the circulating current modeling and the analysis of an arbitrary number of parallel units. Such work would, however, lead into better understanding of circulating current behavior and provide a framework for designing circulating current controllers for any number of parallel-operating units.

1.2 Objective of the work

In this dissertation, parallel-operating voltage source frequency converters are studied. The voltage source frequency converter refers in this work to a converter comprised of line-side \(L\)-filters, a full-wave diode rectifier bridge, a direct voltage link capacitor, and a three-phase inverter bridge as illustrated in Fig. 1.1. In brief, the function of a frequency converter is to first convert the supplied alternating voltage into direct voltage and then convert the direct voltage into alternating voltage of desired frequency and amplitude.

The parallel frequency converter configurations studied in this dissertation are presented in Fig. 1.2. As we can see, we will consider parallel-operating frequency converters with separate and common direct voltage links. To be precise, we will concentrate on the parallel operation of three-phase inverter bridges. Moreover, even though the figures show only parallel connection of two units, we will consider parallel connection of an arbitrary number of units.

The principal objective of this work is to investigate the main differences between the considered parallel inverter configurations from the circulating point of view. The main objective is met by developing mathematical circulating current models for both of the studied configurations and for an arbitrary number of parallel-connected units. Although the developed models are basically used only to study circulating current generation mechanisms and to analyze differences between the studied configurations, they can also be used in designing circulating current controllers. The circulating current control design is, however, outside the scope of this dissertation.
1.2. Objective of the work

Fig. 1.1: Single voltage source frequency converter consisting of line-side $L$-filters, a full-wave diode rectifier bridge, a direct voltage link capacitor, and a three-phase inverter bridge.

Fig. 1.2: Parallel voltage source frequency converter configurations considered in this dissertation. The study concentrates on the parallel operation of the inverter bridges. The inductors added to the frequency converter outputs are current sharing inductors.
1.3 Outline of the thesis

The main contents of the rest of the chapters are summarized in the following:

Chapter 2 addresses small-signal modeling of two different parallel three-phase two-level voltage source inverter configurations. Small-signal models are developed for both of the studied configurations and for an arbitrary number of parallel units. Furthermore, an effort is made to describe the applied modeling techniques.

Chapter 3 deals with the circulating current modeling and analysis. The analysis is based on the circulating current models that are derived from the parallel inverter models developed in the previous chapter. The circulating current models are derived also for an arbitrary number of parallel units.

Chapter 4 first studies an application of the space-vector-based modulation methods in the control of parallel inverters. It is illustrated that the space-vector-based modulation methods may introduce low-frequency zero-sequence circulating currents depending on the applied parallel inverter configuration. The main contribution of this chapter is the introduction of a dual modulator method that can avoid the above-mentioned problem.

Chapter 5 introduces a limitation algorithm that was developed to be used together with the proposed dual modulator method.

Chapter 6 presents experimental results to verify the operation of the proposed dual modulator method and the limitation algorithm.

Chapter 7 concludes the dissertation. The main results are discussed and summarized, and suggestions for future work are made.

1.4 Scientific contributions and publications

The scientific contributions of this doctoral dissertation are:

- Development of parallel inverter models for two different parallel three-phase two-level voltage source inverter configurations in the case of \( n \) parallel units.
- Development of circulating current models for two different parallel three-phase voltage source inverter configurations in the case of \( n \) parallel units.
- Development of a model for estimating circulating currents caused by a blanking time required to prevent a short-circuit in the inverter phase leg, finite turn-on and turn-off times.
of switching devices, and forward voltage drops of switching devices and anti-parallel diodes.

- Development of a dual modulator method for parallel three-phase power converters to mitigate modulation-based circulating currents.
- Development of a limitation algorithm that can be used to combine the existing space vector limitation methods with the zero-sequence component limitation method.
- Experimental verification of both the proposed dual modulator method and the proposed limitation algorithm.

The author has published research results related to the subjects covered in this doctoral dissertation in the following publications:


T. Itkonen has been the primary author in publications P1–P4. The background research for publications P1–P4 was entirely carried out by T. Itkonen. Also the simulation studies, the results of which are presented in publications P1–P4, were entirely performed by T. Itkonen. The prototype used in publication P4 was built by Mr. A. Sankala and Mr. J. Hannonen. The synchronization method applied in publication P4 was developed by Mr. T. Laakkonen. The control algorithms used in publication P4 were developed by T. Itkonen and the implementations were made by T. Itkonen and Mr. A. Sankala. The measurements for publication P4 were conducted by T. Itkonen.

The author has also published research results related to parallel-operating voltage source inverters but not covered in this dissertation in the following publications:

Chapter 2

Small-signal modeling of parallel three-phase voltage source inverters

This chapter addresses small-signal modeling of two-level three-phase voltage source inverters. More precisely, the chapter focuses on developing small-signal models for two kinds of parallel inverter configurations in the case of an arbitrary number of parallel units. In the derivation, various modeling methods are applied. The methods include a phase leg averaging technique, coordinate transformations between stationary and rotating reference frames, and a linearization. Because of this, effort is also put into describing the applied modeling methods.

2.1 Small-signal modeling of ac power electronic systems

Power electronic systems are generally nonlinear, which prevents the direct use of classical analysis methods designed for linear time-invariant (LTI) systems. The behavior of nonlinear systems can, however, be approximated by linear equations around a nominal operation point. The process used to obtain a linear approximation of the nonlinear system is referred to as linearization. The result of linearization is a locally linearized model, which is usually called a small-signal model of the system. The small-signal model is accurate only in the (dc) operation point, but can also predict the behavior of the system in the neighborhood of the operation point (Roubal et al., 2009).

Small-signal modeling of ac power electronic systems is not as straightforward as the above would indicate. This is because there is no dc operation point and because power electronic converters are time-variant by nature because of the switching. The switching-based time variance can be removed by applying averaging techniques such as phase leg averaging (Ye et al., 2000) or arm rail averaging (Ye and Boroyevich, 2001). One solution to the problem of the lacking dc operation point, which is applicable to three-phase systems, is to transform a stationary reference frame model into a rotating reference frame model. An overview of other possible solutions, including also the above-mentioned one, has been presented in Sun (2009).

The systematic small-signal modeling approach presented in (Hiti et al., 1994) for single three-phase voltage source converters applies the phase leg averaging technique, coordinate transformations, and linearization. The same modeling approach has been previously applied also to parallel three-phase converters and inverters for example in (Ye et al., 2002; Zhang et al., 2009b) and is also adopted in this dissertation.
2.2 Applied modeling procedure

A small-signal modeling procedure applied in this dissertation can basically be divided into four stages. These stages can be described as follows. During the first stage, converter circuits are replaced with phase-leg-averaged circuit representations. In the second stage, an averaged stationary reference frame model of the system under investigation is developed. The developed stationary reference frame model is transformed into a rotating reference frame model in the third stage. Finally, in the fourth stage, a small-signal model is obtained by linearizing the rotating reference frame model at the operating point.

To facilitate the understanding of how the small-signal modeling procedure described above is applied, the principles of the phase leg averaging technique, reference frame transformations, and linearization of nonlinear systems are first described in the following subsections. After the overviews, a small-signal modeling of a single three-phase inverter is considered as an example. The purpose of the example is to illustrate the modeling procedure in detail. The example also introduces some notations that are used with the parallel inverter models presented in the following sections.

2.2.1 Principle of the phase leg averaging technique

To present the principle of the phase leg averaging technique, it is convenient to start with the concept of switching functions. In the switching function approach, power converters are directly studied through their converting functions focusing on the relationships between the input and output electric variables, instead of actual topologies (Boroyevich and Burgos, 2003).

From the circuit point of view, this means that the actual converter circuit comprised of power semiconductor devices is replaced with controlled current and voltage sources describing the external behavior of the converter. This simplifies the study of the circuits consisting of power converter units, since the circuits become invariant for all valid switching state combinations (Jin, 1997).

To find a unique electrical description of a certain topology, it is necessary to add some topological restrictions to the circuits connected to power converter ports. These restrictions include that the input and output ports must be connected to the appropriate energy storage elements, that is, capacitors or inductors, which may be a part of the connected sources and loads. Furthermore, when the input side is of the current source type, the output side must be of the voltage source type, and vice versa. Moreover, it must be ensured that the operation of the switching circuit is such that the current sources or inductors are not open circuited and the voltage sources or capacitors are not short circuited at any time (Boroyevich and Burgos, 2003).

Let us apply the switching function concept to a single phase leg of a two-level three-phase VSI shown in Fig. 2.1(a). The phase leg consists of two switching cells, which are comprised of a controlled switching device $T_p^x$ and an anti-parallel diode $D_p^x$. The variable $p \in \{a, b, c\}$ denotes the phase and $x \in \{+, −\}$ is used to distinguish the upper and lower devices. The switching cells can be presented with a single-pole single-throw (SPST) switches as depicted in Fig. 2.1(b). The state of the SPST switch, that is, whether the switch is open or closed, can be indicated by the following switching function for the switches

$$r_p^x = \begin{cases} 1, & \text{when the switch } S_p^x \text{ is closed} \\ 0, & \text{when the switch } S_p^x \text{ is open} \end{cases}$$

(2.1)
The switch $S^+_p$ is closed whenever the switching device $T^+_p$ is controlled to the on-state or current flows through the anti-parallel diode $D^-_p$, and otherwise the switch is open.

There are switching constraints for the upper switch $S^+_p$ and the lower switch $S^-_p$. These constraints include that the capacitor cannot be short circuited and the inductor cannot be open circuited. This means that one of the switches $S^+_p$ or $S^-_p$ has to be closed, while the other has to be open at any time. This relationship can be expressed by using switch switching functions as

\[ r^+_p + r^-_p = 1 \] (2.2)

The switching constraint (2.2) indicates that the upper switch $S^+_p$ and the lower switch $S^-_p$ operate as a single-pole double-throw (SPDT) switch illustrated in Fig. 2.1(c). The state of the SPDT switch, that is, whether the switch is connected to the positive or negative direct voltage bus, can be indicated by using a phase switching function as

\[ r_p = \begin{cases} 
1, & \text{when } S_p \text{ is connected to the positive dc bus} \\
0, & \text{when } S_p \text{ is connected to the negative dc bus}
\end{cases} \] (2.3)

Let us consider Fig. 2.1(c) in more detail. A phase leg voltage, that is, the voltage between the points $p$ and $o$, equals $u_{po} = u_{dc}$ when the phase switching function $r_p = 1$ and when $r_p = 0$, $u_{po} = 0$. Thus, the phase leg voltage can be defined by using the phase switching function and the dc link voltage as

\[ u_{po} = r_p u_{dc} \] (2.4)

Similarly, for the positive dc bus current we can write

\[ i^+_p = r_p i_p \] (2.5)

Based on (2.4) and (2.5), the external behavior of the phase leg can be described with the controlled current and voltage sources as illustrated in Fig. 2.1(d).

The phase switching function (2.3) is a discontinuous function. To get rid of the discontinuities, switching functions can be averaged over a switching period $T_{sw}$ (Wester and Middlebrook, 1973). In the case of phase switching functions, averaging is performed as

\[ d_p = \frac{1}{T_{sw}} \int_{t-T_{sw}}^{t} r_p dt \] (2.6)

where $d_p$ denotes an averaged phase switching function, also known as a phase duty cycle. The effect of averaging is approximately that of a low-pass filter with a cut-off frequency $\omega_s = \frac{2\pi}{T_{sw}}$ (Wester and Middlebrook, 1973). Because of this, phase duty cycles are useful when frequencies below the cut-off frequency are studied. Using the phase duty cycle, the inverter phase leg can be presented as shown in Fig. 2.1(e). This is the phase-leg-averaged model of a single phase leg of the two-level three-phase VSI.

### 2.2.2 Reference frame transformations

To present the reference frame transformations, it is convenient to start with a brief introduction to the theory of space vectors that was, according to (Holtz, 1996), formally introduced by
Fig. 2.1: Single phase leg of a two-level voltage source inverter presented using (a) controlled switching devices and anti-parallel diodes, (b) single-pole single-throw switches, (c) a single-pole double-throw switch, and current and voltage sources, which are controlled with (d) instantaneous phase switching functions and (e) averaged phase switching functions also known as phase duty cycles.

The space vector theory was originally intended to be used in the transient analysis of electrical machines, it can be employed as a modeling and analysis tool for any three-phase system of currents, voltages, flux linkages, and so on. The basic idea behind the space vector theory is to represent three-phase quantities with a complex space vector. It must, however, be emphasized that the space vector does not contain information about a real zero-sequence component, which refers to the sum of three-phase quantities.

Consequently, a general three-phase system can be expressed by a complex space vector and a real zero-sequence component, defined as

\[ \vec{x}^n = c \left( a^0 x_\alpha + a^1 x_b + a^2 x_c \right) = x_\alpha + j x_\beta \]  

(2.7)
and

\[ x_0 = c_0 (x_a + x_b + x_c) \]  

respectively. The superscript \( s \) is used to denote that the space vector is expressed in a stationary reference frame, and \( c \) and \( c_0 \) are scaling constants and \( a = e^{j2\pi/3} \). The unit vectors \( a^0, a^1, \) and \( a^2 \) are used to indicate the orientation of three-phase axes in a complex plane, and \( x_a, x_b, \) and \( x_c \) are instantaneous values of the phase quantities. Furthermore, \( x_\alpha \) and \( x_\beta \) are the real and imaginary components of the space vector. Although the scaling constants \( c \) and \( c_0 \) can be chosen freely, they are commonly, and also in this dissertation, chosen as \( c = 2/3 \) and \( c_0 = 1/3 \). This is usually referred to as a peak value scaling, since the projections of the space vector on the phase axes directly yield the instantaneous values of the phase quantities. Hereafter, equations relating to space vectors and zero-sequence components are presented assuming peak value scaling.

The transformation of three-phase quantities into the complex space vector (2.7) and the real zero-sequence component (2.8) can be thought of as a transformation from a stationary \( abc \) coordinates into a stationary \( \alpha\beta0 \) coordinates. This transformation can be expressed by using matrix notations as

\[
\begin{bmatrix}
  x_\alpha \\
  x_\beta \\
  x_0
\end{bmatrix} = \alpha
\begin{bmatrix}
  1 & -1/2 & -1/2 \\
  \sqrt{3}/2 & -\sqrt{3}/2 & \sqrt{3}/2 \\
  1/2 & 1/2 & 1/2
\end{bmatrix}
\begin{bmatrix}
  x_a \\
  x_b \\
  x_c
\end{bmatrix}
\]

(2.9)

The transformation back into the \( abc \) coordinates can be performed as

\[
\begin{bmatrix}
  x_a \\
  x_b \\
  x_c
\end{bmatrix} = \alpha
\begin{bmatrix}
  1 & 0 & 1 \\
  -1/2 & \sqrt{3}/2 & 1 \\
  -1/2 & -\sqrt{3}/2 & 1
\end{bmatrix}
\begin{bmatrix}
  x_\alpha \\
  x_\beta \\
  x_0
\end{bmatrix}
\]

(2.10)

For the analysis and control design purposes, it is convenient to express the space vector in some other coordinate system than in the \( \alpha\beta \) coordinates. Usually, the space vector is transformed into a \( dq \) coordinate system that rotates at an angular frequency \( \omega \). This transformation is particularly useful when the angular speed of the three-phase system equals the angular speed of the rotating \( dq \) coordinates. This is because in the steady-state, the space vector quantities become constant. The transformation into \( dq \) coordinates is defined as

\[
\vec{x}^r = \vec{x} e^{-j\theta} = 2/3 \left(a^0 x_a + a^1 x_b + a^2 x_c \right) e^{-j\theta} = (x_\alpha + jx_\beta) e^{-j\theta} \]

(2.11)

where the superscript \( r \) indicates that the space vector is expressed in the rotating coordinates and \( \theta \) is the angle between the real axis of the \( dq \) coordinates and the real axis of the \( \alpha\beta \) coordinates. In the steady-state, the angle can be expressed as \( \theta = \omega t + \theta_0 \).

Based on (2.11), the transformation into rotating coordinates can be realized using either \( abc \) or \( \alpha\beta \) coordinate quantities. Let us only consider the former. In this case, the transformation can
be expressed by using matrix notations as
\[
\begin{bmatrix}
    x_d \\
    x_q \\
    x_0
\end{bmatrix}
= \frac{2}{3}
\begin{bmatrix}
    \cos(\theta) & \cos(\theta + 2\pi/3) & \cos(\theta + 4\pi/3) \\
    \sin(\theta) & \sin(\theta + 2\pi/3) & \sin(\theta + 4\pi/3) \\
    1/2 & 1/2 & 1/2
\end{bmatrix}
\begin{bmatrix}
    x_a \\
    x_b \\
    x_c
\end{bmatrix}
\tag{2.12}
\]

It is emphasized that (2.12) contains also a zero-sequence component, which is independent of the reference frame (São and Lehn, 2006). Thus, (2.12) can be thought of as a transformation from the stationary \(abc\) coordinates into the \(dq0\) coordinates, where the \(dq\) coordinates are rotating. The transformation back into the stationary \(abc\) coordinates can be performed as
\[
\begin{bmatrix}
    x_a \\
    x_b \\
    x_c
\end{bmatrix}
= \frac{1}{3}
\begin{bmatrix}
    \cos(\theta) & \sin(\theta) & 1 \\
    \cos(\theta + 2\pi/3) & \sin(\theta + 2\pi/3) & 1 \\
    \cos(\theta + 4\pi/3) & \sin(\theta + 4\pi/3) & 1
\end{bmatrix}
\begin{bmatrix}
    x_d \\
    x_q \\
    x_0
\end{bmatrix}
\tag{2.13}
\]

### 2.2.3 Linearization of nonlinear state-space models

Linearization of a vector of nonlinear functions can be performed by calculating the Jacobian matrix and evaluating the matrix in the steady-state operation point (Antsaklis and Michel, 2006). In brief, a Jacobian matrix is a matrix that contains all first-order partial derivatives of the functions to be linearized with respect to all variables. Let us consider how this is applied to a nonlinear state-space system of the form (Roubal et al., 2009)
\[
\dot{x}(t) = f(x(t), u(t)), \quad x(0) = x_0 \tag{2.14a}
\]
\[
y(t) = g(x(t), u(t)) \tag{2.14b}
\]

where \(x\), \(u\), and \(y\) are vectors containing \(n_x\) state, \(n_u\) input, and \(n_y\) output variables, respectively, and \(f\) and \(g\) are vectors of differentiable functions with appropriate dimensions, and \(t\) denotes time. For an operation point \(\{x_0, u_0, y_0\}\) that satisfies
\[
0 = f(x_0, u_0) \tag{2.15a}
\]
\[
y_0 = g(x_0, u_0) \tag{2.15b}
\]
a linearized model approximating the nonlinear system (2.14) can be expressed as
\[
\Delta\dot{x}(t) = A\Delta x(t) + B\Delta u(t) \tag{2.16a}
\]
\[
\Delta y(t) = C\Delta x(t) + D\Delta u(t) \tag{2.16b}
\]

where the operator \(\Delta\) denotes the deviation from the operation point
\[
\Delta x(t) = x(t) - x_0 \tag{2.17a}
\]
\[
\Delta u(t) = u(t) - u_0 \tag{2.17b}
\]
\[
\Delta y(t) = y(t) - y_0 \tag{2.17c}
\]
Let us now choose the state and input vectors as

\[ x_{abc} = \begin{bmatrix} i_a \\ i_b \\ i_c \end{bmatrix}, \quad u_{abc} = \begin{bmatrix} d_a \\ d_b \\ d_c \end{bmatrix} \begin{bmatrix} u_{dc} \end{bmatrix} \]

and the state, input, output, and feedforward matrices are given by

\[
A = \begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \frac{\partial f_1}{\partial x_2} & \cdots & \frac{\partial f_1}{\partial x_n} \\
\frac{\partial f_2}{\partial x_1} & \frac{\partial f_2}{\partial x_2} & \cdots & \frac{\partial f_2}{\partial x_n} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{\partial f_m}{\partial x_1} & \frac{\partial f_m}{\partial x_2} & \cdots & \frac{\partial f_m}{\partial x_n}
\end{bmatrix}, \quad B = \begin{bmatrix}
\frac{\partial f_1}{\partial u_1} & \frac{\partial f_1}{\partial u_2} & \cdots & \frac{\partial f_1}{\partial u_n} \\
\frac{\partial f_2}{\partial u_1} & \frac{\partial f_2}{\partial u_2} & \cdots & \frac{\partial f_2}{\partial u_n} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{\partial f_m}{\partial u_1} & \frac{\partial f_m}{\partial u_2} & \cdots & \frac{\partial f_m}{\partial u_n}
\end{bmatrix}, \quad C = \begin{bmatrix}
\frac{\partial g_1}{\partial x_1} & \frac{\partial g_1}{\partial x_2} & \cdots & \frac{\partial g_1}{\partial x_n} \\
\frac{\partial g_2}{\partial x_1} & \frac{\partial g_2}{\partial x_2} & \cdots & \frac{\partial g_2}{\partial x_n} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{\partial g_m}{\partial x_1} & \frac{\partial g_m}{\partial x_2} & \cdots & \frac{\partial g_m}{\partial x_n}
\end{bmatrix}, \quad D = \begin{bmatrix}
\frac{\partial g_1}{\partial u_1} & \frac{\partial g_1}{\partial u_2} & \cdots & \frac{\partial g_1}{\partial u_n} \\
\frac{\partial g_2}{\partial u_1} & \frac{\partial g_2}{\partial u_2} & \cdots & \frac{\partial g_2}{\partial u_n} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{\partial g_m}{\partial u_1} & \frac{\partial g_m}{\partial u_2} & \cdots & \frac{\partial g_m}{\partial u_n}
\end{bmatrix}
\]

Let us consider, as an example, a single two-level three-phase VSI feeding a resistive-inductive load shown in Fig. 2.2(a). By applying Kirchhoff’s voltage law (KVL) to loops \( L_1 \) and \( L_2 \), and the current law (KCL) to node \( n \) yields a set of differential and algebraic equations

\[
0 = d_a u_{dc} - R_a i_a - L_a \frac{d}{dt} i_a + R_b i_b + L_b \frac{d}{dt} i_b - d_b u_{dc}
\]

(2.19)

\[
0 = d_b u_{dc} - R_b i_b - L_b \frac{d}{dt} i_b + R_c i_c + L_c \frac{d}{dt} i_c - d_c u_{dc}
\]

(2.20)

\[
0 = i_a + i_b + i_c
\]

(2.21)

Let us now choose the state and input vectors as

\[
x_{abc} = \begin{bmatrix} i_a \\ i_b \\ i_c \end{bmatrix}, \quad u_{abc} = \begin{bmatrix} d_a \\ d_b \\ d_c \end{bmatrix} \begin{bmatrix} u_{dc} \end{bmatrix}
\]

(2.22)

(2.23)

The dimensions of the state and input vectors equal in both cases \( 3 \times 1 \). Writing (2.19)–(2.21) into the form

\[
E_{abc} \frac{d}{dt} x_{abc} = F_{abc} x_{abc} + G_{abc} u_{abc}
\]

(2.24)

where matrices \( E_{abc}, F_{abc}, \) and \( G_{abc} \) are used to indicate a leading matrix, a state matrix, and an input matrix, respectively, yields

\[
\begin{bmatrix}
L_a & -L_b & 0 \\
0 & L_b & -L_c \\
0 & 0 & -L_e
\end{bmatrix} \begin{bmatrix}
\frac{d}{dt} i_a \\
\frac{d}{dt} i_b \\
\frac{d}{dt} i_c
\end{bmatrix} = \begin{bmatrix}
-R_a & R_b & 0 \\
0 & -R_b & R_c \\
1 & 1 & 1
\end{bmatrix} \begin{bmatrix}
i_a \\
i_b \\
i_c
\end{bmatrix} + \begin{bmatrix}
1 & -1 & 0 \\
0 & 1 & -1 \\
0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
d_a \\
d_b \\
d_c
\end{bmatrix} \begin{bmatrix} u_{dc} \end{bmatrix}
\]

(2.25)
In this case, the leading matrix is a singular matrix because of the zero row. In other words, the leading matrix is not invertible. As a consequence, the system of equations (2.25) cannot be directly transformed into a set of first-order differential equations as

\[
\frac{d}{dt} x_{abc} = E_{abc}^{-1} F_{abc} x_{abc} + E_{abc}^{-1} G_{abc} u_{abc} = A_{abc} x_{abc} + B_{abc} u_{abc}
\]

(2.26)

This problem can be solved by differentiating the algebraic equation (2.21). The differentiation results in

\[
0 = \frac{d}{dt} i_a + \frac{d}{dt} i_b + \frac{d}{dt} i_c
\]

(2.27)

Now, the system of equations comprised of (2.19), (2.20), and (2.27), can be expressed in the form of (2.24) as

\[
\begin{bmatrix}
L_a & -L_b & 0 \\
0 & L_b & -L_c \\
-1 & -1 & -1
\end{bmatrix}
\begin{bmatrix}
\frac{d}{dt} i_a \\
\frac{d}{dt} i_b \\
\frac{d}{dt} i_c
\end{bmatrix}
= \begin{bmatrix}
-R_a & R_b & 0 \\
0 & -R_b & R_c \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
i_a \\
i_b \\
i_c
\end{bmatrix}
+ \begin{bmatrix}
1 & -1 & 0 \\
0 & 1 & -1 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
d_a \\
d_b \\
d_c
\end{bmatrix}
\]

(2.28)

Since the leading matrix is a nonsingular matrix, we can transform (2.28) into a set of first-order differential equations by applying (2.26). The resulting state and input matrices can be given as

\[
A_{abc} = \begin{bmatrix}
\frac{(L_a + L_c) R_a}{(L_a L_b + L_a L_c + L_b L_c)} & \frac{L_b R_a}{(L_a L_b + L_a L_c + L_b L_c)} & \frac{L_c R_a}{(L_a L_b + L_a L_c + L_b L_c)} \\
\frac{L_b R_a}{(L_a L_b + L_a L_c + L_b L_c)} & \frac{(L_b + L_c) R_b}{(L_a L_b + L_a L_c + L_b L_c)} & \frac{L_c R_b}{(L_a L_b + L_a L_c + L_b L_c)} \\
\frac{L_c R_a}{(L_a L_b + L_a L_c + L_b L_c)} & \frac{L_c R_b}{(L_a L_b + L_a L_c + L_b L_c)} & \frac{(L_c + L_b) R_c}{(L_a L_b + L_a L_c + L_b L_c)}
\end{bmatrix}
\]

(2.29)
2.2. Applied modeling procedure

\[
B_{abc} = \begin{bmatrix}
\frac{(L_a + L_c)}{L_a} & \frac{L}{L_a} & \frac{L}{L_a} \\
\frac{(L_a + L_b + L_c)}{L_a} & \frac{L}{L_a} & \frac{L}{L_a} \\
\frac{(L_a + L_b + L_c)}{L_a} & \frac{L}{L_a} & \frac{L}{L_a}
\end{bmatrix}
(2.30)
\]

Setting \( L = L_a = L_b = L_c \) and \( R = R_a = R_b = R_c \), that is, assuming a symmetric three-phase system, results in

\[
A_{abc} = -\frac{R}{L} \begin{bmatrix}
\frac{2}{3} & -\frac{1}{3} & -\frac{1}{3} \\
-\frac{1}{3} & \frac{2}{3} & -\frac{1}{3} \\
-\frac{1}{3} & -\frac{1}{3} & \frac{2}{3}
\end{bmatrix} = -\frac{R}{L} T
(2.31)
\]

\[
B_{abc} = \frac{1}{L} \begin{bmatrix}
\frac{2}{3} & -\frac{1}{3} & -\frac{1}{3} \\
-\frac{1}{3} & \frac{2}{3} & -\frac{1}{3} \\
-\frac{1}{3} & -\frac{1}{3} & \frac{2}{3}
\end{bmatrix} = \frac{1}{L} T
(2.32)
\]

The dimensions of the state and input matrices are equal to \( 3 \times 3 \). Note also that the matrix \( T \) is defined as

\[
T = \begin{bmatrix}
\frac{2}{3} & -\frac{1}{3} & -\frac{1}{3} \\
-\frac{1}{3} & \frac{2}{3} & -\frac{1}{3} \\
-\frac{1}{3} & -\frac{1}{3} & \frac{2}{3}
\end{bmatrix}
(2.33)
\]

Now, a large-signal state-space model of a single two-level three-phase VSI feeding an inductive-resistive load can be given as

\[
\frac{d}{dt} x_{abc} = A_{abc} x_{abc} + B_{abc} u_{abc}
(2.34a)
\]

\[
y_{abc} = C_{abc} x_{abc}
(2.34b)
\]

The dimensions of the output vector \( y_{abc} = [y_a \ y_b \ y_c]^T \) equal \( 3 \times 1 \), and since all states are measurable, the output matrix \( C_{abc} \) is equal to an identity matrix

\[
I = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
(2.35)
\]

Multiplying (2.34a) and (2.34b) by the transformation matrix \( T_{dq0} \) defined in (2.12) and replacing the state, input and output vectors with \( x_{abc} = T_{dq0}^{-1} x_{dq0}, \ u_{abc} = T_{dq0}^{-1} u_{dq0} \) and \( y_{abc} = T_{dq0}^{-1} y_{dq0} \), respectively, results in

\[
T_{dq0} \frac{d}{dt} (T_{dq0}^{-1} x_{dq0}) = T_{dq0} A_{abc} T_{dq0}^{-1} x_{dq0} + T_{dq0} B_{abc} T_{dq0}^{-1} u_{dq0}
(2.36a)
\]

\[
T_{dq0} T_{dq0}^{-1} y_{dq0} = T_{dq0} C_{abc} T_{dq0}^{-1} x_{dq0}
(2.36b)
\]

The dimensions of the state, input and output vectors which are denoted by \( x_{dq0} = [i_d \ i_q \ i_0]^T, \ u_{dq0} = [d_d \ d_q \ d_0]^T u_{dc}, \) and \( y_{dq0} = [y_d \ y_q \ y_0]^T \), respectively, equal in all cases \( 3 \times 1 \).
Assuming steady-state operation conditions, that is $\theta = \omega t + \theta_0$, and after some calculations, the model (2.36) can be given as

\[
\frac{d}{dt}x_{dq0} = A_{dqo}x_{dq0} + B_{dqo}v_{dq0}u_{dc} \tag{2.37a}
\]

\[
y_{dq0} = C_{dqo}x_{dq0} \tag{2.37b}
\]

where the output matrix $C_{dqo}$ is an identity matrix with the dimensions of $3 \times 3$, and the state and input matrices $A_{dqo}$ and $B_{dqo}$, respectively, are defined as

\[
A_{dqo} = -\frac{R}{L} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} + \begin{bmatrix} 0 & \omega & 0 \\ -\omega & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} = -\frac{R}{L} I' + \omega \tag{2.38}
\]

\[
B_{dqo} = \frac{1}{L} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} = \frac{1}{L} I' \tag{2.39}
\]

Again, the dimensions of the state and input matrices equal $3 \times 3$. Note also that the matrix $I'$ is defined as

\[
I' = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} \tag{2.40}
\]

and the matrix $\omega$ shows the coupling between the $d$- and $q$-axes components

\[
\omega = \begin{bmatrix} 0 & \omega & 0 \\ -\omega & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \tag{2.41}
\]

To obtain a small-signal model, the model (2.37) is linearized in the steady-state operation point. The linearization is performed by calculating the Jacobian matrices and evaluating the matrices in the operation point as instructed in Subsection 2.2.3. This procedure eventually yields

\[
\frac{d}{dt} \Delta x_{dq0} = A_{dqo} \Delta x_{dq0} + B_{dqo} \Delta v_{dq0} + B_{dqo} \Delta w_{dq0} \tag{2.42a}
\]

\[
\Delta y_{dq0} = C_{dqo} \Delta x_{dq0} \tag{2.42b}
\]

where the state and input matrices, $A_{dqo}$ and $B_{dqo}$, are as defined in (2.38) and (2.39), respectively, and the output matrix $C_{dqo}$ is an identity matrix with the dimensions of $3 \times 3$. Furthermore, the vectors containing deviating variables are defined as $\Delta v_{dq0} = [\Delta y_d \; \Delta y_q \; \Delta y_0]^T$, $\Delta x_{dq0} = [\Delta i_d \; \Delta i_q \; \Delta i_0]^T$, $\Delta v_{dq0} = [\Delta d_d \; \Delta d_q \; \Delta d_0]^T U_{dc}$, and $\Delta w_{dq0} = [D_d \; D_q \; D_0]^T \Delta u_{dc}$. The constant duty cycles are denoted by $D_d$, $D_q$ and $D_0$ and the constant direct voltage by $U_{dc}$. 
2.3 Small-signal models for parallel three-phase voltage source inverters

Small-signal models for parallel two-level three-phase voltage source inverters with separate direct voltage sources and with a common direct voltage source are presented in this section. Let us, however, first consider the parallel inverter configurations in more detail and define the state and input vectors.

As can be seen in Figs. 2.3 and 2.4, common for both configurations is that the outputs of the inverters are connected in parallel through current-sharing inductors denoted by \(L_i\). The subscript \(i \in \{1, 2, ..., n\}\) denotes the index of the parallel unit and \(n\) is the number of parallel units. The resistors denoted by \(R_i\) are used to represent losses between the sources and the point of common connections. Furthermore, the inverters are used to feed a common three-phase resistive-inductive load denoted by \(R_L\) and \(L_L\). In the following, equal output impedances of the inverters, that is, \(R = R_1 = R_2 = \cdots = R_n\) and \(L = L_1 = L_2 = \cdots = L_n\), are assumed just for the sake of simplicity.

Let us now define the state vectors. Since the output sides of the inverters contain \(3(n + 1)\) energy storage elements (inductors), a logical choice would be to choose all inductor currents as state variables. Recognizing that the load currents can be expressed as \(i_{p,L} = i_{p,1} + i_{p,2} + \cdots + i_{p,n}\), where the subscript \(p \in \{a, b, c\}\) denotes the phase, we can reduce the number of state variables to \(3n\). In other words, the output currents of the inverters can be chosen as state variables. Thus, the state vectors in the \(abc\) coordinates can be given as

\[
\mathbf{x}_{\text{sep}}^{\text{abc}} = \mathbf{x}_{\text{com}}^{\text{abc}} = \begin{bmatrix}
  i_{abc,1} \\
  i_{abc,2} \\
  \vdots \\
  i_{abc,n}
\end{bmatrix}
\]  

(2.43)

where the superscripts \(\text{sep}\) and \(\text{com}\) are used to indicate that the state vectors are for the parallel inverters with separate and common direct voltage sources, respectively. Furthermore, the vectors containing output currents of the individual inverters are defined as \(i_{abc,i} = \begin{bmatrix} i_{a,i} & i_{b,i} & i_{c,i} \end{bmatrix}^T\). Since \(i \in \{1, 2, ..., n\}\) and \(n\) is the number of parallel units, the dimensions of the state vectors equal \(3n \times 1\). In the \(dq0\) coordinates, the state vectors are defined as

\[
\mathbf{x}_{\text{sep}}^{dq0} = \mathbf{x}_{\text{com}}^{dq0} = \begin{bmatrix}
  i_{dq0,1} \\
  i_{dq0,2} \\
  \vdots \\
  i_{dq0,n}
\end{bmatrix}
\]  

(2.44)

The vectors containing \(dq0\) coordinate currents are defined as \(i_{dq0,i} = \begin{bmatrix} i_{d,i} & i_{q,i} & i_{0,i} \end{bmatrix}^T\). Also in this case, the dimensions of the state vectors are equal to \(3n \times 1\).

Let us now define the input vectors. Similarly as in the case of a single inverter unit, the phase leg voltages of the inverters are chosen as the input variables. The input vectors can be defined in the \(abc\) coordinates as

\[
\mathbf{u}_{\text{sep}}^{\text{abc}} = \mathbf{u}_{\text{com}}^{\text{abc}} = \begin{bmatrix}
  u_{abc,1} \\
  u_{abc,2} \\
  \vdots \\
  u_{abc,n}
\end{bmatrix}
\]  

(2.45)
The vectors containing the phase leg voltages of the individual inverters are defined in the case of parallel inverters with separate direct voltage links as \( u_{abc,i} = [d_{a,i} \ d_{b,i} \ d_{c,i}]^T u_{dc,i} \) and in the case of a common direct voltage link as \( u_{abc,i} = [d_{a,i} \ d_{b,i} \ d_{c,i}]^T u_{dc} \). Again, since \( i \in \{1, 2, ..., n\} \) and \( n \) is the number of parallel units, the dimensions of the input vectors equal \( 3n \times 1 \). In the \( dq0 \) coordinates, the input vectors are defined as

\[
\mathbf{u}_{dq0}^{sep} = \mathbf{u}_{dq0}^{com} = \begin{bmatrix} u_{dq0,1}^{} \\ u_{dq0,2}^{} \\ \vdots \\ u_{dq0,n}^{} \end{bmatrix}
\]

The vectors containing \( dq0 \) coordinate voltages are defined in the case of parallel inverters with separate direct voltage links as \( u_{dq0,i} = [d_{d,i} \ d_{q,i} \ d_{0,i}]^T u_{dc,i} \) and in the case of a common direct voltage link as \( u_{dq0,i} = [d_{d,i} \ d_{q,i} \ d_{0,i}]^T u_{dc} \). Also in this case, the dimensions of the input vectors are equal to \( 3n \times 1 \).

### 2.3.1 Parallel inverters with separate direct voltage sources

For the parallel inverters with separate direct voltage sources, we can write \( 2n \) differential equations and \( n \) algebraic equations by applying Kirchhoff’s voltage and current laws. The algebraic equations are obtained by applying KCL to nodes \( o,i, \ i \in \{1, 2, ..., n\} \). The differential equations, again, are obtained by applying KVL to loops that are formed between the inverters and between the inverters and the load. Differentiating the algebraic equations, writing the set of differential equations in the form (2.24), and applying (2.26) results in a large-signal state-space.
model expressed in the stationary $abc$ coordinates

$$\frac{d}{dt}x_{sep}^{abc} = A_{sep}^{abc}x_{sep}^{abc} + B_{sep}^{abc}u_{sep}^{abc}$$  
(2.47a)

$$y_{sep}^{abc} = C_{sep}^{abc}x_{sep}^{abc}$$  
(2.47b)

where the state matrix is defined as

$$A_{sep}^{abc} = \begin{bmatrix}
-\frac{1}{n} T & \frac{1}{n} T & \cdots & \frac{1}{n} T \\
\frac{1}{n} T & -\frac{1}{n} T & \cdots & \frac{1}{n} T \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{n} T & \cdots & -\frac{1}{n} T & \frac{1}{n} T \\
-\frac{1}{n} T & \cdots & \frac{1}{n} T & -\frac{1}{n} T \\
\end{bmatrix} \begin{bmatrix}
T & T & \cdots & T \\
T & T & \cdots & T \\
\vdots & \vdots & \ddots & \vdots \\
T & \cdots & T & T \\
\end{bmatrix}$$

"circulating current part"

"load current part"

(2.48)

and the input matrix as

$$B_{sep}^{abc} = \begin{bmatrix}
\frac{1}{n} T & \frac{1}{n} T & \cdots & \frac{1}{n} T \\
\frac{1}{n} T & \frac{1}{n} T & \cdots & \frac{1}{n} T \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{n} T & \cdots & -\frac{1}{n} T & \frac{1}{n} T \\
-\frac{1}{n} T & \cdots & \frac{1}{n} T & -\frac{1}{n} T \\
\end{bmatrix} \begin{bmatrix}
T & T & \cdots & T \\
T & T & \cdots & T \\
\vdots & \vdots & \ddots & \vdots \\
T & \cdots & T & T \\
\end{bmatrix} + \frac{1}{n (L + nL_L)} \begin{bmatrix}
T & T & \cdots & T \\
T & T & \cdots & T \\
\vdots & \vdots & \ddots & \vdots \\
T & \cdots & T & T \\
\end{bmatrix}$$

"circulating current part"

"load current part"

(2.49)

The dimensions of the state and input matrices are equal to $3n \times 3n$ and the matrix $T$ is as defined in (2.33). The output matrix $C_{sep}^{abc}$ is an identity matrix with the dimensions of $3n \times 3n$. Interestingly, the state and input matrices can be divided into two parts, which are termed as "a circulating current part" and "a load current part". The circulating current part shows the dynamics of the currents, which can be excited by the phase leg voltage differences, while the load current part shows the dynamics of the currents, which are dependent on the average phase leg voltages.

Applying the transformation matrix $T_{dq0}$ defined in (2.12) and the relationship between the $abc$ and $dq0$ variables (2.13), the model (2.47) can be transformed into a model expressed in the $dq0$ coordinates

$$\frac{d}{dt}x_{sep}^{dq0} = A_{sep}^{dq0}x_{sep}^{dq0} + B_{sep}^{dq0}u_{sep}^{dq0}$$  
(2.50a)

$$y_{sep}^{dq0} = C_{sep}^{dq0}x_{sep}^{dq0}$$  
(2.50b)
where the state matrix is defined as

\[
A_{\text{sep}}^{dqo} = -\begin{bmatrix}
\phi & 0 & 0 & 0 \\
0 & \phi & \ldots & 0 \\
0 & \ldots & \ldots & 0 \\
0 & 0 & 0 & \phi
\end{bmatrix} - R \begin{bmatrix}
\frac{n-1}{n} I' & -\frac{1}{n} I' & \cdots & -\frac{1}{n} I' \\
-\frac{1}{n} I' & \frac{n-1}{n} I' & \cdots & \cdots \\
\vdots & \cdots & \cdots & \cdots \\
-\frac{1}{n} I' & \cdots & \cdots & -\frac{1}{n} I' \\
-\frac{1}{n} I' & \cdots & \cdots & -\frac{1}{n} I'
\end{bmatrix} \\
-\frac{1}{n} \left( R + nR_L \right) \begin{bmatrix}
\frac{n-1}{n} I' & -\frac{1}{n} I' & \cdots & -\frac{1}{n} I' \\
-\frac{1}{n} I' & \frac{n-1}{n} I' & \cdots & \cdots \\
\vdots & \cdots & \cdots & \cdots \\
-\frac{1}{n} I' & \cdots & \cdots & -\frac{1}{n} I' \\
-\frac{1}{n} I' & \cdots & \cdots & -\frac{1}{n} I'
\end{bmatrix}
\]

(2.51)

and the input matrix as

\[
B_{\text{sep}}^{dqo} = \frac{1}{L} \begin{bmatrix}
\frac{n-1}{n} I' & -\frac{1}{n} I' & \cdots & -\frac{1}{n} I' \\
-\frac{1}{n} I' & \frac{n-1}{n} I' & \cdots & \cdots \\
\vdots & \cdots & \cdots & \cdots \\
-\frac{1}{n} I' & \cdots & \cdots & -\frac{1}{n} I' \\
-\frac{1}{n} I' & \cdots & \cdots & -\frac{1}{n} I'
\end{bmatrix} + \frac{1}{n} \left( L + nL_L \right) \begin{bmatrix}
I' & I' & \cdots & I' \\
I' & I' & \cdots & \cdots \\
\vdots & \cdots & \cdots & \cdots \\
I' & \cdots & \cdots & I' \\
I' & \cdots & \cdots & I'
\end{bmatrix}
\]

(2.52)

The dimensions of the state and input matrices equal \(3n \times 3n\). Furthermore, the matrices \(I'\) and \(\phi\) are as defined in (2.40) and (2.41), respectively. The output matrix \(C_{\text{dqo}}^{\text{sep}}\), again, is an identity matrix with the dimensions of \(3n \times 3n\).

Linearization of the model (2.50) results in

\[
\frac{d}{dt} \Delta x_{\text{sep}}^{dqo} = A_{\text{sep}}^{dqo} \Delta x_{\text{sep}}^{\text{abc}} + B_{\text{sep}}^{dqo} \Delta v_{\text{sep}}^{dqo} + B_{\text{sep}}^{dqo} \Delta w_{\text{sep}}^{dqo}
\]

(2.53a)

\[
\Delta y_{\text{dqo}}^{\text{sep}} = C_{\text{sep}}^{\text{dqo}} \Delta x_{\text{dqo}}^{\text{sep}}
\]

(2.53b)

where the state and input matrices, \(A_{\text{sep}}^{dqo}\) and \(B_{\text{sep}}^{dqo}\), are as defined in (2.51) and (2.52), respectively, and the output matrix \(C_{\text{dqo}}^{\text{sep}}\) is an identity matrix with the dimensions of \(3n \times 3n\). The vectors containing deviating variables are defined as

\[
\Delta y_{\text{dqo}}^{\text{sep}} = \begin{bmatrix}
\Delta y_{\text{dqo},1} \\
\Delta y_{\text{dqo},2} \\
\vdots \\
\Delta y_{\text{dqo},n}
\end{bmatrix}
\]

(2.54)

\[
\Delta x_{\text{dqo}}^{\text{sep}} = \begin{bmatrix}
\Delta x_{\text{dqo},1} \\
\Delta x_{\text{dqo},2} \\
\vdots \\
\Delta x_{\text{dqo},n}
\end{bmatrix}
\]

(2.55)
2.3. Small-signal models for parallel three-phase voltage source inverters

\[
\Delta v_{dq0}^{sep} = \begin{bmatrix}
\Delta v_{dq0,1} \\
\Delta v_{dq0,2} \\
\vdots \\
\Delta v_{dq0,n}
\end{bmatrix}
\] (2.56)

\[
\Delta w_{dq0}^{sep} = \begin{bmatrix}
\Delta w_{dq0,1} \\
\Delta w_{dq0,2} \\
\vdots \\
\Delta w_{dq0,n}
\end{bmatrix}
\] (2.57)

Furthermore, the vectors containing deviating variables of individual inverters are defined as
\[
\Delta y_{dq0,i} = \begin{bmatrix}
\Delta y_{d,i} \\
\Delta y_{q,i} \\
\Delta y_{0,i}
\end{bmatrix}_i
\]
\[
\Delta x_{dq0,i} = \begin{bmatrix}
\Delta i_{d,i} \\
\Delta i_{q,i} \\
\Delta i_{0,i}
\end{bmatrix}_i
\]
\[
\Delta v_{dq0,i} = \begin{bmatrix}
\Delta d_{d,i} \\
\Delta d_{q,i} \\
\Delta d_{0,i}
\end{bmatrix}_i U_{dc,i}, \text{ and } \Delta w_{dq0,i} = \begin{bmatrix}
\Delta d_{d,i} \\
\Delta d_{q,i} \\
\Delta d_{0,i}
\end{bmatrix}_i U_{dc,i}, \quad i \in \{1, 2, ..., n\}. \]

Therefore, the dimensions of the vectors defined by (2.54), (2.55), (2.56), and (2.57) equal \(3n \times 1\). The constant duty cycles are denoted by \(D_{d,i}, D_{q,i}\), and \(D_{0,i}\) and the constant direct voltages by \(U_{dc,i}\).

2.3.2 Parallel inverters with a common direct voltage source

For the parallel inverters with a common dc voltage source, we can write \(3n - 1\) differential equations and one algebraic equation by applying Kirchhoff’s voltage and current laws. The algebraic equation is obtained by applying KCL to node \(o\) or \(n\). The differential equations, again, are obtained by applying KVL to loops that are formed between the inverters and between the inverters and the load. Differentiating the algebraic equation, writing the set of differential equations in the form (2.24) and applying (2.26) results in a large-signal state-space model expressed in the stationary \(abc\) coordinates

\[
\frac{dx_{\text{com}}}{dt}_{abc} = A_{\text{com}} x_{\text{com}}_{abc} + B_{\text{com}} u_{\text{com}}_{abc} \] (2.58a)
\[
y_{\text{com}}_{abc} = C_{\text{com}} x_{\text{com}}_{abc} \] (2.58b)

where the state matrix is defined as

\[
A_{\text{com}}_{abc} = \frac{R}{L} \begin{bmatrix}
\frac{1}{n} I & -\frac{1}{n} I & \cdots & -\frac{1}{n} I \\
-\frac{1}{n} I & \frac{1}{n} I & \cdots & \cdots \\
\vdots & \ddots & \ddots & \vdots \\
-\frac{1}{n} I & \cdots & -\frac{1}{n} I & \frac{1}{n} I \\
\end{bmatrix} - \frac{1}{n (L + nL)} \begin{bmatrix}
T & T & \cdots & T \\
T & T & \cdots & \vdots \\
\vdots & \cdots & \cdots & T \\
T \cdots T \cdots T
\end{bmatrix}
\]

“circulating current part”

“load current part”
(2.59)
and the input matrix as

\[
B_{\text{com}}^{abc} = \frac{1}{L} \begin{bmatrix}
\frac{1}{n} I & -\frac{1}{n} I & \cdots & -\frac{1}{n} I \\
-\frac{1}{n} I & \frac{1}{n} I & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
-\frac{1}{n} I & \cdots & -\frac{1}{n} I & \frac{1}{n} I
\end{bmatrix} + \frac{1}{n (L + nL_L)} \begin{bmatrix}
T & T & \cdots & T \\
T & T & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
T & \cdots & T & T
\end{bmatrix}
\]

The dimensions of the state and input matrices are equal to \(3n \times 3n\) and the matrices \(T\) and \(I\) are as defined in (2.33) and (2.35), respectively. The output matrix \(C_{\text{com}}^{abc}\) is an identity matrix with the dimensions of \(3n \times 3n\). Interestingly, the only difference between the state matrices (2.48) and (2.59) and the input matrices (2.49) and (2.60) is in the circulating current parts. In the case of separate direct voltage sources, the circulating current part contains the matrix \(T\) defined in (2.33), while in the case of a common direct voltage source, the circulating current part contains the matrix \(I\) defined in (2.35). Although this difference may seem to be insignificant, it has an influence on how the current sharing between the parallel inverters can be affected, as will be analyzed and illustrated in the subsequent sections. Applying the transformation matrix \(T_{dq0}\) and the relationship between the \(abc\) and \(dq0\) variables (2.13), the stationary reference frame model (2.58) can be transformed into a model expressed in the \(dq0\) coordinates

\[
\frac{d}{dt} x_{\text{com}}^{dq0} = A_{\text{com}}^{dq0} x_{\text{com}}^{dq0} + B_{\text{com}}^{dq0} u_{\text{com}}^{dq0}
\]

\[
y_{\text{com}}^{dq0} = C_{\text{com}}^{dq0} x_{\text{com}}^{dq0}
\]
where the state matrix is defined as

\[
A_{\text{com} \ dq0} = -\frac{1}{n} \left( \begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & \ldots & 0 \\
0 & \ldots & \ldots & 0 \\
0 & 0 & 0 & 0
\end{array} \right) - \frac{R}{L} \left( \begin{array}{cccc}
\frac{n-1}{n} & -\frac{1}{n} & \ldots & -\frac{1}{n} \\
-\frac{1}{n} & \frac{n-1}{n} & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots \\
-\frac{1}{n} & \ldots & \ldots & \frac{n-1}{n}
\end{array} \right)
\]

(2.62)

and the input matrix as

\[
B_{\text{com} \ dq0} = \frac{1}{L} \left( \begin{array}{cccc}
\frac{n-1}{n} & -\frac{1}{n} & \ldots & -\frac{1}{n} \\
-\frac{1}{n} & \frac{n-1}{n} & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots \\
-\frac{1}{n} & \ldots & \ldots & \frac{n-1}{n}
\end{array} \right) + \frac{1}{n (L + nL)} \left( \begin{array}{cccc}
I' & I' & \ldots & I' \\
I' & I' & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots \\
I' & \ldots & I' & I'
\end{array} \right)
\]

(2.63)

The dimensions of the state and input matrices equal \(3n \times 3n\) and the matrices \(I, I'\) and \(\omega\) are as defined in (2.35), (2.40), and (2.41), respectively. The output matrix \(C_{\text{com} \ dq0}\), again, is an identity matrix with the dimensions of \(3n \times 3n\).

The vectors containing deviating variables are defined as

\[
\Delta y_{\text{com} \ dq0} = \begin{bmatrix}
\Delta y_{\text{dq0}, 1} \\
\Delta y_{\text{dq0}, 2} \\
\vdots \\
\Delta y_{\text{dq0}, n}
\end{bmatrix}
\]

(2.65)

\[
\Delta x_{\text{com} \ dq0} = \begin{bmatrix}
\Delta x_{\text{dq0}, 1} \\
\Delta x_{\text{dq0}, 2} \\
\vdots \\
\Delta x_{\text{dq0}, n}
\end{bmatrix}
\]

(2.66)
\[
\Delta v_{dq0}^{com} = \begin{bmatrix}
\Delta v_{dq0,1} \\
\Delta v_{dq0,2} \\
\vdots \\
\Delta v_{dq0,n}
\end{bmatrix}
\] (2.67)

\[
\Delta w_{dq0}^{com} = \begin{bmatrix}
\Delta w_{dq0,1} \\
\Delta w_{dq0,2} \\
\vdots \\
\Delta w_{dq0,n}
\end{bmatrix}
\] (2.68)

Furthermore, the vectors containing deviating variables of individual inverters are defined as
\[
\Delta y_{dq0,i} = \begin{bmatrix}
\Delta y_d,i \\
\Delta y_q,i \\
\Delta y_0,i
\end{bmatrix}^T, \quad \Delta x_{dq0,i} = \begin{bmatrix}
\Delta i_d,i \\
\Delta i_q,i \\
\Delta i_0,i
\end{bmatrix}^T, \quad \Delta v_{dq0,i} = \begin{bmatrix}
\Delta d_{d,i} \\
\Delta d_{q,i} \\
\Delta d_{0,i}
\end{bmatrix}^T U_{dc}, \quad \Delta w_{dq0,i} = \begin{bmatrix}
D_{d,i} \\
D_{q,i} \\
D_{0,i}
\end{bmatrix}^T \Delta u_{dc}, \quad i \in \{1, 2, \ldots, n\}.
\]

Thus, the dimensions of the vectors defined by (2.65), (2.66), (2.67), and (2.68) equal \(3n \times 1\).

2.4 Discussion

In this chapter, small-signal models for two different parallel two-level three-phase VSI configurations were developed. In both cases, the models were developed for \(n\) parallel units. Besides the development of models, the applied modeling procedure was explained in detail for the sake of reproducibility.

The developed models (2.50) and (2.61) show that in the case of parallel inverters with a common direct voltage source, zero-sequence current paths appear between the inverters, while in the case of separate direct voltage sources such paths do not exist. The zero-sequence current paths may, however, also appear in the case of parallel inverters with separate direct voltage sources. To be precise, such paths appear if the direct voltage sources are not isolated (Itkonen et al., 2008). Let us consider this briefly with the help of two parallel voltage source frequency converters depicted in Fig. 2.5.

The direct voltage links of the frequency converters are fed by full-bridge diode rectifier bridges that are used to convert the supplied alternating voltage into direct voltage. Since the inputs of the rectifier bridges are not galvanically isolated, the direct voltage sources of the inverters are separate but non-isolated. Because of this, the output inductors of the inverters may connect as an inductive load to a "rectifier" that comprises the top diodes of one rectifier bridge and the bottom switches of the other rectifier bridge. Furthermore, since this "rectifier" does not contain a filtering capacitor, a zero-sequence current may flow from the alternating voltage source, through the frequency converters, and back into the alternating voltage source whenever the inverters apply different switching states.

In the worst case, all upper switches of one inverter bridge and all lower switches of the other inverter bridge are closed at the same time. In such cases, a pure zero-sequence current path appears through the frequency converters. The term 'pure zero-sequence current' refers to the current that shows up only in the 0-axis (Xing et al., 1999). This example shows that although it was claimed that in the case of parallel inverters with separate direct voltage sources,
Fig. 2.5: Parallel voltage source frequency converters with separate but non-isolated dc links. When inverters apply different switching states, zero-sequence current paths may appear through the frequency converters. The resulting zero-sequence currents are excited by the supplied ac voltages.

zero-sequence current paths do not exist, a zero-sequence current may nevertheless flow through the inverters. These zero-sequence currents are not, however, excited by the direct voltage link voltages as in the case of parallel inverters with a common direct voltage source as the developed parallel inverter models suggest.
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Chapter 3

Circulating current modeling and analysis of parallel voltage source inverters

The previous chapter addressed small-signal modeling of two kinds of parallel two-level three-phase voltage source inverter configurations. In this chapter, circulating current models are developed for both configurations to explain the circulating current dynamics. The circulating current models are developed for an arbitrary number of parallel units. Although the developed models are basically used only to analyze the circulating current generation mechanisms, they can also be used in the design of circulating current controllers. Despite the fact that the circulating current control design is outside the scope of this dissertation, also some subjects related to the circulating current control are considered in this chapter.

3.1 Definition of circulating current

The term circulating current has been widely adopted to describe currents that flow between parallel-operating converter units (Pöllänen et al., 2005; Zhang et al., 2009a; Chen, 2009a). Therefore, this term is used in this dissertation also. Generally speaking, a circulating current can be considered to be a current that deviates from the desired current level. Usually, the desired current level equals the load current divided by the number of parallel units (Pan and Liao, 2007). In other words, a circulating current equals zero when the load current is shared equally between the units. Sometimes the target may be to share the load current unequally between the parallel units. In these cases, the desired current level can be expressed as a certain proportion of the load current (Pan and Liao, 2008). A mathematical circulating current definition presented by Pan and Liao (2007) defines circulating currents as

\[ c_{k,j} = \sum_{m=1}^{n} \frac{i_{k,j} - i_{k,m}}{n}, \quad j, m \in \{1, 2, \ldots, n\} \quad (3.1) \]

where \(j\) and \(m\) are used to indicate the index of the parallel unit and \(k\) denotes the phase. An alternative and more general mathematical definition of circulating current was presented by Pan and Liao (2008); they define circulating currents as

\[ c_{k,j} = \sum_{m=1}^{n} (h_{m}i_{k,j} - h_{j}i_{k,m}), \quad j, m \in \{1, 2, \ldots, n\} \quad (3.2) \]

where \(j\) and \(m\), again, are used to indicate the index of the parallel units and \(k\) denotes the phase. Furthermore, \(h_{j}\) and \(h_{m}\) are distribution factors of the \(j^{th}\) and \(m^{th}\) converter, respectively. The
sum of distribution factors equals \( \sum_{j=1}^{n} h_j = 1 \). By setting the distribution factors \( h_j = 1/n \), the definition (3.2) simplifies into (3.1). Thus, the definition (3.1) is included in (3.2) as a special case. Although both of the above definitions were originally derived for each phase of each parallel unit, they can be applied also when currents are expressed in some other coordinate system than in the \( abc \) coordinates.

### 3.2 Circulating current modeling

In this section, circulating current models are presented for both of the parallel inverter configurations considered in the previous chapter. The models are derived and presented in the Laplace domain. For simplicity, it is assumed that the direct voltage link voltages are constant. In other words, the terms denoted by \( w_{sep}^{dq0} \) and \( w_{com}^{dq0} \) in the small-signal models (2.53) and (2.64) are set to zero. As a consequence of this assumption, also the state-space models expressed in the \( abc \) coordinates (2.47) and (2.58) can be considered as linear models. Thus, we can apply the derivation procedure described in the following to the \( abc \) coordinate models also.

The derivation of the circulating current models is performed in two stages. In the first stage, transfer function matrices are obtained from the state-space models applying

\[
G(s) = \frac{Y(s)}{U(s)} = C(sI - A)^{-1}B + D \tag{3.3}
\]

where \( G(s) \) indicates a transfer function matrix, the input and output vectors are denoted by \( Y(s) \) and \( U(s) \), respectively, and \( A, B, C, \) and \( D \) are the state, input, output, and feedforward matrices, respectively. Furthermore, the matrix \( I \) is an identity matrix with the appropriate dimensions. Then, in the second stage, circulating current models are obtained by applying the definition (3.1) to the input-output models defined as

\[
Y(s) = G(s)U(s) \tag{3.4}
\]

The input and output vectors and transfer function matrices of the resulting circulating current models are denoted by \( U_{sep,cc}^{abc}(s) \), \( Y_{sep,cc}^{abc}(s) \) and \( G_{sep,cc}^{abc}(s) \) or \( U_{com,cc}^{abc}(s) \), \( Y_{com,cc}^{abc}(s) \) and \( G_{com,cc}^{abc}(s) \), respectively. The first superscript is used to indicate that the vector or matrix is for parallel inverters with separate or common direct voltage sources, and the second superscript \( cc \) denotes circulating current. Furthermore, the subscripts \( abc \) and \( dq0 \) are used to denote that the vector or matrix is expressed in the \( abc \) or \( dq0 \) coordinates.

#### 3.2.1 Parallel inverters with separate direct voltage sources

Let us first consider parallel inverters with separate direct voltage sources. Transforming the state-space model (2.47) into input-output model by (3.3) and (3.4) and applying the definition (3.1) results in a circulating current model, the transfer function matrix of which is defined as

\[
G_{sep,cc}^{abc}(s) = \frac{1}{Ls + R} \begin{bmatrix}
\frac{n-1}{n}T & -\frac{1}{n}T & \cdots & -\frac{1}{n}T \\
-\frac{1}{n}T & \frac{n-1}{n}T & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
-\frac{1}{n}T & \cdots & -\frac{1}{n}T & \frac{n-1}{n}T
\end{bmatrix} \tag{3.5}
\]
The dimensions of the transfer function matrix equal $3n \times 3n$. Furthermore, the matrix $I'$ is as defined in (2.33). Similarly, we can obtain a circulating current model, which is expressed in the $dq_0$ coordinates applying (3.3), (3.4), and (3.1) to the small-signal model (2.53). The transfer function matrix of the resulting circulating current model can be given as

$$G_{sep,cc}^{dq_0} (s) = \frac{Ls + R}{(Ls + R)^2 + (\omega L)^2} \begin{bmatrix} \frac{1}{n} I' & -\frac{1}{n} I' & \cdots & -\frac{1}{n} I' \\ -\frac{1}{n} I' & \frac{1}{n} I' & \cdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ -\frac{1}{n} I' & \cdots & -\frac{1}{n} I' & \frac{1}{n} I' \\ \end{bmatrix}$$

(3.6)

where the matrices $I'$ and $\omega$ are as defined in (2.40) and (2.41), respectively. Again, the dimensions of the transfer function matrix equal $3n \times 3n$. Interestingly, both the $abc$ and $dq_0$ coordinate transfer function matrices imply that the circulating currents are not dependent on the load. This is, however, only because the output impedances of the inverters were assumed equal and because the definition (3.1) assumes equal load current sharing between the inverters. In other words, the implication that the circulating currents are not dependent on the load holds true only as a special case.

### 3.2.2 Parallel inverters with a common direct voltage source

Let us now consider parallel inverters with a common direct voltage source. Transforming the state-space model (2.58) into an input-output model by (3.3) and (3.4) and applying, again, the definition (3.1) yields a circulating current model, the transfer function matrix of which is defined as

$$G_{com,cc}^{abc} (s) = \frac{1}{Ls + R} \begin{bmatrix} \frac{1}{n} I & \frac{n-1}{n} I & \cdots & \frac{1}{n} I \\ \frac{n-1}{n} I & \cdots & \frac{n-1}{n} I \\ \vdots & \vdots & \ddots & \vdots \\ \frac{1}{n} I & \cdots & \frac{1}{n} I \\ \end{bmatrix}$$

(3.7)

The dimensions of the transfer function matrix equal $3n \times 3n$. Furthermore, the matrix $I$ is as defined in (2.35). Applying (3.3), (3.4), and (3.1) to the small-signal model (2.64), we obtain a circulating current model that is expressed in the $dq_0$ coordinates. The transfer function matrix
of the resulting circulating current model can be given as

\[
G_{cc}^{\text{com}}(s) = \frac{Ls + R}{(Ls + R)^2 + (\omega L)^2} \begin{bmatrix}
\frac{n-1}{n}I' & -\frac{1}{n}I' & \cdots & -\frac{1}{n}I' \\
-\frac{1}{n}I' & \frac{n-1}{n}I' & \cdots & -\frac{1}{n}I' \\
\vdots & \ddots & \ddots & \vdots \\
-\frac{1}{n}I' & \cdots & -\frac{1}{n}I' & \frac{n-1}{n}I'
\end{bmatrix}
\]

\[
+ \frac{L}{(Ls + R)^2 + (\omega L)^2} \begin{bmatrix}
\frac{n-1}{n}I'' & -\frac{1}{n}I'' & \cdots & -\frac{1}{n}I'' \\
-\frac{1}{n}I'' & \frac{n-1}{n}I'' & \cdots & -\frac{1}{n}I'' \\
\vdots & \ddots & \ddots & \vdots \\
-\frac{1}{n}I'' & \cdots & -\frac{1}{n}I'' & \frac{n-1}{n}I''
\end{bmatrix}
\]

\[(3.8)\]

The dimensions of the transfer function matrix equal \(3n \times 3n\) and the matrices \(I'\) and \(\omega\) are as defined in (2.40) and (2.41), respectively, and the matrix \(I''\) is defined as

\[
I'' = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

\[(3.9)\]

Again, both the abc and dq0 coordinate transfer function matrices imply that the circulating currents are not dependent on the load. However, as explained previously, this holds true only as a special case. Note also that the additional terms in (3.8) compared with (3.6) are related to the zero-sequence dynamics.

### 3.3 Circulating current control related subjects

Let us consider a few topics related to the circulating current control in the following. First, let us determine how many parallel units should be equipped with the circulating current controllers to ensure that the current flow between the inverters can be controlled. Then, let us consider the number of phase leg voltages required to be controlled to ensure that the commands from the circulating current controllers can be realized in an appropriate way. Finally, let us consider the control effort needed to generate a certain amount of circulating current. The result of this consideration can be used inversely; in other words, we can approximate the control effort needed to mitigate a certain amount of circulating current.

To meet the objectives of this section, we apply a singular value decomposition (SVD) that can be used to factorize any \(m \times n\) matrix \(A\) into (Råde and Westergren, 2001)

\[
A = QSP^T
\]

\[(3.10)\]

In brief, the SVD factorizes the matrix \(A\) into two orthogonal matrices \(Q_{m \times m}\) and \(P^T_{n \times n}\) and a diagonal-type matrix \(S_{m \times n}\), the real and nonzero diagonal elements of which are known as singular values of \(A\). Here, it is pointed out that obtaining of the matrices \(Q\), \(P^T\) and \(S\) is considered in Appendix A.
One of the useful properties of the SVD is that the number of singular values equals the rank of $A$. The rank, again, defines the maximum number of linearly independent row and column vectors in a matrix [Kreyszig, 1999]. If all row (or column) vectors are not linearly independent, there are row (or column) vectors in the matrix that can be expressed as a linear combination of the linearly independent vectors. The vectors that are linear combinations of the linearly independent vectors are unnecessary and can be eliminated. This is because the linear combinations carry the same information as the linearly independent vectors.

### 3.3.1 Number of required circulating current controllers

Let us now consider the transfer function matrices (3.6) and (3.8), which correspond to the parallel inverters with separate and common direct voltage sources, respectively. Let us also assume a parallel connection of two units ($n = 2$) and that $s = 0$ for the sake of a convenient representation. With these assumptions, the transfer function matrix (3.6) can be given as

$$
G_{dq0}^{cc} (0) = \begin{bmatrix}
\frac{1}{2} \frac{R}{R^2 + \omega L^2} & \frac{1}{2} \frac{\omega L}{R^2 + \omega L^2} & 0 & \frac{1}{2} \frac{R}{R^2 + \omega L^2} & -\frac{1}{2} \frac{\omega L}{R^2 + \omega L^2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{1}{2} \frac{R}{R^2 + \omega L^2} & \frac{1}{2} \frac{\omega L}{R^2 + \omega L^2} & 0 & \frac{1}{2} \frac{R}{R^2 + \omega L^2} & \frac{1}{2} \frac{\omega L}{R^2 + \omega L^2} & 0 \\
\frac{1}{2} \frac{R}{R^2 + \omega L^2} & -\frac{1}{2} \frac{\omega L}{R^2 + \omega L^2} & 0 & \frac{1}{2} \frac{R}{R^2 + \omega L^2} & \frac{1}{2} \frac{\omega L}{R^2 + \omega L^2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
$$

Applying the SVD to (3.11) shows that the matrix has two singular values, see Appendix A.1.1. In other words, there are two linearly independent row vectors at maximum in the matrix. From (3.11) we can see that the fourth row equals to the first row multiplied by $-1$. Similarly, we can see that the fifth row is equal to the second row multiplied by $-1$. Thus, the rows 4, 5 can be written as a linear combination of the rows 1, 2.

Eliminating the rows 4, 5 from (3.11) by summing the row 1 into the row 4 and the row 2 into the row 5 results in

$$
G_{dq0}^{cc} (0) = \begin{bmatrix}
\frac{1}{2} \frac{R}{R^2 + \omega L^2} & \frac{1}{2} \frac{\omega L}{R^2 + \omega L^2} & 0 & -\frac{1}{2} \frac{R}{R^2 + \omega L^2} & -\frac{1}{2} \frac{\omega L}{R^2 + \omega L^2} & 0 \\
-\frac{1}{2} \frac{R}{R^2 + \omega L^2} & \frac{1}{2} \frac{\omega L}{R^2 + \omega L^2} & 0 & \frac{1}{2} \frac{R}{R^2 + \omega L^2} & \frac{1}{2} \frac{\omega L}{R^2 + \omega L^2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
$$

from which we can see that circulating currents flowing from (or to) the unit number one can be controlled by manipulating the $dq$-axes voltages of the unit number one or two or both of the units. Since it is unnecessary to use controllers in both of the units, we can write

$$
G_{dq0}^{cc} (0) = \begin{bmatrix}
\frac{1}{2} \frac{R}{R^2 + \omega L^2} & \frac{1}{2} \frac{\omega L}{R^2 + \omega L^2} & 0 \\
-\frac{1}{2} \frac{R}{R^2 + \omega L^2} & \frac{1}{2} \frac{\omega L}{R^2 + \omega L^2} & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
$$

From (3.11) we can conclude that in the case of two parallel units, the current flow between the parallel units can be controlled by equipping one of the parallel units with the $dq$-axes circulating current controllers. Further, (3.13) can be expressed more compactly by neglecting the row and column vectors that correspond to the 0 axis, that is, the zero row vector and the zero column vector.
Let us now consider the transfer function matrix

$$G_{\text{com,cc}}^{\text{dq0}}(0) = \begin{bmatrix} \frac{R}{2 R^2 + \omega^2 L^2} & \frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 & -\frac{R}{2 R^2 + \omega^2 L^2} & -\frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 \\ -\frac{R}{2 R^2 + \omega^2 L^2} & \frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 & \frac{R}{2 R^2 + \omega^2 L^2} & \frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 \\ 0 & 0 & \frac{1}{2 R} & 0 & 0 & \frac{1}{2 R} \\ -\frac{R}{2 R^2 + \omega^2 L^2} & \frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 & \frac{R}{2 R^2 + \omega^2 L^2} & \frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 \\ \frac{R}{2 R^2 + \omega^2 L^2} & \frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 & -\frac{R}{2 R^2 + \omega^2 L^2} & -\frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 \\ 0 & 0 & -\frac{1}{2 R} & 0 & 0 & -\frac{1}{2 R} \end{bmatrix}$$

(3.14)

which is obtained from (3.8) by setting $n = 2$ and $s = 0$. Applying the SVD to (3.14) shows that the matrix has three singular values, see Appendix A.1. Thus, there are three linearly independent row vectors at maximum in the matrix. From (3.14) we can see that the rows 4, 5, 6 are equal to the rows 1, 2, 3, respectively, provided that each of the subsequently mentioned row is multiplied by $-1$. Thus, the rows 4, 5, 6 can be written as a linear combination of the rows 1, 2, 3, respectively.

Eliminating the rows 4, 5, 6 from (3.14) by summing the rows 1, 2, 3 into the rows 4, 5, 6, respectively, yields

$$G_{\text{com,cc}}^{\text{dq0}}(0) = \begin{bmatrix} \frac{R}{2 R^2 + \omega^2 L^2} & \frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 & -\frac{R}{2 R^2 + \omega^2 L^2} & -\frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 \\ 0 & 0 & \frac{1}{2 R} & 0 & 0 & \frac{1}{2 R} \\ \frac{R}{2 R^2 + \omega^2 L^2} & \frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 & \frac{R}{2 R^2 + \omega^2 L^2} & \frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 \\ 0 & 0 & -\frac{1}{2 R} & 0 & 0 & -\frac{1}{2 R} \end{bmatrix}$$

(3.15)

from which we can see that circulating currents flowing from (or to) the unit number one can be controlled by manipulating the dq0-axes voltages of the unit number one or two or both of the units. Since it is unnecessary to use controllers in both of the units, we can write

$$G_{\text{com,cc}}^{\text{dq0}}(0) = \begin{bmatrix} \frac{R}{2 R^2 + \omega^2 L^2} & \frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 \\ 0 & 0 & \frac{1}{2 R} \end{bmatrix}$$

(3.16)

From (3.16) we can conclude that also in this case only one of the parallel units must be equipped with the circulating current controllers. The difference compared with the previous case is, however, that in addition to the dq0-axes controllers, also 0 axis controller is needed to ensure that the current flow between the parallel units can be controlled. This is a significant difference, since the zero-sequence circulating current control basically requires that all phase leg voltages of the inverter are controlled all the time. This is considered in more detail in the following subsection.

So far, we have demonstrated that in the case of two parallel units, only one of the parallel units must be equipped with the circulating current controllers. In the case of parallel inverters with separate direct voltage sources, one of the inverters must be equipped with the dq0-axes controllers, while in the case of a common direct voltage source, dq0-axes controllers must be used. Let us generalize these results.

It can be shown that in the case of three parallel units with separate direct voltage sources, the number of singular values of (3.6) equals four, in the case of four parallel units six, and so on. Thus, we can conclude that in the case of $n$ parallel units, the number of singular values equals...
Performing a similar elimination procedure as in the case of two parallel units, we can eventually conclude that it is necessary to manipulate the \(dq\)-axes voltages only in \(n - 1\) parallel units to ensure that the current flow between the parallel units can be controlled. In other words, the overall number of the required circulating current controllers equals the number of singular values of (3.6), that is, \(2(n - 1)\).

In the case of three parallel units with a common direct voltage source, the number of singular values equals six, in the case of four units nine and so on. Thus, we can conclude that the number of singular values in the case of \(n\) parallel units equals \(3(n - 1)\). This, again, implies that it is necessary to manipulate the \(dq0\)-axes voltages only in \(n - 1\) parallel units to ensure that the current flow between the parallel units can be controlled. In other words, the overall number of the required circulating current controllers equals the number of singular values of (3.8), that is, \(3(n - 1)\).

### 3.3.2 Number of phase leg voltages required to be controlled

It was mentioned in the previous subsection that the zero-sequence circulating current control basically requires that all phase leg voltages of the inverter should be controlled all the time to ensure that the current flow between the parallel units can be controlled. This can be understood by recalling that the zero-sequence circulating refers to the averaged sum of the inverter phase currents. A better way to illustrate this is to examine the transfer function matrices expressed in the \(abc\) coordinates as has been done in (Itkonen et al., 2009b).

Consider the case of parallel inverters with a common direct voltage source. From (3.7) we can see that the relationships between the phase legs voltages of a certain unit and circulating currents corresponding to the unit in question can be given as

\[
G_{\text{com,cc}}^{''} \bigg|_{abc} (s) = \frac{n - 1}{n(Lo + R)} \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]  

(3.17)

The rank of this matrix equals three. Therefore, there are three linearly independent rows at most in the matrix. Furthermore, since the off-diagonal elements of the matrix equal zero, circulating currents in a certain phase can be controlled only by controlling phase leg voltages of that particular phase.

Let us consider for comparison the case of parallel inverters with separate direct voltage sources. From (3.6) we can see that the relationships between the phase leg voltages of a certain unit and the circulating currents corresponding to the unit in question can be given as

\[
G_{\text{sep,cc}}^{''} \bigg|_{abc} (s) = \frac{n - 1}{n(Lo + R)} \begin{bmatrix}
\frac{2}{3} & -\frac{1}{3} & -\frac{1}{3} \\
-\frac{1}{3} & \frac{2}{3} & -\frac{1}{3} \\
-\frac{1}{3} & -\frac{1}{3} & \frac{2}{3}
\end{bmatrix}
\]  

(3.18)

The rank of this matrix equals two indicating that there are two linearly independent rows at most in the matrix. This result means that we can control circulating currents in a certain phase either by controlling phase leg voltages of that particular phase or alternatively, phase leg voltages of the other two phases of the inverter.
3.3.3 Control effort considerations

The transfer function matrices (3.6) and (3.8) show the relationships between the inverter output voltages and the circulating currents. With the help of these expressions, we can determine the control effort needed to generate a certain amount of circulating current. The matrices (3.6) and (3.8) are, however, singular indicating that they do not have an inverse. In other words, there is no unique solution that can be obtained from the input-output model as

\[ U(s) = (G(s))^{-1} Y(s) \]  

(3.19)

However, as illustrated in Subsection 3.3.1 we can eliminate and neglect certain rows and columns from the matrices because some of them are linear combinations of the others. The rows and columns that can be eliminated and neglected can be expressed as

\[ G(s) = \begin{bmatrix} G_{11}(s) & \cdots & G_{1(n-1)}(s) & G_{1n}(s) \\ \vdots & \ddots & \vdots & \vdots \\ G_{(n-1)1}(s) & \cdots & G_{(n-1)(n-1)}(s) & G_{(n-1)n}(s) \\ G_{nn}(s) & G_{n2}(s) & \cdots & G_{nn}(s) \end{bmatrix} \]  

(3.20)

In other words, we can eliminate the \( n^{th} \) row and neglect the \( n^{th} \) column. The remaining subset, the background of which is colored with different shades of gray is invertible. Correct dimensions for \( G_{ij}(s) \), \( i, j \in \{1, 2, ..., n\} \) can be obtained by comparing (3.20) for example with (3.8).

From (3.20) we can conclude that in the case of two parallel units the remaining subset includes only one element, that is, \( G_{11}(s) \). However, in the case of \( n > 2 \) parallel units the remaining subset contain the elements \( G_{ij}(s) \), \( i, j \in \{1, 2, ..., n-1\} \). In these cases, the off-diagonal elements indicate that the circulating current controllers of the parallel units will interact with each other in a similar fashion as the \( dq \)-axes circulating controllers will do within each unit, provided that the \( dq \)-axes are not decoupled. Decoupling of the \( dq \)-axes has been dealt with in the case of a single voltage source inverter for example in (Milosevic et al., 2006). Although the same principles can be applied also in the case of parallel voltage source inverters, it is not considered here.

Let us now consider the control effort needed to generate a certain amount of circulating current. Let us also assume, for simplicity, parallel connection of two units. Based on the preceding, we can write for the parallel inverters with separate direct voltage sources as

\[ Y_{\text{sep}, \text{cc}}^{\text{dcq0}}(s) = \begin{bmatrix} \frac{1}{2} \frac{L_s + R}{(L_s + R)^2 + (\omega L)^2} & -\frac{1}{2} \frac{\omega L}{(L_s + R)^2 + (\omega L)^2} \\ -\frac{1}{2} \frac{\omega L}{(L_s + R)^2 + (\omega L)^2} & \frac{1}{2} \frac{L_s + R}{(L_s + R)^2 + (\omega L)^2} \end{bmatrix} U_{\text{sep}, \text{cc}}^{\text{dcq0}}(s) \]  

(3.21)

and for the parallel inverters with a common direct voltage source as

\[ Y_{\text{com}, \text{cc}}^{\text{dcq0}}(s) = \begin{bmatrix} \frac{1}{2} \frac{L_s + R}{(L_s + R)^2 + (\omega L)^2} & -\frac{1}{2} \frac{\omega L}{(L_s + R)^2 + (\omega L)^2} & 0 \\ -\frac{1}{2} \frac{\omega L}{(L_s + R)^2 + (\omega L)^2} & \frac{1}{2} \frac{L_s + R}{(L_s + R)^2 + (\omega L)^2} & 0 \\ 0 & 0 & \frac{1}{2} \frac{L_s + R}{(L_s + R)^2 + (\omega L)^2} \end{bmatrix} U_{\text{com}, \text{cc}}^{\text{dcq0}}(s) \]  

(3.22)
3.3. Circulating current control related subjects

Transforming (3.21) and (3.22) into the form (3.19) results in the case of parallel inverters with separate direct voltage sources in

\[
U_{\text{sep,cc}}^{dq0}(s) = \begin{bmatrix} 2 (Ls + R) & -2\omega L \\ 2\omega L & 2 (Ls + R) \end{bmatrix} Y_{\text{sep,cc}}^{dq0}(s) \tag{3.23}
\]

and in the case of parallel inverters with a common direct voltage source in

\[
U_{\text{com,cc}}^{dq0}(s) = \begin{bmatrix} 2 (Ls + R) & -2\omega L & 0 \\ 2\omega L & 2 (Ls + R) & 0 \\ 0 & 0 & 2 (Ls + R) \end{bmatrix} Y_{\text{com,cc}}^{dq0}(s) \tag{3.24}
\]

Expressing the input vectors as

\[
Y_{\text{sep,cc}}^{dq0}(s) = \begin{bmatrix} C_d/s & C_q/s \end{bmatrix}^T \quad \text{and} \quad Y_{\text{com,cc}}^{dq0}(s) = \begin{bmatrix} C_d/s & C_q/s & C_0/s \end{bmatrix}^T
\]

where \(C_d, C_q, C_0\) are the "desired" steady-state circulating currents and finding inverse Laplace transformations results in

\[
\begin{bmatrix} u_d(t) \\ u_q(t) \end{bmatrix} = \begin{bmatrix} 2L\delta(t) + 2R & -2\omega L \\ 2\omega L & 2L\delta(t) + 2R \end{bmatrix} \begin{bmatrix} C_d \\ C_q \end{bmatrix} \tag{3.25}
\]

and

\[
\begin{bmatrix} u_d(t) \\ u_q(t) \\ u_0(t) \end{bmatrix} = \begin{bmatrix} 2L\delta(t) + 2R & -2\omega L & 0 \\ 2\omega L & 2L\delta(t) + 2R & 0 \\ 0 & 0 & 2L\delta(t) + 2R \end{bmatrix} \begin{bmatrix} C_d \\ C_q \\ C_0 \end{bmatrix} \tag{3.26}
\]

where \(\delta(t)\) is Dirac’s delta function. Since Dirac’s delta function has a zero value everywhere except at \(t = 0\), we can write for \(t > 0\) as

\[
\begin{bmatrix} U_d \\ U_q \end{bmatrix} = \begin{bmatrix} 2R & -2\omega L \\ 2\omega L & 2R \end{bmatrix} \begin{bmatrix} C_d \\ C_q \end{bmatrix} \tag{3.27}
\]

and

\[
\begin{bmatrix} U_d \\ U_q \\ U_0 \end{bmatrix} = \begin{bmatrix} 2R & -2\omega L & 0 \\ 2\omega L & 2R & 0 \\ 0 & 0 & 2R \end{bmatrix} \begin{bmatrix} C_d \\ C_q \\ C_0 \end{bmatrix} \tag{3.28}
\]

Now we have expressions that can be used to estimate the control effort needed to generate a certain amount of circulating current. As can be seen, the control effort needed increases, while the impedance between the parallel units increases. The expressions (3.27) and (3.28) also imply that increasing the impedance between the parallel units can help to keep circulating currents at a low value. This is because sensitivity to the variations in the inverter output voltages decreases. This property has been exploited in (Younis et al., 2009), where the current sharing between parallel units is improved by adding series resistors in the inverter outputs. The improved current sharing comes, however, at the expense of increased inverter losses.
Chapter 3. Circulating current modeling and analysis of parallel voltage source inverters

3.4 Circulating currents caused by the dead-time effects

Contributions considering parallel-operating power semiconductor devices and modules (Hofer-Noser and Karrer, 1999; Nelson et al., 2002; Bortis et al., 2008) have identified that differences in finite turn-on and turn-off times of switching devices and forward voltage drops of switching devices and anti-parallel diodes cause unequal load current sharing between the modules. It has also been stated that differences in blanking times that are used to prevent short circuits in the inverter phase legs can cause circulating currents between the units (Zhang et al., 2005). The following concentrates on studying how the overall effects of these parameter variations, which are commonly called dead-time effects (Cichowski and Nieznanski, 2005), affect the circulating current generation between parallel two-level VSIs.

3.4.1 Average phase leg voltage formation

To facilitate the understanding of how the dead-time effects influence circulating current generation between parallel two-level VSIs, it is convenient first to consider phase leg voltage formation with the help of Figs. 3.1 and 3.2. The former shows a single phase leg of a two-level VSI feeding an inductive load, and possible paths for positive and negative phase currents. The current flowing from the phase leg to the load is defined as a positive phase current, and the current flowing from the load to the phase leg as a negative phase current. When the phase current is positive, the current flows either through the upper switching device $T_a^+$ or the lower anti-parallel diode $D_a^-$ as shown in Fig. 3.1(a) and when the phase current is negative, the current flows either through the lower switching device $T_a^-$ or the upper anti-parallel diode $D_a^+$ as illustrated in Fig. 3.1(b).

![Phase leg voltage formation](image)

Fig. 3.1: Single phase leg of a two-level voltage source inverter feeding an inductive load and possible paths for positive and negative phase currents.

Phase leg voltage formation is illustrated in Fig. 3.2 for both the positive and negative phase currents. In this context, phase leg voltage refers to the voltage between the output node $a$ and the dc link midpoint $o$. For simplicity, it is assumed that the dc link voltage and the forward voltage drops of switching devices and anti-parallel diodes, which are denoted by $U_{dc}$, $U_{T}$, and $U_{D}$, are constant. $T_{on}$ and $T_{off}$ are the desired on- and off-times of the upper switching device, $t_{on} > 0$ and $t_{off} > 0$ are the finite turn-on and turn-off times of the upper and lower switching devices, and $t_d > 0$ is the necessary blanking time used to prevent a short circuit in the phase leg.
3.4. Circulating currents caused by the dead-time effects

Assuming that both the upper and lower switching devices are opened and closed, or vice versa, during the switching period as shown in Figs. 3.2(a) and 3.2(b), the phase leg voltages averaged with respect to the switching period $T_{sw}$ can be defined as

\[
\hat{u}_{p}^{ao} = \left( d - d_{d} - \frac{1}{2} \right) U_{dc} - (d - d_{d}) U_{T} - (1 - d + d_{d}) U_{D} \tag{3.29}
\]

\[
\hat{u}_{n}^{ao} = \left( d + d_{d} - \frac{1}{2} \right) U_{dc} + (1 - d - d_{d}) U_{T} + (d + d_{d}) U_{D} \tag{3.30}
\]

where $p$ and $n$ in the superscripts denote positive and negative phase currents, respectively, the subscript indicates that the phase leg voltage is evaluated with respect to the midpoint of the direct voltage link, $d = T_{on}/T_{sw}$ is a phase duty cycle, and $d_{d} = (t_{d} + t_{on} - t_{off})/T_{sw}$. Similarly, average phase leg voltages can be defined for the phases b and c. At this point it is pointed out that although the dead-time effects cause both the amplitude and phase distortion to the inverter phase leg voltages compared with the desired phase leg voltages, we will neglect the resulting phase distortion for the sake of simplicity.
3.4.2 Time-domain circulating current modeling

Let us now develop a time-domain circulating model that can be used to estimate circulating currents caused by the dead-time effects. Let us, however, consider only the case of parallel inverters with a common direct voltage source for the sake of a simplicity. The following is considered in more detail in (Itkonen et al., 2009a,c).

A Laplace domain circulating current model expressed in the abc coordinates can be written with the help of (3.27). Rewriting the right-hand side of the input-output model, which is of the similar form as (3.4), we can write

\[ Y_{abc}(s) = \frac{1}{L_s + R} \Delta U_{cc}(s) \]  

(3.31)

where the elements in the input vector \( \Delta U_{cc}(s) \) are defined as

\[ \Delta U_{ko,j}(s) = \sum_{m=1}^{n} \frac{U_{ko,j}(s) - U_{ko,m}(s)}{n} = \sum_{m=1}^{n} \frac{\Delta U_{ko,m}(s)}{n}, \quad k \in \{a, b, c\}, \quad m \in \{1, 2, \ldots, n\} \]  

(3.32)

The variables \( j \) and \( m \) are used to indicate the index of the parallel unit and \( k \) denotes the phase. Considering the formation of the phase leg voltage differences one switching period at a time, we can define average phase leg voltage differences as

\[ \Delta \hat{U}_{ko,jm}(s) = (\hat{u}_{ko,j} - \hat{u}_{ko,m}) \left( \frac{e^{-as} - e^{-bs}}{s} \right) = \Delta \hat{u}_{ko,jm} \left( \frac{e^{-as} - e^{-bs}}{s} \right) \]  

(3.33)

where \( a = (q - 1) T_{sw}, b = q T_{sw} \) and \( q \in \{1, 2, \ldots, \infty\} \). In the time-domain, the term in the right-hand side of (3.33) represents a voltage pulse, the amplitude of which equals \( \Delta \hat{u}_{ko,jm} = \hat{u}_{ko,j} - \hat{u}_{ko,m} \). The values for \( \hat{u}_{ko,j} \) and \( \hat{u}_{ko,m} \) are obtained by (3.29) and (3.30).

The average phase leg voltage difference \( \Delta \hat{u}_{ko,jm} \) is a function of dead-time effect parameters, phase duty cycles, directions of the phase currents, and dc link voltage. However, since the purpose is to study how the dead-time effects influence the circulating current generation, it is justified to assume that the parallel inverters are driven with similar switching patterns, that is, \( d_k = d_{k,1} = d_{k,2} = \cdots = d_{k,n} \). Assuming further that the forward voltage drops of the switching devices and anti-parallel diodes are of the same value in each unit, that is, \( U_{F,j} = U_{T,j} = U_{D,j} \), the phase leg voltage difference can be defined as

\[ \Delta \hat{u}_{ko,jm} = \begin{cases} \Delta \hat{u}_{ko,jm}^p = \hat{u}_{ko,j}^p - \hat{u}_{ko,m}^p, & \text{when } i_{k,j} > 0, i_{k,m} > 0 \\ \Delta \hat{u}_{ko,jm}^m = \hat{u}_{ko,j}^m - \hat{u}_{ko,m}^m, & \text{when } i_{k,j} > 0, i_{k,m} < 0 \\ \Delta \hat{u}_{ko,jm}^n = \hat{u}_{ko,j}^n - \hat{u}_{ko,m}^n, & \text{when } i_{k,j} < 0, i_{k,m} > 0 \\ \Delta \hat{u}_{ko,jm}^{pm} = \hat{u}_{ko,j}^{pm} - \hat{u}_{ko,m}^{pm}, & \text{when } i_{k,j} < 0, i_{k,m} < 0 \end{cases} \]  

(3.34)

where

\[ \Delta \hat{u}_{ko,jm}^p = -\Delta \hat{u}_{ko,jm}^m = (-d_{d,j} + d_{d,m}) U_{dc} + (U_{F,j} + U_{F,m}) \]  

(3.35)

\[ \Delta \hat{u}_{ko,jm}^n = -\Delta \hat{u}_{ko,jm} = -(d_{d,j} + d_{d,m}) U_{dc} - (U_{F,j} + U_{F,m}) \]  

(3.36)
3.4. Circulating currents caused by the dead-time effects

Since (3.34) does not depend on the phase duty cycles, \( \Delta \hat{u}_{ko,jm} \) is constant over sequential switching periods, where the directions of the phase currents do not change. Note also that when the directions of the phase currents are the same, the value of \( \Delta \hat{u}_{ko,jm} \) depends on the differences in the dead-time effect parameters. However, when the directions of the phase currents are different, \( \Delta \hat{u}_{ko,jm} \neq 0 \) even if the dead-time effect parameters are the same. Furthermore, the magnitude is easily many times larger than in the cases where the phase currents are of the same direction and the value is such that the difference between the phase currents tends to decrease. Because of this, it is practical to consider only the cases where all phase currents are of the same direction (Itkonen et al., 2009a,c).

When all phase currents are positive, an average s-domain circulating current model corresponding to the phase \( k \) of the \( j \)th inverter can be expressed as

\[
\hat{C}_{p}^{k,j} = \sum_{m=1}^{n} \frac{\Delta \hat{u}_{pp,km}^{ko,jm}}{Ls + R} \frac{(e^{-as} - e^{-bs})}{s}, \quad k \in \{a, b, c\}, \quad m \in \{1, 2, \ldots, n\} \tag{3.37}
\]

and when all phase currents are negative as

\[
\hat{C}_{n}^{k,j} = \sum_{m=1}^{n} \frac{\Delta \hat{u}_{nn,km}^{ko,jm}}{Ls + R} \frac{(e^{-as} - e^{-bs})}{s}, \quad k \in \{a, b, c\}, \quad m \in \{1, 2, \ldots, n\} \tag{3.38}
\]

Finding inverse Laplace transformations of (3.37) and (3.38) results in average time-domain circulating current models

\[
\hat{c}_{p}^{k,j} = \sum_{m=1}^{n} \left[ \frac{\Delta \hat{u}_{pp,km}^{ko,jm}}{nR} \left( H(t - t_{a}) \left( 1 - e^{-\frac{R}{L}(t)} \right) - H(t - t_{b}) \left( 1 - e^{-\frac{R}{L}(t)} \right) \right) \right] \tag{3.39}
\]

\[
\hat{c}_{n}^{k,j} = \sum_{m=1}^{n} \left[ \frac{\Delta \hat{u}_{nn,km}^{ko,jm}}{nR} \left( H(t - t_{c}) \left( 1 - e^{-\frac{R}{L}(t)} \right) - H(t - t_{d}) \left( 1 - e^{-\frac{R}{L}(t)} \right) \right) \right] \tag{3.40}
\]

where \( H \) is Heaviside’s step function defined as

\[
H(t - x) = \begin{cases} 
1, & \text{when } t > x \\
0, & \text{when } t < x
\end{cases} \tag{3.41}
\]

The time instants \( t_{a}, t_{b}, t_{c}, t_{d} \), again, correspond to the time intervals during which all phase currents are assumed to be positive or negative, respectively.

3.4.3 Model verification

To verify the validity of the time-domain circulating current model given by (3.39) and (3.40), the calculated circulating current waveforms are compared both with the circuit simulation and the experimental results in this subsection. The circuit simulations were carried out with the model introduced in Appendix B and the experimental setup is presented in Chapter 6. Therefore, neither of them are described here. The parameters used in the calculations correspond to the circuit simulation parameters given also in Appendix B. Furthermore, the time instants
Fig. 3.3: Simulated phase currents and the corresponding circulating currents, and the calculated circulating currents when the phase leg voltage differences were generated by setting the blanking times as \( t_{d,1} = 2.0 \mu s \), \( t_{d,2} = 2.1 \mu s \) and \( t_{d,3} = 2.2 \mu s \). Blue, green, and red lines indicate the first, second, and third inverter, respectively.

\[ t_a, t_b, t_c, t_d \text{ in (3.39) and (3.40) were set as } t_a = 0, t_b = T_f/2, t_c = T_f/2, t_d = T_f \text{ where } T_f = 0.08 \text{ ms is the time of the fundamental period.} \]

Let us first consider Fig. 3.3(a) which shows the simulated phase currents and the corresponding circulating currents, and the calculated circulating currents when the phase leg voltage differences were generated by setting the blanking times as \( t_{d,1} = 2.0 \mu s \), \( t_{d,2} = 2.1 \mu s \) and \( t_{d,3} = 2.2 \mu s \). From Fig. 3.3(a) we can conclude that as a consequence of the blanking time differences, the load phase current that equals the sum of inverter phase currents is shared unequally between the units. The circulating current waveforms corresponding to the phase currents shown in Fig. 3.3(a) are presented in Fig. 3.3(b). The calculated circulating current waveforms, again, are illustrated in Fig. 3.3(c).
3.4. Circulating currents caused by the dead-time effects

Comparing Figs. 3.3(b) and 3.3(c) we can see that the calculated waveforms are in good agreement with the circuit simulations. The most visible difference is that the calculated waveforms do not contain the switching ripple that is present in the simulated waveforms. This is, however, because the averaging procedure neglects the switching transients. The circuit simulated waveforms also show that as a consequence of the dead-time effects, the phase currents tend to cross the zero current level at the same time. Because of this property, the circulating currents generated during the positive and negative half cycles decrease rapidly to zero at the time intervals during which the phase currents cross the zero current level. This property was used in simplifying the time-domain circulating current model expression.

Let us now consider the simulated and calculated circulating current waveforms presented in Figs. 3.4, 3.5, and 3.6. The phase leg voltage differences were generated in the first case by setting the turn-on times as $t_{on,1} = 0$ ns, $t_{on,2} = 100$ ns, and $t_{on,3} = 200$ ns, in the second case by setting the turn-off times as $t_{off,1} = 0$ ns, $t_{off,2} = 100$ ns, and $t_{off,3} = 200$ ns, and in the third case by setting the forward voltage drops of the switches and diodes as $U_{F,1} = 2$ V, $U_{F,2} = 2.3$ V, and $U_{F,3} = 2.6$ V. In all three cases, the calculations give estimates that correspond well with the simulations. The preceding illustrations show that the presented time-domain circulating current model can be used to estimate the circulating currents that are caused by the dead-time effects.

Fig. 3.4: Simulated and calculated circulating currents when the phase leg voltage differences were generated by setting the turn-on times as $t_{on,1} = 0$ ns, $t_{on,2} = 100$ ns, and $t_{on,3} = 200$ ns. Blue, green, and red lines indicate the first, second, and third inverter, respectively.
Fig. 3.5: Simulated and calculated circulating currents when the phase leg voltage differences were generated by setting the turn-off times as $t_{\text{off},1} = 0$ ns, $t_{\text{off},2} = 100$ ns, and $t_{\text{off},3} = 200$ ns. Blue, green, and red lines indicate the first, second, and third inverter, respectively.

Fig. 3.6: Simulated and calculated circulating currents when the phase leg voltage differences were generated by setting the forward voltage drops of the inverters as $U_{F,1} = 2$ V, $U_{F,2} = 2.3$ V, and $U_{F,3} = 2.6$ V. Blue, green, and red lines indicate the first, second, and third inverter, respectively.
3.4. Circulating currents caused by the dead-time effects

Let us now consider some experimental results. Figure 3.7 shows the phase currents and the corresponding circulating currents when the inverters were driven with the identical voltage commands. The presented waveforms show that there exist circulating currents even if the units are uniformly controlled. Because of this we cannot expect that the measured circulating current waveforms are similar to the ones obtained from the circuit simulations or the calculations.

Consider Fig. 3.8 which presents the phase currents and the corresponding circulating currents when the turn-on times were set as $t_{on,1} \approx 0$ ns, $t_{on,2} \approx 100$ ns, and $t_{on,3} \approx 200$ ns. Although the resulting circulating current waveforms resemble only distantly the waveforms presented in Fig. 3.4, the result verifies that the phase currents tend to cross the zero current level at the same time as it was expected. Similar waveforms were presented in the case of two parallel units in (Itkonen et al., 2009c). In the case of two parallel units, the operation of the parallel units was more uniform yielding waveforms that correspond better with the predictions.

Let us now consider Fig. 3.9 which shows the phase currents and the corresponding circulating currents when the turn-off times were set as $t_{off,1} \approx 0$ ns, $t_{off,2} \approx 100$ ns, and $t_{off,3} \approx 200$ ns. As can be seen, the circulating current waveforms resemble distantly the waveforms presented in Fig. 3.5. However, also in this case, the most important observation to make is that the phase currents tend to cross the zero-current level at the same time at any circumstances. Based on the presented measurement results and (Itkonen et al., 2009c), we may conclude that the verification of the presented circulating current model in the case of several parallel units may be difficult or even impossible to perform experimentally. This is because we cannot distinguish the actual causes for the circulating currents.
Fig. 3.8: Measured phase currents and the corresponding circulating currents when the turn-on times were set as $t_{on,1} \approx 0$ ns, $t_{on,2} \approx 100$ ns, and $t_{on,3} \approx 200$ ns. Blue, green, and red lines indicate the first, second, and third inverter, respectively.

Fig. 3.9: Measured phase currents and the corresponding circulating currents when the turn-off times were set as $t_{on,1} \approx 0$ ns, $t_{on,2} \approx 200$ ns, and $t_{on,3} \approx 400$ ns. Blue, green, and red lines indicate the first, second, and third inverter, respectively.
3.5 Discussion

This chapter addressed circulating current modeling of parallel three-phase two-level voltage source inverters. Circulating current models were developed for $n$ parallel units and for both parallel inverter configurations considered in this dissertation.

The developed models showed that the main difference between the parallel inverter configurations from the circulating current point of view is that in the case of separate direct voltage sources, circulating currents in a certain unit can be controlled by controlling at least two phase leg voltages, while in the case of a common direct voltage source, circulating current control basically requires that all phase leg voltages are controlled. Furthermore, it was shown that we need to apply circulating current controllers in $n - 1$ parallel units to ensure that the current flow between the parallel units can be controlled. This holds true for both of the configurations. The difference is, however, that in the case of separate direct voltage sources, we need to apply controllers only in the $dq$-axes, while in the case of parallel inverters with a common direct voltage source, $0$ axis current controllers must be used in addition to the $dq$-axes controllers.

Besides developing the circulating current models and considering some control related subjects, it was also considered how differences in blanking times, finite turn-on and turn-off times of switching devices, and forward voltage drops of switching devices and anti-parallel diodes affect the circulating current generation between the parallel units. For this purpose, a simplified time-domain circulating current model was developed. It was shown that the results obtained from the simplified model are in good agreement with the circuit simulations. Also some experimental results were presented. Although the experimental results confirmed some predictions, they also showed that it is rather difficult or even impossible to verify the model experimentally.

From the presented results we can, however, conclude that differences in blanking times, finite turn-on and turn-off times of switching devices, and forward voltage drops of switching devices and anti-parallel diodes result in a circulating current waveforms that are similar in all cases. It must, still, be emphasized that the circulating currents caused by the differences in blanking times and in finite turn-on and turn-off times of switching devices are dependent on the switching frequency, while the circulating currents caused by the forward voltage drops of switching devices and anti-parallel diodes are not.
Chapter 3. Circulating current modeling and analysis of parallel voltage source inverters
Chapter 4

Dual modulator method for parallel three-phase voltage source inverters

This chapter considers application of space-vector-based modulation methods to the control of parallel two-level three-phase voltage source inverters. It is illustrated that the space-vector-based modulation methods may cause problems when applied to parallel inverters. The described problems are related to the fact that the differences in the stationary $\alpha\beta$-axes voltage components will reflect also to the zero-axis voltage components. In order to prevent these problems and to make it possible to control zero-sequence voltages separately from the $\alpha\beta$-axes voltages and vice versa, a dual modulator method is introduced.

4.1 Space-vector-based modulation

4.1.1 Basic principles

Space vector modulation (SVM) developed for the two-level three-phase inverters is based on the fact that such inverters can have eight different switching states (Holmes and Lipo, 2003), which are depicted in Fig. 4.1. Two of the states are known as zero states and the rest six as active states of the inverter. When either one upper and two lower or one lower and two upper switches are closed at the same time, the inverter is said to be in the active state. During the zero switching states either all lower or all upper switches are closed at the same time. The active switching states are denoted by numbers from 1 to 6 and the zero switching states by 0 and 7.

The state of the inverter can be mathematically expressed by a switching function space vector $\vec{r}^n$, which is also called a switching vector, and a zero-sequence component $r_0$. The eight possible switching vectors and zero-sequence components can be obtained by applying (2.3), (2.7), and (2.8). The results are given in Table. 4.1. The table shows that there are only six nonzero switching vectors that correspond to the active states of the inverter, and four different zero-sequence component values that are at largest during the zero switching states. Further, the table indicates that it is impossible to control the inverter in such a fashion that no instantaneous zero-sequence voltage components are generated, since after all, the desired output voltages are realized by averaging the switching vectors over a switching period.

An output voltage vector and a zero-sequence voltage component of a three-phase VSI can be obtained with the help of the switching vector and the zero-sequence component as

$$\vec{u}^n = \vec{r}^n u_{dc}$$

$$u_0 = r_0 u_{dc}$$

(4.1)

(4.2)
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![Diagram of eight possible switching states]

Fig. 4.1: Eight possible switching states of a three-phase two-level inverter. The states 0 and 7 are known as zero states, while the states 1–6 represent active states of the inverter.

Table 4.1: Eight possible switching states represented by the switching vector \( \vec{r}^m \) and the zero-sequence component \( r_0 \). The variables \( r_a, r_b, \) and \( r_c \) are the phase switching functions of the inverter.

<table>
<thead>
<tr>
<th>State</th>
<th>( r_a )</th>
<th>( r_b )</th>
<th>( r_c )</th>
<th>( \vec{r}^m )</th>
<th>( r_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(-1/2)</td>
<td>(-1/2)</td>
<td>(-1/2)</td>
<td>0</td>
<td>(-1/2)</td>
</tr>
<tr>
<td>1</td>
<td>(+1/2)</td>
<td>(-1/2)</td>
<td>(-1/2)</td>
<td>(+2/3e^{j(10\pi/3)})</td>
<td>(-1/6)</td>
</tr>
<tr>
<td>2</td>
<td>(+1/2)</td>
<td>(+1/2)</td>
<td>(-1/2)</td>
<td>(+2/3e^{j(1\pi/3)})</td>
<td>(+1/6)</td>
</tr>
<tr>
<td>3</td>
<td>(-1/2)</td>
<td>(+1/2)</td>
<td>(-1/2)</td>
<td>(+2/3e^{j(2\pi/3)})</td>
<td>(-1/6)</td>
</tr>
<tr>
<td>4</td>
<td>(-1/2)</td>
<td>(+1/2)</td>
<td>(+1/2)</td>
<td>(+2/3e^{j(3\pi/3)})</td>
<td>(+1/6)</td>
</tr>
<tr>
<td>5</td>
<td>(-1/2)</td>
<td>(-1/2)</td>
<td>(+1/2)</td>
<td>(+2/3e^{j(4\pi/3)})</td>
<td>(-1/6)</td>
</tr>
<tr>
<td>6</td>
<td>(+1/2)</td>
<td>(-1/2)</td>
<td>(+1/2)</td>
<td>(+2/3e^{j(5\pi/3)})</td>
<td>(+1/6)</td>
</tr>
<tr>
<td>7</td>
<td>(+1/2)</td>
<td>(+1/2)</td>
<td>(+1/2)</td>
<td>0</td>
<td>(+1/2)</td>
</tr>
</tbody>
</table>

where \( u_{dc} \) is the direct voltage of the inverter. The orientation of the output voltage vectors in the \( \alpha \beta \) plane is illustrated in Fig. 4.2(a). As can be seen, the active vectors divide the plane into six equal sectors, which are denoted by \( m \in \{1, 2, \cdots, 6\} \). The instantaneous lengths of active voltage vectors equal \( |\vec{u}_i^m| = 2/3u_{dc}, i \in \{1, 2, \cdots, 6\} \). The hexagon obtained by connecting the tips of the active vectors shows the boundary inside of which any voltage vector can be realized by appropriately averaging the active and zero voltage vectors. The circle inside the hexagon shows the limit of a linear modulation region. The radius of this circle is equal to \( u_{dc}/3 \). Within the linear modulation region, the average line-to-line voltages remain sinusoidal, but the average phase leg voltages may be distorted.

The formation of the average output voltage vector, which is referred to as a voltage reference vector from this point forward, is illustrated in Fig. 4.2(b). As shown, the voltage reference vector

\[
\vec{u}_{ref}^a = u_{ref,\alpha} + ju_{ref,\beta}
\]  

(4.3)
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(a) Eight discrete space vectors.

![Diagram of formation of average space vector](image)

(b) Formation of average space vector.

Fig. 4.2: Eight discrete space vectors $\vec{u}_i^a, i \in \{0, 1, 2, \ldots, 7\}$ and formation of the average space vector $\vec{u}^a$ as a result of averaging two adjacent active space vectors. Note that the active space vectors $\vec{u}_{m-1,6}^a$ divide the $\alpha/\beta$ plane into six equal sectors denoted by $m$.

is obtained by averaging two adjacent voltage vectors as

$$\vec{u}_{\text{ref}} = \frac{t_m}{T_{sw}} \vec{u}_m + \frac{t_{m+1}}{T_{sw}} \vec{u}_{m+1}$$  \hspace{1cm} (4.4)

where $t_m$ and $t_{m+1}$ are time durations of the active vectors

$$\vec{u}_m^a = \frac{2}{3} u_{dc} e^{j \left((m-1)\frac{\pi}{3}\right)}$$  \hspace{1cm} (4.5)

and

$$\vec{u}_{m+1}^a = \frac{2}{3} u_{dc} e^{j \left(m\frac{\pi}{3}\right)}$$  \hspace{1cm} (4.6)

and $T_{sw}$ is the time of a switching period. By equating the real and imaginary parts of (4.4), one can solve the durations for the active vectors. The solutions can be given in a matrix form as (Sarählt, 2005)

$$\begin{bmatrix} t_m \\ t_{m+1} \end{bmatrix} = \frac{\sqrt{3} T_{sw}}{u_{dc}} \begin{bmatrix} \sin \left(m\frac{\pi}{3}\right) & -\cos \left(m\frac{\pi}{3}\right) \\ -\sin \left((m-1)\frac{\pi}{3}\right) & \cos \left((m-1)\frac{\pi}{3}\right) \end{bmatrix} \begin{bmatrix} u_{\text{ref},\alpha} \\ u_{\text{ref},\beta} \end{bmatrix}$$  \hspace{1cm} (4.7)

The durations of the active vectors are limited as

$$t_m + t_{m+1} \leq T_{sw}$$  \hspace{1cm} (4.8)

When the sum of active vector durations does not exceed the switching period time, zero vector(s) are applied for the time remaining. The total duration of the zero vector can be calculated as

$$t_z = t_0 + t_7 = T_{sw} - (t_m + t_{m+1})$$  \hspace{1cm} (4.9)

which shows that $t_z$ can be divided between the zero voltage vectors $\vec{u}_0^a$ and $\vec{u}_7^a$, the durations of which are denoted by $t_0$ and $t_7$, respectively. From the calculated active and zero vector times, (4.7) and (4.9), one can determine phase leg references for the inverter.
4.1.2 Phase leg references

According to Holmes and Lipo (2003), the placement of the zero vector can be considered to be the primary difference between PWM strategies, and in alternative implementations, the positions of active space vectors are simply varied within the switching period. This basically means that phase leg references for various PWM methods can be obtained by dividing the active and zero vector times into the phase legs differently. Let us consider a conventional space vector PWM (van der Broeck et al., 1988) as an example.

The conventional space vector PWM uses two active vectors adjacent to the voltage reference vector and two zero vectors within each switching period. Although van der Broeck et al. (1988) suggested that each switching period should be started and ended with different zero vectors, an alternative way is to divide each switching period into two subintervals, the length of which equals a half switching period and which align the applied space vectors as depicted in Fig. 4.3.

The space vector sequences depicted in Figs. 4.3(a) and 4.3(b) are for the odd \( m = \{1, 2, 3\} \) and even \( m = \{2, 4, 6\} \) sectors, respectively. The order of the active space vectors in the odd and even sectors is reversed to obtain a minimum switching frequency of each phase leg.

Fig. 4.3: Space vector sequences for the odd \( m = \{1, 2, 3\} \) and even \( m = \{2, 4, 6\} \) sectors in the case of conventional space vector PWM.

With the help of the space vector sequence illustrated in Fig. 4.3(a) and Table 4.1, we can sketch phase switching function waveforms depicted in Fig. 4.4 which correspond to the odd sector \( m = 1 \). Similar phase switching function waveforms can be obtained also for the other sectors. In each subinterval, the durations of active vectors \( \vec{u}_m \) and \( \vec{u}_{m+1} \) are equal to \( t_m/2 \) and \( t_{m+1}/2 \), respectively, and the durations of zero vectors to \( t_z/4 \). This is because the overall zero vector duration \( t_z \) is divided equally between the zero vectors \( \vec{u}_0 \) and \( \vec{u}_7 \), that is, \( t_0 = t_7 = t_z/2 \).

From the sketched phase switching function waveforms, one can define on-time durations of the upper switching devices \( T_{on,a}, T_{on,b}, \) and \( T_{on,c} \) for each sector. Averaging the on-time durations with respect to the switching period gives phase duty cycles

\[
d_a = \frac{T_{on,a}}{T_{sw}} \quad (4.10) \\
d_b = \frac{T_{on,b}}{T_{sw}} \quad (4.11) \\
d_c = \frac{T_{on,c}}{T_{sw}} \quad (4.12)
\]

The phase duty cycle waveforms are illustrated in Fig. 4.5(a), assuming that the magnitude of the constantly rotating voltage reference vector equals \( |\vec{u}_{ref}| = 1/\sqrt{3} \), which, again, corresponds to the limit of the achievable linear modulation region. Note, however, that the phase duty cycles are given in the interval \([-1/2, 1/2]\), instead of \([0, 1]\). Thus, the phase duty cycle values \(-1/2\) and \(1/2\) correspond to the situations where the lower and upper switches are closed for the whole switching period, respectively.
4.2. Space-vector-modulated parallel inverters

By transforming the phase duty cycles into the stationary $\alpha/\beta0$ coordinates by applying (2.9), one obtains duty cycle waveforms shown in Fig. [4.5(b)]. The magnitudes of the sinusoidal $\alpha/\beta$ plane components denoted by $d_a$ and $d_b$ equal $1/\sqrt{3}$, as it was commanded, but as a consequence of the principles that the space-vector-based modulation methods apply, also a zero-sequence duty cycle component $d_0$ is generated. If the zero-sequence duty cycle component is subtracted from the phase duty cycles as

$$d'_a = d_a - d_0$$  \hspace{1cm} (4.13)
$$d'_b = d_b - d_0$$  \hspace{1cm} (4.14)
$$d'_c = d_c - d_0$$  \hspace{1cm} (4.15)

sinusoidal phase duty cycle waveforms shown in Fig. [4.5(c)] are obtained. As can be seen, the amplitudes of these waveforms exceed the maximum realizable phase duty cycle values. This shows the main advantage of the space-vector-based modulation methods over a sinusoidal PWM where a low-frequency sinusoidal target reference waveform is compared against a high-frequency carrier waveform; see for example Holmes and Lipo (2003). In other words, the linear modulation region of the sinusoidal PWM is less than the linear modulation region of the space-vector-based modulation methods. The increase in the linear modulation region comes, however, at the expense of the introduced zero-sequence component.

4.2 Space-vector-modulated parallel inverters

Active current balancing techniques presented for parallel three-phase VSCs and VSIs manipulate the phase leg references to achieve the desired goal, which is to share load current with the specified ratios; see for example Shi and Venkataramanan (2004, 2007). When parallel inverters apply space-vector-based modulation methods, the phase leg references are indirectly manipulated by manipulating the voltage vectors fed to the modulators. When parallel inverters apply different voltage vectors, the targeted difference is generated in terms of $\alpha/\beta$-plane components, but as a consequence of the principles that the space-vector-based modulation methods apply, the difference is also generated in zero-sequence components. Thus, it is possible that the zero-sequence circulating currents are excited as a consequence of the active current balancing (Chen 2009b). Let us illustrate this with an example.
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Let us consider a parallel connection of two inverters and assume that the inverters apply different voltage vectors to achieve the desired goal from the load current sharing point of view. The duty cycle waveforms that were obtained assuming that there is both an amplitude and phase difference between the applied voltage vectors are depicted in Fig. 4.6. From Figs. 4.6(a) and 4.6(b) one can see that the amplitudes and phases of the \( \alpha \beta \)-axes components diverge as expected. However, a difference is also generated into the zero-sequence components as

\[
\begin{align*}
\text{Duty cycles} & \\
\text{Lines:} & \quad d_a', d_b' \quad \text{and} \quad d_c'
\end{align*}
\]

Fig. 4.5: Duty cycle waveforms obtained by applying the conventional space vector PWM. The magnitude of the constantly rotating voltage reference vector was set as \( |\vec{u}_{s\text{ref}}| = 1/\sqrt{3} \), which corresponds to the limit of the linear modulation region of the space-vector-based modulation methods.
Fig. 4.6: Duty cycle waveforms of two parallel inverters when there is both an amplitude and phase difference between the applied voltage vectors.

can be seen from Fig. 4.6(c). Because of this property, the space vector modulation methods may inherently cause zero-sequence circulating currents in the case of parallel inverters with a common direct voltage source. This, again, is because in such parallel connections, the zero-sequence circuit does not appear as an open-circuit as in the case of parallel inverters with separate direct voltage sources.
4.3 Dual modulator principle

Based on the previous sections, the space-vector-based modulation methods generate low-frequency zero-sequence voltage components, which, in turn, can result in low-frequency zero-sequence circulating currents in the parallel inverter configurations where zero-sequence current paths exist. To deal with this problem and to make it possible to control zero-sequence voltages independently from the $\alpha\beta$-axes voltages, and vice versa, a dual modulator method is proposed in the following.

A block diagram of the proposed dual modulator is depicted in Fig. 4.7. The dual modulator basically consists of two independently operating modulators, which are referred to as primary and secondary modulators. The primary modulator can be, in principle, any type of a modulator. The primary modulator can, for example, apply the principles of the conventional space vector PWM. The secondary modulator, again, is realized applying the inverse of the transformation matrix

$$T_{\alpha\beta0} = \frac{2}{3} \begin{bmatrix} 1 & -1/2 & -1/2 \\ 0 & \sqrt{3}/2 & -\sqrt{3}/2 \\ 1/2 & 1/2 & 1/2 \end{bmatrix} \quad (4.16)$$

The inverse is defined as

$$T_{\alpha\beta0}^{-1} = \begin{bmatrix} 1 & 0 & 1 \\ -1/2 & \sqrt{3}/2 & 1 \\ -1/2 & -\sqrt{3}/2 & 1 \end{bmatrix} \quad (4.17)$$

As depicted in Fig. 4.7, the matrix (4.17) is used to convert both scaled $\alpha\beta$-axes and 0-axis components into phase duty cycles. The components are also scaled with the instantaneous direct voltages $u_{dc}$. The advantage of this kind of an arrangement is that the $\alpha\beta$-axes voltages can be controlled independently from the 0-axis voltages. In its intended application, similar voltage vectors are fed to each primary modulator of each parallel-connected unit, and the secondary modulators are fed by the voltage vector and zero-sequence voltage components, which are obtained from the circulating current controllers.

Fig. 4.7: Block diagram of the proposed dual modulator. The dual modulator basically consists of two independently operating modulators known as primary and secondary modulators. Modulating waveforms of the primary and secondary modulators are produced in the block 1 and 2, respectively.
4.4 Discussion

In this chapter, the basic principles of space-vector-based modulation methods were outlined. Then application of the space-vector-based modulation methods in the control of parallel inverters was considered. It was explained why the space-vector-based modulation methods may inherently excite low-frequency zero-sequence circulating currents in the parallel inverter configurations where zero-sequence current paths exist. The reason for such circulating current generation is the zero-sequence voltages that are added to the inverter phase leg references to increase the linear modulation to its maximum. To deal with this problem and to enable independent control of both the $\alpha/\beta$-axes and 0-axis voltage components, a dual modulator principle was introduced.

Although the dual modulator principle can be applied both in the control of parallel inverters with separate direct voltage sources and in the control of parallel inverters with a common direct voltage source, it is intended to be used only with the latter case. This is because in the former case there is no path for the zero-sequence current to flow between the inverters.
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Space vector and zero-sequence component limitation

A dual modulator principle was introduced in the previous chapter. The dual modulator basically consists of two independently operating modulators, the outputs of which eventually constitute the switching commands of the inverter. In its intended usage, the same voltage vector is fed to the primary modulators of each parallel unit and the inputs of the secondary modulators are obtained from the circulating current controllers. It is obvious that when the inverters are driven into saturation, we cannot exactly realize the commanded voltages. Therefore, if we want to guarantee that the voltage commands obtained from the circulating current controllers can be realized, we must make sure that the inverter is not driven into saturation by the primary modulator. This problem can be dealt with by limiting the inputs of the primary and secondary modulators.

The inputs of the primary modulator can be limited by applying existing space vector limitation methods. The limitation of the secondary modulator inputs is not as straightforward. This is because one has to limit both the voltage reference vector and the zero-sequence voltage component so that the resulting phase leg references do not exceed the maximum allowed values at any time. To deal with this problem, an algorithm that combines the space vector and zero-sequence component limitation methods is introduced in this chapter. The algorithm basically adjusts the voltage vector and zero-sequence voltage component limits according to the current values of these components. Three combinations are presented to show that the algorithm can be used with different types of space vector limitation methods. Further, an application example is given to illustrate the intended usage of the proposed algorithm.

5.1 Some space vector limitation methods

Based on the review presented by Ottersten and Svensson (2002), voltage reference vectors can be limited at least in three different ways without the knowledge of plant parameters. These methods, which are known as the circular limit method, the space vector limit method, and the minimum amplitude error method are presented in the following. The methods are presented since they will be applied later on in this chapter. There are also some limitation methods that take plant parameters into account, but are not considered here.

5.1.1 Circular limit method

In the circular limit method, an overlong voltage reference vector $\vec{u}_{ref}$ is limited to the maximum circle within the hexagon as depicted in Fig. 5.1. In this context, the hexagon refers to the
boundary of realizable voltage vectors. The detection of whether the vector is within the circle or not is performed by comparing the length of the vector to the radius of the maximum circle as

$$|\vec{u}_{\text{ref}}| = \sqrt{u_{\text{ref},\alpha}^2 + u_{\text{ref},\beta}^2} > \frac{u_{\text{dc}}}{\sqrt{3}}$$ (5.1)

If the condition (5.1) holds true, a limited space vector is calculated as

$$\vec{u}_{\text{ref},\text{l}} = \frac{u_{\text{dc}}}{\sqrt{3}} \frac{\vec{u}_{\text{ref}}}{|\vec{u}_{\text{ref}}|}$$ (5.2)

The limited voltage vector is oriented in the same direction as the original vector, but the amplitude is distorted. The main drawback of this method is that it does not make use of all available voltage.

### 5.1.2 Space vector limit method

In the space vector limit method, an overlong voltage vector is limited to the hexagon as illustrated in Fig. 5.2. The detection of whether the vector is outside the hexagon or not is performed in two stages. In the first stage, the vector is transformed into $xy$ coordinates as

$$\vec{u}_{\text{ref},xy} = \vec{u}_{\text{ref}} e^{-j\theta_{xy}} = \left( u_{\text{ref},\alpha} + j u_{\text{ref},\beta} \right) e^{-j\theta_{xy}}$$ (5.3)

where

$$\theta_{xy} = (1 + 2 (m - 1)) \frac{\pi}{6}$$ (5.4)

is the angle between the $\alpha$- and $x$-axes and the variable $m \in \{1, 2, \cdots, 6\}$ denotes the sector in which the voltage vector $\vec{u}_{\text{ref}}$ lies. In other words, the $x$-axis is oriented so that it lies in the middle of the sector in which the voltage vector $\vec{u}_{\text{ref}}$ lies. Then, in the second stage, the vector outside the hexagon is detected by

$$\text{Re} \left\{ \vec{u}_{\text{ref},xy} \right\} > \frac{u_{\text{dc}}}{\sqrt{3}}$$ (5.5)
5.1. Some space vector limitation methods

If the condition \( (5.5) \) holds true, the real and imaginary parts of a limited voltage vector \( \vec{u}_{\text{ref},xy}^{s,1} \) are calculated as

\[
\begin{align*}
    u_{\text{ref},x}^{s,1} &= \frac{u_{dc}}{\sqrt{3}} \\
    u_{\text{ref},y}^{s,1} &= \frac{u_{\text{ref},x}^{s,1}}{u_{\text{ref},x}^{s,1}}
\end{align*}
\]

The limited voltage vector \( \vec{u}_{\text{ref},xy}^{s,1} \) is transformed back into \( \alpha\beta \) coordinates as follows

\[
\vec{u}_{\text{ref},xy}^{s,1} = \vec{u}_{\text{ref},xy}^{s,1} e^{j\theta_{xy}} = \left( u_{\text{ref},x}^{s,1} + ju_{\text{ref},y}^{s,1} \right) e^{j\theta_{xy}}
\]

Also in this method, the limited vector is oriented in the same direction as the original vector, but the amplitude is distorted. The advantage of the space vector limit method compared with the circular limit method is that all available voltage can be utilized.

5.1.3 Minimum amplitude error method

The minimum amplitude error method limits an overlong voltage vector to the hexagon as shown in Fig. 5.3. The limitation is basically realized by calculating the vector on the hexagon that is nearest to the vector to be limited. The need for limitation is determined as in the case of the space vector limit method, that is, by first transforming the voltage vector into \( xy \) coordinates applying \( (5.3) \) and then detecting the vector outside the hexagon by \( (5.5) \). If a limitation is needed, the real and imaginary parts of the limited voltage vector \( \vec{u}_{\text{ref},xy}^{s,1} \) are calculated as

\[
\begin{align*}
    u_{\text{ref},x}^{s,1} &= \frac{u_{dc}}{\sqrt{3}} \\
    u_{\text{ref},y}^{s,1} &= \begin{cases} 
        u_{\text{ref},y}^{s}, & \text{when} \quad |u_{\text{ref},y}^{s}| \leq \frac{u_{dc}}{3} \\
        \text{sign} \left( u_{\text{ref},y}^{s} \right) \frac{u_{dc}}{3}, & \text{when} \quad |u_{\text{ref},y}^{s}| > \frac{u_{dc}}{3}
    \end{cases}
\end{align*}
\]

The limited voltage vector \( \vec{u}_{\text{ref},xy}^{s,1} \) is transformed back into \( \alpha\beta \) coordinates by applying \( (5.8) \). The difference between the minimum amplitude error method and the space vector limit method
is that in the former case both the vector amplitude and the angle may be distorted, while in the latter case only the vector amplitude is distorted.

### 5.2 Limits of the space vector limitation methods

The presented space vector limitation methods limit the voltage vectors to the outer hexagon or to the maximum circle within the outer hexagon, which are depicted in Fig. 5.4. These boundaries cannot, however, be applied when a voltage reference vector \( \vec{u}_\text{ref} \) is to be transformed into realizable phase leg references by applying the transformation matrix (2.10). This is because the transformation results in symmetric phase leg references and only voltage vectors within the inner hexagon, which is depicted in Fig. 5.4, can be realized using symmetric phase leg voltages \( \text{[Rodriguez et al., 2005]} \).

From above it follows that when voltage vectors are transformed into phase leg references applying \( \text{(2.10)} \), the vectors must be limited to the inner hexagon or to the maximum circle within the inner hexagon depending on the space vector limitation method applied. Since this affects the detection and limitation of overlong vectors, the presented space vector limitation methods cannot be directly applied. In the case of the circular limit method this means that the length of the voltage vector is compared with the inradius of the inner hexagon \( r \) instead of the inradius of the outer hexagon \( R \). Mathematically this is expressed as

\[
|\vec{u}_\text{ref}| = \sqrt{u_{\text{ref},\alpha}^2 + u_{\text{ref},\beta}^2} > r
\]  

If the condition \( \text{(5.11)} \) holds true, a limited voltage vector is calculated as

\[
\vec{u}_{\text{ref},1} = \frac{r}{|\vec{u}_\text{ref}|} \vec{u}_\text{ref}
\]  

When the space vector limit method or the minimum amplitude error method is applied, overlong voltage vectors cannot be directly detected by applying \( \text{(5.3)} \text{– (5.4)} \). This is because the inner hexagon is rotated 30° with respect to the outer hexagon. One way to deal with this problem is to define the sectors that divide the \( \alpha/\beta \) plane into six equal segments as illustrated in Fig. 5.5.
5.3 Zero-sequence voltage component limitation method

The transformation of the zero-sequence voltage component $u_{ref,0}$ into phase leg references applying the transformation matrix (2.10) results in $u_{ref,a} = u_{ref,b} = u_{ref,c} = u_{ref,0}$. Thus, the
need for zero-sequence component limitation can be determined as

\[ |u_{ref,0}| > r_0 \]  \hspace{1cm} (5.19)

where \( r_0 \) denotes the applied zero-sequence component limit. If the condition (5.19) holds true, a limited zero-sequence voltage component is calculated as

\[ u_{ref,0}^l = \text{sign} (u_{ref,0}) r_0 \]  \hspace{1cm} (5.20)

### 5.4 Proposed limitation algorithm

The limitation of a voltage reference vector \( \vec{u}_{ref} \) and a zero-sequence voltage component \( u_{ref,0} \) were separately dealt with in the previous sections. When both of these components are nonzero, the phase leg references that are obtained by applying the transformation matrix (2.10) are composed of both of them. Thus, if we want to guarantee that the resulting phase leg references are always realizable, the applied limits cannot be independently defined.

When the zero-sequence voltage component equals zero, the minimum length of the voltage reference vector that can result in unrealizable phase leg references equals \( |\vec{u}_{ref}^n| = \frac{u_{dc}}{2} \). This occurs when the voltage vector is oriented in the same direction as any of the active voltage vectors \( \vec{u}_i^n \), \( i \in \{1,2,\cdots,6\} \). Similarly, when the length of the voltage reference vector equals zero, the magnitude of the minimum zero-sequence voltage component that results in unrealizable phase leg references also equals \( |u_{ref,0}| = \frac{u_{dc}}{2} \). Thus, the maximum voltage vector and zero-sequence voltage component limits are equal to

\[ r_{\text{max}} = r_{0,\text{max}} = \frac{u_{dc}}{2} \]  \hspace{1cm} (5.21)

The previous also implies that the sum of the voltage vector length and the zero-sequence voltage component magnitude should not exceed the value of \( \frac{u_{dc}}{2} \). Thus, if the condition

\[ |\vec{u}_{ref}^n| + |u_{ref,0}| \leq \frac{u_{dc}}{2} \]  \hspace{1cm} (5.22)
5.5 Limitation examples

...
Chapter 5. Space vector and zero-sequence component limitation

reference vector $\vec{u}_{s,\text{ref}} = u_{\text{ref,}\alpha} + ju_{\text{ref,}\beta}$ and the zero-sequence voltage component $u_{\text{ref,0}}$ as

$$\vec{u}_{s,\alpha\beta0}^u = u_{\text{ref,}\alpha}i + u_{\text{ref,}\beta}j + u_{\text{ref,0}}k$$  \hspace{1cm} (5.25)

Vectors $i$, $j$, and $k$ are unit vectors. Similarly, a limited three-dimensional voltage vector is defined

$$\vec{u}_{s,\alpha\beta0}^l = \vec{u}_{l,\text{ref},\alpha}i + \vec{u}_{l,\text{ref},\beta}j + u_{l,\text{ref,0}}k$$  \hspace{1cm} (5.26)

where $\vec{u}_{l,\text{ref},\alpha}$ and $\vec{u}_{l,\text{ref},\beta}$ are components of the limited voltage reference vector $\vec{u}_{s,\text{ref}}^l$ and $u_{l,\text{ref,0}}$ is the limited zero-sequence voltage component. By varying the length of the voltage reference vector $|\vec{u}_{s,\text{ref}}|$ and the zero-sequence component magnitude $|u_{\text{ref,0}}|$ such that the condition (5.22) does not hold true, one can obtain limited voltage vector trajectories that, again, can be used to depict the shape of the area within which the voltage vector is limited. When the zero-sequence voltage component limitation method is used together with the circular limit method, $\vec{u}_{s,\alpha\beta0}^u$ is limited to the surface of the area shown in Fig. 5.6(a). In the case of the space vector limit method or the minimum amplitude error method, $\vec{u}_{s,\alpha\beta0}^l$ is limited to the surface of the area shown in Fig. 5.6(b).

Fig. 5.6: Areas within which the voltage vector $\vec{u}_{s,\alpha\beta0}^u$ is limited when the zero-sequence component limitation method is used together with the circular limit method and the space vector or minimum amplitude error method.

Let us now consider the voltage vector and zero-sequence voltage component limitation assuming that the length of the constantly rotating voltage vector equals $|\vec{u}_{s,\text{ref}}^u| = 2u_{dc}/3$ and that the zero-sequence voltage component is equal to $u_{\text{ref,0}} = u_{dc}/3$. With these assumptions, the applied voltage vector and zero-sequence component limits are equal to $r = u_{dc}/3$ and $r_0 = u_{dc}/6$, respectively. The limits were obtained by applying (5.23) and (5.24). Some voltage vectors that correspond with these values are shown together with the limited voltage vectors in Fig. 5.7. The limitation was performed by applying the circular limit and zero-sequence voltage component limitation methods. The limited zero-sequence component equals $u_{l,\text{ref,0}}^l = u_{dc}/6$ and the length of the constantly rotating voltage vector is limited to the circle in the $\alpha\beta$ plane. The length of the vector equals $|\vec{u}_{s,\text{ref}}^l| = r = u_{dc}/3$ as expected.
5.5. Limitation examples

When the space vector limit and minimum amplitude error methods were applied with the zero-sequence component limitation method, the voltage reference vector and the zero-sequence voltage component were limited as illustrated in Figs. 5.8 and 5.9. In both cases, the zero-sequence component \( u_{\text{ref},0} \) was limited to the value of \( u_{\text{ref},0} = u_{\text{dc}}/6 \) as expected. Further, the voltage reference vector was limited to the hexagon that is oriented similarly as the inner hexagon shown in Fig. 5.5. The inradius of this hexagon equals \( r = u_{\text{dc}}/3 \) as expected.

Fig. 5.8: Trajectories of the desired and limited voltage vectors when the limitation was performed applying the space vector limit and zero-sequence component limitation methods. The desired zero-sequence component was \( u_{\text{ref},0} = u_{\text{dc}}/3 \) and the length of the constantly rotating voltage reference vector \( |\vec{u}_{\text{ref}}| = 2u_{\text{dc}}/3 \).
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\[ u_0 = u_{\text{ref}} = \frac{u_{\text{dc}}}{3} \]

\[ |\vec{u}_{\text{ref}}| = \frac{u_{\text{dc}}}{3} \]

Fig. 5.9: Trajectories of the desired and limited voltage vectors when the limitation was performed applying the minimum amplitude error and zero-sequence component limitation methods. The desired zero-sequence component was \( u_{\text{ref},0} = \frac{u_{\text{dc}}}{3} \) and the length of the constantly rotating voltage reference vector \( |\vec{u}_{\text{ref}}| = \frac{u_{\text{dc}}}{3} \).

Transforming the limited voltage reference vectors \( \vec{u}_{\text{ref}}^{\text{lim}} \) and the limited zero-sequence components \( u^{\text{lim},0}_{\text{ref}} \) into phase leg references applying the transformation matrix (2.10) results in the waveforms shown in Fig. 5.10. The maximum phase leg reference magnitude equals in each case \( \frac{u_{\text{dc}}}{2} \), which is the maximum realizable phase leg reference value. The effect of the added zero-sequence voltage component can be seen as a bias, the value of which equals \( \frac{u_{\text{dc}}}{6} \).

5.6 Application example

The limitation algorithm presented in this chapter was developed to be used in conjunction with the dual modulator that was introduced in the previous chapter. In this section, we will illustrate how to apply the proposed limitation algorithm with the dual modulator.

A block diagram of the dual modulator, the inputs of which are limited, is presented in Fig. 5.11. The limitation of the primary modulator inputs is performed in the block number 4. The limitation can be performed using any of the space vector limitation methods presented in Section 5.1. The limitation of the secondary modulator inputs is performed in the block number 5. In this case, the limitation is performed applying the proposed limitation algorithm that was introduced in Section 5.4. However, it has to be pointed out that we cannot directly set the applied limits as instructed in the above-mentioned sections. This is because the available voltage must be distributed between the primary and secondary modulators.

The limits that are to be applied with the proposed limitation algorithm can be expressed as

\[ r_{\text{max}} = r_{0,\text{max}} = k\frac{u_{\text{dc}}}{2} \tag{5.27} \]

where \( k \in [0, 1] \) is a scaling factor. Typically, the scaling factor can be set to a low value, since the circulating current generation is sensitive to the output voltage differences. The limit that is
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Fig. 5.10: Limited phase leg references. Limitations were performed by applying the zero-sequence component limitation method together with the (a) circular limit method, (b) space vector limit method, and (c) minimum amplitude error method. The desired zero-sequence component was $u_{ref,0} = u_{dc}/3$ and the length of the constantly rotating voltage reference vector $|\vec{u}_{ref}| = u_{dc}/3$.

The scaling factor can be given as

$$r = (1 - k) \frac{u_{dc}}{\sqrt{3}} \quad (5.28)$$

It is pointed out here that the scaling factor distributes the available voltage between the primary and secondary modulators. Therefore, we may conclude that the main disadvantage of this approach is that the voltage available is reduced from the load point of view. The advantage, however, is that we can ensure that the voltage commands obtained from the circulating current controllers can always be realized within the applied limits.
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5.7 Discussion

In this chapter, limitation of space vector and zero-sequence components was considered. The contribution of this chapter is a limitation algorithm that combines the space vector and zero-sequence component limitation methods so that the maximum allowed phase leg reference values, which are comprised of both the space vector and zero-sequence components, are not exceeded at any time. Three different combinations were presented to show that the algorithm can be used to combine different space vector limitation methods with the zero-sequence limitation method.

Since the proposed limitation algorithm was developed to be used in conjunction with the dual modulator proposed in the previous chapter, an application example was also given. While presenting the application example, it was also discussed that as a consequence of the limitation, the voltage available is reduced from the load point of view. The limitation, however, guarantees that the voltage commands obtained from the circulating current controllers can always be realized within the applied limits.
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Verification of the dual modulator method and the limitation algorithm

In this chapter, experimental results are presented to verify the operation of both the proposed dual modulator and the limitation algorithm. The results are also used to verify the main difference between the studied parallel inverter configurations from the circulating current point of view. Before the results are given, the main components of the laboratory prototype and the measurement setup are described in brief.

6.1 Description of the experimental setup

The main components of the laboratory prototype are depicted in Fig. 6.1. The prototype consisted of a personal computer (PC), a dSPACE real-time controller, a field programmable gate array (FPGA) based control board, three customized commercial low-voltage frequency converters, and an induction motor, the nominal parameters of which are given in Table 6.1. In all measurements, the motor was operating in no-load condition. This is because the operation point is not essential when the operation of the dual modulator or the limitation algorithm is illustrated.

Table 6.1: Nominal parameters of the induction motor used in the experiments.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal power $P_n$</td>
<td>22</td>
<td>kW</td>
</tr>
<tr>
<td>Nominal voltage $U_n$</td>
<td>380</td>
<td>V</td>
</tr>
<tr>
<td>Nominal current $I_n$</td>
<td>43</td>
<td>A</td>
</tr>
<tr>
<td>Nominal frequency $f_n$</td>
<td>50</td>
<td>Hz</td>
</tr>
<tr>
<td>Nominal speed $n_n$</td>
<td>1460</td>
<td>r/min</td>
</tr>
<tr>
<td>Power factor $\cos \phi$</td>
<td>0.86</td>
<td></td>
</tr>
</tbody>
</table>

The main circuit of a single commercial frequency converter was comprised of line-side inductors, a full-wave diode rectifier bridge, a direct voltage link capacitor, and a three-phase inverter bridge. The main circuits were customized by adding single-phase reactors of 100 $\mu$H to the inverter outputs. Additional cabling was also provided to enable connection between the direct voltage buses of the converters.

The control parts of the frequency converters were customized by replacing the original control cards with custom FPGA-based control cards to enable fiber-optic connection to the FPGA-based
control board. The function of the FPGA-based control board was to operate as an interface between the converters and the dSPACE real-time controller and to synchronize the operation of parallel units. The principle of the synchronization method applied has been presented and its performance analyzed in (Laakkonen et al., 2009).

The converter control algorithms developed using Matlab/Simulink were implemented in the dSPACE real-time controller. These included an open-loop scalar control, the proposed limitation algorithm, and the proposed dual modulator. The actual pulse pattern formation was realized in the FPGA-based control cards located at each converter unit. The conventional space vector PWM was applied as the primary modulation method.

An overview of the measurement setup is shown in Fig. 6.2. The measurement equipment consisted of two Agilent DSO6104A four-channel digital oscilloscopes and eight Fluke 80i110s current probes. All output phase currents of the first and second inverter and two output phase currents of the third inverter were measured. The third output phase current of the third inverter was eventually calculated from the measured phase currents as

\[ i_{c,3} = - (i_{a,1} + i_{b,1} + i_{c,1} + i_{a,2} + i_{b,2} + i_{c,2} + i_{a,3} + i_{b,3}) \]  

(6.1)
This is possible since the sum of load phase currents must satisfy
\[ i_{a,L} + i_{b,L} + i_{c,L} = 0 \]  
(6.2)

and the load phase currents can be expressed as
\[ i_{a,L} = i_{a,1} + i_{a,2} + i_{a,3} \]  
(6.3)
\[ i_{b,L} = i_{b,1} + i_{b,2} + i_{b,3} \]  
(6.4)
\[ i_{c,L} = i_{c,1} + i_{c,2} + i_{c,3} \]  
(6.5)

Besides measuring the output phase currents of the inverters, voltage vectors fed to the primary and secondary modulators were captured from the ControlDesk, which is a graphical interface between the operator and the dSPACE real-time controller.

### 6.2 Verification of the dual modulator method

The operation of the proposed dual modulator was verified both in the case of parallel inverters with common and separate direct voltage sources. Basically, two types of tests were carried out. The first tests were performed to verify the ability to control the average \( \alpha/\beta \)-axes voltage components without affecting the average 0-axis voltage components. The second tests were performed to verify the ability to control the average 0-axis voltage components without the affecting average \( \alpha/\beta \)-axes voltage components. These tests were also used to verify the main differences between the parallel inverter configurations.

Before the results from the above-described tests are presented, let us consider for comparison the results that were obtained when the parallel inverters were driven with identical voltage
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Fig. 6.3: Measured phase and zero-sequence currents in the case of parallel inverters with common and separate direct voltage sources. In both cases, the parallel inverters were driven with identical voltage commands. Blue, green, and red lines indicate the first, second, and third inverter, respectively.

Fig. 6.3: Measured phase and zero-sequence currents in the case of parallel inverters with common and separate direct voltage sources. In both cases, the parallel inverters were driven with identical voltage commands. Blue, green, and red lines indicate the first, second, and third inverter, respectively.

Let us now consider Fig. 6.4 which shows phase currents and current vector trajectories in the case of parallel inverters with a common direct voltage source when identical voltage vectors were fed to each primary modulator and the voltage vectors fed to the secondary modulators were moving along the trajectories depicted in Figs. 6.4(a) and 6.4(b). As a consequence of the voltage vector differences, which were generated by adjusting the αβ-axes voltage components, mainly the αβ-axes currents were affected as expected. This can be concluded from Figs. 6.4(c) and 6.4(d). The minor zero-sequence currents were probably a consequence of the fact that instantaneous zero-sequence voltages have always nonzero values. Similar behavior was observed also in the case of parallel inverters with separate direct voltage sources. These results are shown in Fig. 6.5. The main difference was that the zero-sequence currents were maintained approximately at zero values as expected.
6.2. Verification of the dual modulator method

(a) Trajectories of the voltage vectors fed to the secondary modulators in the $\alpha\beta0$ space.

(b) Trajectories of the voltage vectors projected on the $\alpha\beta$ plane.

(c) Current vector trajectories in the $\alpha\beta0$ space.

(d) Current vector trajectories projected on the $\alpha\beta$ plane.

(e) Phase and zero-sequence currents.

Fig. 6.4: Captured trajectories of the voltage vectors fed to the secondary modulators, measured phase currents, and current vector trajectories in the case of parallel inverters with a common direct voltage source. Identical voltage vectors were fed to each primary modulator. Blue, green, and red lines indicate the first, second, and third inverter, respectively. The vector drawn in black shows the instantaneous orientation of the voltage vector fed to the primary modulators.
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(a) Trajectories of the voltage vectors fed to the secondary modulators in the $\alpha\beta0$ space.

(b) Trajectories of the voltage vectors projected on the $\alpha\beta$ plane.

(c) Current vector trajectories in the $\alpha\beta0$ space.

(d) Current vector trajectories projected on the $\alpha\beta$ plane.

(e) Phase and zero-sequence currents.

Fig. 6.5: Captured trajectories of the voltage vectors fed to the secondary modulators, measured phase currents, and current vector trajectories in the case of parallel inverters with separate direct voltage sources. Identical voltage vectors were fed to each primary modulator. Blue, green, and red lines indicate the first, second, and third inverter, respectively. The vector drawn in black shows the instantaneous orientation of the voltage vector fed to the primary modulators.
6.3 Verification of the limitation algorithm

Let us next consider the results presented in Figs. 6.6 and 6.7. In these cases, the voltage vectors fed to the secondary modulators were set as depicted in Figs. 6.6(a) and 6.7(a). In other words, only the $\theta$-axis voltage components were adjusted and the $\alpha\beta$-axes voltage components were set to zero. In the case of parallel inverters with a common direct voltage source, such a difference resulted in low-frequency zero-sequence currents as expected. In addition, the $\alpha\beta$-axes current components were distorted as shown in Fig. 6.6(d). The main reasons for this kind of distortion are the required blanking time, the finite turn-on and turn-off times of switching devices, and the forward voltage drops of switching devices and anti-parallel diodes. As a consequence of these nonidealities, phase currents tend to cross the zero-current level at the same time (Itkonen et al., 2009c). This kind of behavior is visible in Fig. 6.6(e) which shows the phase and zero-sequence currents of the inverters.

In the case of parallel inverters with separate direct voltage sources, zero-sequence voltage component differences introduced minor high-frequency zero-sequence currents as can be seen from Figs. 6.7(c) and 6.7(e). This is mainly because the generated switching differences were such that the upper and lower switching devices in the parallel phase legs were not conducting simultaneously at any time. In other words, no current paths closing through the frequency converters were generated, although the inputs were not isolated. The formation of such current paths has been illustrated in (Itkonen et al., 2008).

6.3 Verification of the limitation algorithm

The operation of the proposed limitation algorithm was verified in the case of a common direct voltage source. Some of the results are shown in Figs. 6.8, 6.9, and 6.10 which correspond to the cases where the limitation was performed by applying the circular limit, space vector limit, and minimum amplitude error methods together with the zero-sequence component limitation method. In each presented case, the maximum space vector and zero-sequence component limits were set at $r_{\text{max}} = r_{0,\text{max}} \approx 0.5 \text{ V}$.

Let us first consider the results shown in Fig. 6.8. Figures 6.8(a) and 6.8(b) show the trajectories of the commanded and limited voltage vectors when the circular limit method was used together with the zero-sequence component limitation method. As shown, both the $\alpha\beta$-axes and $\theta$-axis voltage components were limited. The projections of the commanded and limited voltage vectors on the $\alpha\beta$ plane show that the limitation was performed so that only the amplitude of the vector that is comprised of the $\alpha\beta$-axes voltage components was distorted, as expected.

Consider next the results shown in Fig. 6.9. In this case, the limitation was performed applying the space vector limit method together with the zero-sequence component limitation method. Also in this case, the projections of the commanded and limited voltage vectors on the $\alpha\beta$ plane show that the limitation was performed so that only the amplitude of the vector that is comprised of the $\alpha\beta$-axes voltage components was distorted, as expected.

The results in the case where the limitation was realized applying the minimum amplitude error method together with the zero-sequence component limitation method are illustrated in Fig. 6.10. The projections of the commanded and limited voltage vectors on the $\alpha\beta$ plane show that the limited vector lies on the hexagon and that this vector is approximately closest to the vector to be limited, as expected.
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(a) Voltage vectors fed to the secondary modulators in the αβ plane.

(b) Voltage vectors projected on the αβ plane.

(c) Current vector trajectories in the αβ plane.

(d) Current vector trajectories projected on the αβ plane.

(e) Phase and zero-sequence currents.

Fig. 6.6: Captured voltage vectors fed to the secondary modulators, measured phase currents, and current vector trajectories in the case of parallel inverters with a common direct voltage source. Identical voltage vectors were fed to each primary modulator. Blue, green, and red lines indicate the first, second, and third inverter, respectively. The vector drawn in black shows the instantaneous orientation of the voltage vector fed to the primary modulators.
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(a) Voltage vectors fed to the secondary modulators in the $\alpha\beta0$ space.

(b) Voltage vectors projected on the $\alpha\beta$ plane.

(c) Current vector trajectories in the $\alpha\beta0$ space.

(d) Current vector trajectories projected on the $\alpha\beta$ plane.

(e) Phase and zero-sequence currents.

Fig. 6.7: Captured voltage vectors fed to the secondary modulators, measured phase currents, and current vector trajectories in the case of parallel inverters with separate direct voltage sources. Identical voltage vectors were fed to each primary modulator. Blue, green, and red lines indicate the first, second, and third inverter, respectively. The vector drawn in black shows the instantaneous orientation of the voltage vector fed to the primary modulators.
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Fig. 6.8: Captured trajectories of the limited voltage vectors fed to the secondary modulators and corresponding current vector trajectories in the case of parallel inverters with a common direct voltage source. The same voltage vectors were fed to each primary modulator. The limitation was performed applying the circular limit and zero-sequence component limitation methods. Blue, green, and red lines indicate the first, second, and third inverter, respectively. The vector drawn in black shows the instantaneous orientation of the voltage vector fed to the primary modulators.
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(a) Trajectories of the limited voltage vectors fed to the secondary modulators in the $\alpha\beta0$ space.

(b) Trajectories of the limited voltage vectors projected on the $\alpha\beta$ plane.

(c) Current vector trajectories in the $\alpha\beta0$ space.

(d) Current vector trajectories in the $\alpha\beta$ plane.

Fig. 6.9: Captured trajectories of the limited voltage vectors fed to the secondary modulators and corresponding current vector trajectories in the case of parallel inverters with a common direct voltage source. The same voltage vectors were fed to each primary modulator. The limitation was performed applying the space vector limit and zero-sequence component limitation methods. Blue, green, and red lines indicate the first, second, and third inverter, respectively. The vector drawn in black shows the instantaneous orientation of the voltage vector fed to the primary modulators.
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Fig. 6.10: Captured trajectories of the limited voltage vectors fed to the secondary modulators and corresponding current vector trajectories in the case of parallel inverters with a common direct voltage source. The same voltage vectors were fed to each primary modulator. The limitation was performed applying the minimum amplitude error limit and zero-sequence component limitation methods. Blue, green, and red lines indicate the first, second, and third inverter, respectively. The vector drawn in black shows the instantaneous orientation of the voltage vector fed to the primary modulators.
6.4 Discussion

In this chapter, several measurement results were presented to verify the operation of both the proposed dual modulator method and the limitation algorithm. The operation of the dual modulator was verified both in the case of parallel inverters with a common direct voltage source and in the case of separate direct voltage sources. The results showed that with the proposed dual modulator method, it is possible to control the $\alpha/\beta$-axes and 0-axis voltage components independently. The presented results also showed the main difference between the studied parallel inverter configurations; in the case of a common direct voltage source, zero-sequence currents can flow between the inverters, while in the case of separate direct voltage sources they cannot.

The proposed limitation algorithm was verified in the case of parallel inverters with a common direct voltage source. All presented combinations were verified. In other words, limitations were performed applying the circular limit, space vector limit, and minimum amplitude error methods together with the zero-sequence component limitation method. In all cases, the limitations were realized as expected.
Chapter 7

Conclusions

This chapter discusses and summarizes the main results of this dissertation and provides suggestions for future work.

7.1 Summary and main results of the work

Parallel connection of power converter units is commonly used to increase the current carrying capacity of power converter systems beyond the ratings of individual power semiconductor devices. High-power converters realized by using parallel connection are needed for example in multimegawatt wind power generation systems. Besides the parallel connection can be used to increase the current carrying capacity, the number of applications requiring parallel connection of several power converters units are growing. These include for example photovoltaic and fuel cell applications.

Parallel-operating power converters are, however, subject to overcurrent and thermal stresses that are caused by unequal load current sharing and currents circulating between the units. The unequal load current sharing and the currents circulating between the parallel units are commonly described with the term circulating current. Circulating currents are caused by component tolerances and asynchronous operation of the parallel units.

The main objective of this dissertation was to study and compare two different parallel three-phase voltage source inverter configurations from the circulating current point of view. The target was met by first developing mathematical models for both parallel inverter configurations, then deriving circulating current models from the developed parallel inverter models, and finally, performing a circulating current analysis. Both the parallel inverter and circulating current models were derived for an arbitrary number of parallel units. Most of the existing contributions dealing with the modeling of parallel three-phase power converters consider only parallel connection of two units, which is a special case.

The circulating current analysis showed that the main difference between the studied parallel inverter configurations, from the circulating current point of view, is that in the case of parallel inverters with a common direct voltage source, a zero-sequence circulating current may flow between the inverters, while in the case of parallel inverters with separate direct voltage sources there is no path for such a circulating current. This, however, holds true only when the separate direct voltage sources are isolated.

The circulating current analysis also demonstrated that circulating currents in a certain unit can be controlled by controlling at least two of three phase leg voltages in the case of parallel inverters with separate direct voltage sources, while in the case of a common direct voltage source, it is required that all three phase leg voltages are controlled if the circulating currents are to be
maintained near the zero level. Furthermore, the analysis showed that the current flow between the inverters can be controlled provided that \( n - 1 \) units are equipped with proper circulating current controllers.

Besides comparing the studied parallel inverter configuration from the circulating current point of view, it was also considered how differences in blanking times, finite turn-on and turn-off times of switching devices, and forward voltage drops of switching devices and anti-parallel diodes affect circulating current generation between the parallel units. The considerations were based on a simplified time-domain circulating current model. It was, however, shown that the results obtained from the simplified model were well in agreement with the circuit simulations. Moreover, some experimental results were presented. Although the experimental results verified some of the predictions, it was concluded that the verification of the simplified model is difficult or even impossible to perform experimentally.

The secondary objective of this dissertation was to develop a modulation method that allows to control zero-sequence voltages separately from the \( \alpha\beta \)-axes voltages, and vice versa. The target was met in the form of a dual modulator method. The dual modulator basically consists of two independently operating modulators, the outputs of which eventually constitute the switching commands of the inverter. The two independently operating modulators were referred to as primary and secondary modulators.

In its intended usage, the same voltage vector is fed to the primary modulators of each parallel unit and the inputs of the secondary modulators are obtained from the circulating current controllers. To ensure that the voltage commands obtained from the circulating current controllers can be realized, the inputs of the primary and secondary modulators must be limited. The inputs of primary modulator can be limited with the existing space vector limitation methods. The limitation of secondary modulator inputs is not as straightforward. This is because one has to limit both the voltage reference vector and zero-sequence voltage components so that the allowed phase leg reference values are not exceeded at any time. To deal with this problem, a limitation algorithm that can be used to combine the existing space vector limitation methods with the zero-sequence component limitation method was introduced.

The feasibility of both the proposed dual modulator method and the limitation algorithm was verified experimentally. Experimental results also verified some of the circulating current analysis results. These included for example that zero-sequence circulating currents exist in the case of parallel inverters with a common direct voltage source.

### 7.2 Suggestions for future work

Circulating current models for two different parallel three-phase voltage source inverter configurations have been presented in this dissertation. The models were used to show the main difference between the studied configurations from the circulating current point of view and to study circulating generation mechanisms. It was also briefly demonstrated that the presented circulating current models can be used in designing circulating current controllers. The design of circulating current control system was not, however, included in this dissertation. Thus, the future work will concentrate on developing and analyzing such a circulating current control system.

The feasibility of both the proposed dual modulator method and the limitation algorithm was verified experimentally. The experiments were, however, carried out under steady-state operation
conditions. Thus, dynamic tests should be carried out to investigate the benefits and drawbacks of the proposed methods. It is also pointed out here that information obtained from the voltage vector and zero-sequence component limitation can be used to avoid integrator windup. Thus, the future work should also focus on combining the proposed limitation algorithm with the integrator wind-up prevention provided that the circulating current controllers are integrative.
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Appendix A

Factorization of transfer function matrices using singular value decomposition

Singular value decomposition (SVD) can be used to factorize any \( m \times n \) matrix \( A \) into (Råde and Westergren, 2001)

\[
A = Q S P^T
\]  

(A.1)

where \( Q \) is an \( m \times m \) orthogonal matrix, \( S \) is an \( m \times n \) diagonal type matrix, and \( P \) is an \( n \times n \) orthogonal matrix. The orthogonal matrices \( Q \) and \( P \) satisfy \( Q^T Q = I \) and \( P^T P = I \) where \( I \) is an identity matrix with the appropriate dimensions. The real and positive diagonal elements of \( S \) are singular values of \( A \). The properties of SVD include that the number of singular values equals the rank of \( A \).

The columns of \( P \) are orthonormal eigenvectors corresponding to the eigenvalues of \( A^T A \). To obtain the orthonormal eigenvectors, we first need to apply a characteristic equation (Kreyszig, 1999), which can be expressed as

\[
\begin{vmatrix}
    a_{11} - \lambda & a_{12} & \cdots & a_{1n} \\
    a_{21} & a_{22} - \lambda & \cdots & \vdots \\
    \vdots & \vdots & \ddots & a_{(n-1)n} \\
    a_{n1} & \cdots & a_{n(n-1)} & a_{nn} - \lambda
\end{vmatrix} = 0
\]

(A.2)

The term \( \lambda \) is called an eigenvalue of \( A^T A \) and \( I \) is an identity matrix with the dimensions of \( n \times n \). It is worth emphasizing that the eigenvalues of \( A^T A \) are the roots of (A.2) and that there are at least one eigenvalue and at most \( n \) distinct eigenvalues. After determining the eigenvalues, eigenvectors are obtained by

\[
(A^T A - \lambda I) \vec{g} = 0
\]

(A.3)

where \( \vec{g} \neq 0 \) is a non-zero eigenvector corresponding to the eigenvalue \( \lambda \). The resulting eigenvectors can be expressed in the matrix form as

\[
G = [\vec{g}_1 \quad \vec{g}_2 \quad \cdots \quad \vec{g}_n]
\]

(A.4)

The orthogonal matrix \( P \) is now obtained by orthogonalizing the matrix of eigenvectors (A.4). The orthogonalization can be performed by applying the Gram-Schmidt orthogonalization, see for example (Råde and Westergren, 2001). The orthogonal matrix \( P \) can be given as

\[
P = [\vec{p}_1 \quad \vec{p}_2 \quad \cdots \quad \vec{p}_n]
\]

(A.5)
To obtain the diagonal type matrix \( S \), we need to determine the singular values of \( A \). Assuming that the eigenvalues obtained by (A.2) are as \( \lambda_1, \ldots, \lambda_r > 0 \) and \( \lambda_{r+1}, \ldots, \lambda_n = 0 \), the singular values can be given as

\[
\mu_i = \sqrt{\lambda_i}, \quad i = 1, 2, \ldots, r
\]  

(A.6)

The singular values (A.6) are put into the diagonal of \( S \) as

\[
s_{ii} = \mu_i, \quad i = 1, 2, \ldots, r
\]  

(A.7)

and the rest of the elements are set to zero.

The construction of the orthogonal matrix \( Q \) can be described as follows. First set

\[
\vec{h}_i = \frac{1}{\mu_i} A \vec{g}_i, \quad i = 1, 2, \ldots, r
\]  

(A.8)

and if \( r < m \), complete by \( \vec{h}_{r+1}, \ldots, \vec{h}_m \) which, again, are obtained by

\[
\left( A A^T - \lambda I \right) \vec{h} = 0
\]  

(A.9)

It is pointed out that (A.9) is basically used only to obtain eigenvectors corresponding to the eigenvalues \( \lambda_{r+1}, \ldots, \lambda_m = 0 \). Now we can write

\[
H = \begin{bmatrix} \vec{h}_1 & \vec{h}_2 & \cdots & \vec{h}_m \end{bmatrix}
\]  

(A.10)

The orthogonal matrix \( Q \) is obtained from (A.10) by applying the Gram-Schmidt orthogonalization. The result can be expressed as

\[
Q = \begin{bmatrix} \vec{q}_1 & \vec{q}_2 & \cdots & \vec{q}_n \end{bmatrix}
\]  

(A.11)

A.1 Factorization of transfer function matrices

Let us apply SVD to the transfer function matrices (3.6) and (3.8), which correspond to the parallel inverters with separate and common dc voltage sources, respectively. For the sake of a convenient representation, let us assume parallel connection of two units and that \( s = 0 \). Although only the special case \( n = 2 \) is considered, the same procedure can be applied to any number of parallel units.

A.1.1 Parallel inverters with separate direct voltage sources

Assuming \( s = 0 \) and parallel connection of two units \((n = 2)\), the transfer function matrix (3.6) reduces into

\[
G^\text{sep}_{\text{dir0}}(0) = \begin{bmatrix}
\frac{1}{2} R & -\frac{1}{2} R & 0 & 0 & 0 & -\frac{1}{2} R & 0
\\
-\frac{1}{2} \omega L & \frac{1}{2} \omega L & 0 & 0 & 0 & -\frac{1}{2} \omega L & 0
\\
0 & 0 & 0 & 0 & 0 & 0 & 0
\\
-\frac{1}{2} R & -\frac{1}{2} R & 0 & 0 & 0 & -\frac{1}{2} R & 0
\\
-\frac{1}{2} \omega L & \frac{1}{2} \omega L & 0 & 0 & 0 & -\frac{1}{2} \omega L & 0
\\
0 & 0 & 0 & 0 & 0 & 0 & 0
\\
\frac{1}{2} R & -\frac{1}{2} R & 0 & 0 & 0 & -\frac{1}{2} R & 0
\\
-\frac{1}{2} \omega L & \frac{1}{2} \omega L & 0 & 0 & 0 & -\frac{1}{2} \omega L & 0
\\
\end{bmatrix}
\]  

(A.12)
Let us denote $G_{dq0}^{sep}(0) = A$. Multiplying the matrix $A$ with the transpose of $A$ results in
\[ A^T A = \begin{bmatrix}
\frac{1}{R^2 + \omega^2 L^2} & 0 & 0 & -\frac{1}{R^2 + \omega^2 L^2} & 0 & 0 \\
0 & \frac{1}{R^2 + \omega^2 L^2} & 0 & 0 & -\frac{1}{R^2 + \omega^2 L^2} & 0 \\
-\frac{1}{R^2 + \omega^2 L^2} & 0 & 0 & \frac{1}{R^2 + \omega^2 L^2} & 0 & 0 \\
0 & -\frac{1}{R^2 + \omega^2 L^2} & 0 & 0 & \frac{1}{R^2 + \omega^2 L^2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{1}{R^2 + \omega^2 L^2}
\end{bmatrix}
\]
(A.13)

Applying the characteristic equation (A.2) to (A.13) results in a characteristic polynomial
\[ \lambda^4 \left( \lambda^2 - \frac{2}{R^2 + \omega^2 L^2} \lambda + \frac{1}{(R^2 + \omega^2 L^2)^2} \right) = 0
\]
(A.14)

from which we can solve the eigenvalues
\[ \lambda_1 = \frac{1}{R^2 + \omega^2 L^2} 
\]
(A.15a)
\[ \lambda_2 = \frac{1}{R^2 + \omega^2 L^2} 
\]
(A.15b)
\[ \lambda_3 = 0 
\]
(A.15c)
\[ \lambda_4 = 0 
\]
(A.15d)
\[ \lambda_5 = 0 
\]
(A.15e)
\[ \lambda_6 = 0 
\]
(A.15f)

Eigenvectors corresponding to the eigenvalues (A.15) are determined by (A.3). For example, for the eigenvalue $\lambda_1$ we can write
\[ \left( A^T A - \lambda_1 I \right) \vec{g}_1 = \begin{bmatrix}
\frac{1}{R^2 + \omega^2 L^2} & 0 & 0 & -\frac{1}{R^2 + \omega^2 L^2} & 0 & 0 \\
0 & \frac{1}{R^2 + \omega^2 L^2} & 0 & 0 & -\frac{1}{R^2 + \omega^2 L^2} & 0 \\
-\frac{1}{R^2 + \omega^2 L^2} & 0 & 0 & \frac{1}{R^2 + \omega^2 L^2} & 0 & 0 \\
0 & -\frac{1}{R^2 + \omega^2 L^2} & 0 & 0 & \frac{1}{R^2 + \omega^2 L^2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{1}{R^2 + \omega^2 L^2}
\end{bmatrix} \vec{g}_1 = 0
\]
(A.16)

A non-zero eigenvector that satisfies (A.16) can be given as $\vec{g}_1 = [1 0 0 -1 0 0]^T$. Similarly, we can define eigenvectors for the rest of the eigenvalues (A.15). The resulting eigenvectors can be given in the matrix form (A.4) as
\[ G = \begin{bmatrix}
\vec{g}_1 & \vec{g}_2 & \vec{g}_3 & \vec{g}_4 & \vec{g}_5 & \vec{g}_6
\end{bmatrix}
\]
\[ = \begin{bmatrix}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]
(A.17)
Applying the Gram-Schmidt orthogonalization to (A.17) yields

\[ P = \begin{bmatrix} \hat{p}_1 & \hat{p}_2 & \hat{p}_3 & \hat{p}_4 & \hat{p}_5 & \hat{p}_6 \end{bmatrix} \]

\[
= \begin{bmatrix}
\frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{\sqrt{2}} & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & -\frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

(A.18)

The transpose of \( P \) equals

\[ P^T = \begin{bmatrix} \hat{p}_1 & \hat{p}_2 & \hat{p}_3 & \hat{p}_4 & \hat{p}_5 & \hat{p}_6 \end{bmatrix}^T \]

\[
= \begin{bmatrix}
\frac{1}{\sqrt{2}} & 0 & 0 & -\frac{1}{\sqrt{2}} & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} & 0 & 0 & -\frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

(A.19)

The diagonal type matrix \( S \) is obtained with the eigenvalues (A.15) and (A.6) – (A.7). This results in

\[ S = \begin{bmatrix}
\frac{1}{\sqrt{R^2 + \omega^2 L^2}} & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{R^2 + \omega^2 L^2}} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

(A.20)

The matrix \( H \) is obtained by (A.8) and (A.9). This results in

\[ H = \begin{bmatrix} \tilde{h}_1 & \tilde{h}_2 & \tilde{h}_3 & \tilde{h}_4 & \tilde{h}_5 & \tilde{h}_6 \end{bmatrix} \]

\[
= \begin{bmatrix}
\frac{R}{\sqrt{R^2 + \omega^2 L^2}} & \frac{\omega L}{\sqrt{R^2 + \omega^2 L^2}} & 0 & 1 & 0 & 0 \\
\frac{-R}{\sqrt{R^2 + \omega^2 L^2}} & \frac{\omega L}{\sqrt{R^2 + \omega^2 L^2}} & 0 & 1 & 0 & 0 \\
\frac{R}{\sqrt{R^2 + \omega^2 L^2}} & \frac{\omega L}{\sqrt{R^2 + \omega^2 L^2}} & 0 & 1 & 0 & 0 \\
\frac{-R}{\sqrt{R^2 + \omega^2 L^2}} & \frac{\omega L}{\sqrt{R^2 + \omega^2 L^2}} & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

(A.21)
Now the orthogonal matrix $Q$ is obtained from (A.21) by applying the Gram-Schmidt orthogonalization. This results in

$$Q = \begin{bmatrix} \vec{q}_1 & \vec{q}_2 & \vec{q}_3 & \vec{q}_4 & \vec{q}_5 & \vec{q}_6 \end{bmatrix}$$

$$= \begin{bmatrix} \sqrt{2} \frac{R}{\sqrt{R^2 + \omega^2 L^2}} & \frac{\omega L}{\sqrt{R^2 + \omega^2 L^2}} & 0 & \frac{1}{\sqrt{2}} & 0 & 0 \\ \frac{1}{\sqrt{2}} & \sqrt{\frac{R^2 + \omega^2 L^2}{2}} & \frac{1}{2} & \frac{1}{\sqrt{2}} & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ \frac{1}{\sqrt{2}} & \sqrt{\frac{R^2 + \omega^2 L^2}{2}} & \frac{1}{2} & \frac{1}{\sqrt{2}} & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ \frac{1}{\sqrt{2}} & \sqrt{\frac{R^2 + \omega^2 L^2}{2}} & \frac{1}{2} & \frac{1}{\sqrt{2}} & 0 & 0 \\ \end{bmatrix} \quad (A.22)$$

Now the SVD of (A.12) can be given by (A.22), (A.20) and (A.19).

### A.1.2 Parallel inverters with a common direct voltage source

Let us now apply SVD to the transfer function matrix (3.8) and assume, again, parallel connection of two units ($n = 2$) and that $s = 0$. As a consequence of these assumptions, the transfer function matrix (3.8) reduces into

$$G_{\text{com}}^{\text{con}} (0) = \begin{bmatrix} 1 \frac{\omega L}{2 R^2 + \omega^2 L^2} & 0 & 0 & -\frac{1}{2 R^2 + \omega^2 L^2} & 0 & 0 \\ 0 & 0 & \frac{1}{2 R^2 + \omega^2 L^2} & 0 & 0 & 0 \\ -\frac{1}{2 R^2 + \omega^2 L^2} & -\frac{1}{2 R^2 + \omega^2 L^2} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & \frac{1}{2 R^2 + \omega^2 L^2} & 0 \\ 0 & 0 & 0 & 0 & 0 & \frac{1}{2 R^2 + \omega^2 L^2} \end{bmatrix} \quad (A.23)$$

Let us denote $G_{\text{com}}^{\text{con}} (0) = A$. Multiplying the matrix $A$ with the transpose of $A$ results in

$$A^T A = \begin{bmatrix} 1 \frac{1}{2 R^2 + \omega^2 L^2} & 0 & 0 & -\frac{1}{2 R^2 + \omega^2 L^2} & 0 & 0 \\ 0 & 1 \frac{1}{2 R^2 + \omega^2 L^2} & 0 & 0 & -\frac{1}{2 R^2 + \omega^2 L^2} & 0 \\ -\frac{1}{2 R^2 + \omega^2 L^2} & 0 & \frac{1}{2 R^2 + \omega^2 L^2} & 0 & 0 & -\frac{1}{2 R^2 + \omega^2 L^2} \\ 0 & 0 & 0 & \frac{1}{2 R^2 + \omega^2 L^2} & 0 & 0 \\ 0 & 0 & 0 & 0 & \frac{1}{2 R^2 + \omega^2 L^2} & 0 \\ 0 & 0 & 0 & 0 & 0 & \frac{1}{2 R^2 + \omega^2 L^2} \end{bmatrix} \quad (A.24)$$

Applying the characteristic equation $A^2$ to (A.24) results in a characteristic polynomial

$$\lambda^3 \left( \lambda^2 - \frac{1}{R^2} \right) \left( \lambda^2 - \frac{2}{R^2 + \omega^2 L^2} \lambda + \frac{1}{(R^2 + \omega^2 L^2)^2} \right) = 0 \quad (A.25)$$
from which we can obtain the eigenvalues

\[ \lambda_1 = \frac{1}{R^2} \]  
\(\text{(A.26a)}\)

\[ \lambda_2 = \frac{1}{R^2 + \omega^2 L^2} \]  
\(\text{(A.26b)}\)

\[ \lambda_3 = \frac{1}{R^2 + \omega^2 L^2} \]  
\(\text{(A.26c)}\)

\[ \lambda_4 = 0 \]  
\(\text{(A.26d)}\)

\[ \lambda_5 = 0 \]  
\(\text{(A.26e)}\)

\[ \lambda_6 = 0 \]  
\(\text{(A.26f)}\)

Eigenvectors corresponding to the eigenvalues (A.26) are determined by (A.3). For example, for the eigenvalue \(\lambda_1\) we can write

\[ (A^T A - \lambda_1 I) \vec{g}_1 = 0 \]

\(\text{(A.27)}\)

A non-zero eigenvector that satisfies (A.27) can be given as \(\vec{g}_1 = [0 \ 0 \ 1 \ 0 \ 0 \ -1]^T\). Similarly, we can define eigenvectors for the rest of the eigenvalues (A.26). The resulting eigenvectors can be given in the matrix form (A.4) as

\[ G = [\vec{g}_1 \ \vec{g}_2 \ \vec{g}_3 \ \vec{g}_4 \ \vec{g}_5 \ \vec{g}_6] \]

\(\text{(A.28)}\)

Applying the Gram-Schmidt orthogonalization to (A.28) yields

\[ P = [\vec{p}_1 \ \vec{p}_2 \ \vec{p}_3 \ \vec{p}_4 \ \vec{p}_5 \ \vec{p}_6] \]

\(\text{(A.29)}\)
The transpose of $P$ equals

$$
\begin{align*}
\mathbf{P}^T &= \begin{bmatrix}
\vec{p}_1 & \vec{p}_2 & \vec{p}_3 & \vec{p}_4 & \vec{p}_5 & \vec{p}_6
\end{bmatrix}^T \\
&= \begin{bmatrix}
0 & 0 & \frac{1}{\sqrt{2}} & 0 & 0 & -\frac{1}{\sqrt{2}} \\
0 & \frac{1}{\sqrt{2}} & 0 & 0 & -\frac{1}{\sqrt{2}} & 0 \\
\frac{1}{\sqrt{2}} & 0 & 0 & -\frac{1}{\sqrt{2}} & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{\sqrt{2}} \\
0 & \frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{\sqrt{2}} & 0 \\
\frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{\sqrt{2}} & 0 & 0
\end{bmatrix}
\end{align*}
$$

(A.30)

The diagonal type matrix $S$ is obtained with the eigenvalues (A.26) and (A.6)–(A.7). This results in

$$
\mathbf{S} = \begin{bmatrix}
\sqrt{R^2} & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{R^2+\omega^2L^2}} & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{R^2+\omega^2L^2}} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{\sqrt{R^2+\omega^2L^2}} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{\sqrt{R^2+\omega^2L^2}} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{\sqrt{R^2+\omega^2L^2}}
\end{bmatrix}
$$

(A.31)

The matrix $H$ is obtained by (A.8) and (A.9). This results in

$$
\mathbf{H} = \begin{bmatrix}
\vec{h}_1 & \vec{h}_2 & \vec{h}_3 & \vec{h}_4 & \vec{h}_5 & \vec{h}_6
\end{bmatrix} \\
= \begin{bmatrix}
0 & \frac{R}{\sqrt{R^2+\omega^2L^2}} & \frac{\omega L}{\sqrt{R^2+\omega^2L^2}} & 0 & 0 & 1 \\
0 & -\frac{R}{\sqrt{R^2+\omega^2L^2}} & \frac{\omega L}{\sqrt{R^2+\omega^2L^2}} & 0 & 1 & 0 \\
1 & 0 & 0 & \frac{R}{\sqrt{R^2+\omega^2L^2}} & 0 & 1 \\
0 & \frac{R}{\sqrt{R^2+\omega^2L^2}} & -\frac{\omega L}{\sqrt{R^2+\omega^2L^2}} & 0 & 0 & 1 \\
0 & \frac{R}{\sqrt{R^2+\omega^2L^2}} & \frac{\omega L}{\sqrt{R^2+\omega^2L^2}} & 0 & 1 & 0
\end{bmatrix}
$$

(A.32)

Now the orthogonal matrix $Q$ is obtained from (A.32) by applying the Gram-Schmidt orthogonalization. This results in

$$
\mathbf{Q} = \begin{bmatrix}
\vec{q}_1 & \vec{q}_2 & \vec{q}_3 & \vec{q}_4 & \vec{q}_5 & \vec{q}_6
\end{bmatrix} \\
= \begin{bmatrix}
0 & \frac{1}{\sqrt{2}} \sqrt{R^2+\omega^2L^2} & \frac{1}{\sqrt{2}} \sqrt{R^2+\omega^2L^2} & 0 & 0 & \frac{1}{\sqrt{2}} \\
0 & \frac{1}{\sqrt{2}} \sqrt{R^2+\omega^2L^2} & -\frac{1}{\sqrt{2}} \sqrt{R^2+\omega^2L^2} & 0 & \frac{1}{\sqrt{2}} & 0 \\
\frac{1}{\sqrt{2}} & 0 & 0 & 0 & \frac{1}{\sqrt{2}} & 0 \\
0 & -\frac{1}{\sqrt{2}} \sqrt{R^2+\omega^2L^2} & \frac{1}{\sqrt{2}} \sqrt{R^2+\omega^2L^2} & 0 & 0 & \frac{1}{\sqrt{2}} \\
0 & -\frac{1}{\sqrt{2}} \sqrt{R^2+\omega^2L^2} & -\frac{1}{\sqrt{2}} \sqrt{R^2+\omega^2L^2} & 0 & \frac{1}{\sqrt{2}} & 0 \\
\frac{1}{\sqrt{2}} & 0 & 0 & 0 & \frac{1}{\sqrt{2}} & 0
\end{bmatrix}
$$

(A.33)

Now the SVD of (A.23) can be given by (A.33), (A.31), and (A.30).
Appendix A. Factorization of transfer function matrices using singular value decomposition
Appendix B

Simulation model

The simulation model used to verify the validity of the time-domain circulating current model, presented in Chapter 3, is introduced in some detail in this Appendix.

In brief, the simulation model implemented in Matlab/Simulink consisted of three parallel inverter units with a common direct voltage source. The outputs of the inverters were connected in parallel through the current sharing inductors which were modeled as resistive-inductive branches. Furthermore, the inverters were feeding a resistive-inductive load. The applied circuit parameters are given in Table B.1 unless otherwise mentioned. As a control method, a constant Volts/Hertz control was used. Furthermore, as a modulation method, a space vector PWM was applied. The top level of the simulation model is presented in Fig. B.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>dc link voltage $u_{dc}$</td>
<td>565</td>
<td>V</td>
</tr>
<tr>
<td>Output inductances $L_1, L_2, L_3$</td>
<td>100</td>
<td>µH</td>
</tr>
<tr>
<td>Output resistances $R_1, R_2, R_3$</td>
<td>0.1</td>
<td>Ω</td>
</tr>
<tr>
<td>Load inductance $L_L$</td>
<td>13.7</td>
<td>mH</td>
</tr>
<tr>
<td>Load resistance $R_L$</td>
<td>18.5</td>
<td>mΩ</td>
</tr>
<tr>
<td>Forward voltage drops $U_{F,1}, U_{F,2}, U_{F,3}$</td>
<td>2.0</td>
<td>V</td>
</tr>
<tr>
<td>Blanking times $t_{d,1}, t_{d,2}, t_{d,3}$</td>
<td>2.0</td>
<td>µs</td>
</tr>
<tr>
<td>Switching frequency $f_{sw}$</td>
<td>5</td>
<td>kHz</td>
</tr>
</tbody>
</table>

Figure B.2 shows the top level of the modulator block. The main function of the modulator block is to form the inverter gate drive signals from the given voltage reference vector. The gate drive signals of the inverters are formed from the (phase) switch commands. Although the same switch commands are basically sent to each parallel unit, the blanking times between the gate drive signals of the upper and lower switches can be set independently for each unit. This is performed in the safetime logic blocks. It is also possible to delay the rising and falling edges of the gate drive signals to simulate the finite turn-on and turn-off times of the switches. This, again, is performed in the delay generation blocks. A similar approach is used also in the experiments.
Fig. B.1: Top level of the simulation model. The main circuit consists of three parallel inverter units with a common direct voltage source. The outputs of the inverters are connected in parallel through the current sharing inductors modeled as resistive-inductive branches. The inverters are feeding a resistive-inductive load. As a control method, a constant Volt/Hertz control is used and as a modulation method, a space vector PWM is applied.
Fig. B.2: Top level of the modulator block. The main function of the modulator block is to form the inverter gate drive signals from the given voltage reference vector. The blanking times between the upper and lower gate drive signals are generated in the safetime logic blocks. The delaying of the rising and falling edges of the gate drive signals that are used to simulate the finite turn-on and turn-off times of the switches is performed in the delay generation blocks.
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