
Mikko Linnala

SIMULATION AND OPTIMIZATION TOOLS IN
PAPER MACHINE CONCEPT DESIGN 

Acta Universitatis 
Lappeenrantaensis 480

Thesis for the degree of Doctor of Science (Technology) to be presented with 
due permission for public examination and criticism in the Auditorium 1383 at 
Lappeenranta University of Technology, Lappeenranta, Finland, on the 16th of 
November, 2012, at noon.

Mikko Linnala

SIMULATION AND OPTIMIZATION TOOLS IN
PAPER MACHINE CONCEPT DESIGN 

Acta Universitatis 
Lappeenrantaensis 480

Thesis for the degree of Doctor of Science (Technology) to be presented with 
due permission for public examination and criticism in the Auditorium 1383 at 
Lappeenranta University of Technology, Lappeenranta, Finland, on the 16th of 
November, 2012, at noon.



Supervisors Professor Jari Hämäläinen
Department of Mathematics and Physics
Lappeenranta University of Technology
Finland

Professor Kaj Backfolk
Department of Chemical Technology
Lappeenranta University of Technology
Finland

Reviewers Professor Efstratios Pistikopoulos
Department of Chemical Engineering
Imperial College London
United Kingdom

Professor Kauko Leiviskä
Department of Process and Environmental Engineering
University of Oulu
Finland

Opponent Professor Kauko Leiviskä
Department of Process and Environmental Engineering
University of Oulu
Finland

Custos Professor Jari Hämäläinen
Department of Mathematics and Physics
Lappeenranta University of Technology
Finland

ISBN 978-952-265-278-2
ISBN 978-952-265-283-6 (PDF)

ISSN 1456-4491

Lappeenrannan teknillinen yliopisto
Digipaino 2012

Supervisors Professor Jari Hämäläinen
Department of Mathematics and Physics
Lappeenranta University of Technology
Finland

Professor Kaj Backfolk
Department of Chemical Technology
Lappeenranta University of Technology
Finland

Reviewers Professor Efstratios Pistikopoulos
Department of Chemical Engineering
Imperial College London
United Kingdom

Professor Kauko Leiviskä
Department of Process and Environmental Engineering
University of Oulu
Finland

Opponent Professor Kauko Leiviskä
Department of Process and Environmental Engineering
University of Oulu
Finland

Custos Professor Jari Hämäläinen
Department of Mathematics and Physics
Lappeenranta University of Technology
Finland

ISBN 978-952-265-278-2
ISBN 978-952-265-283-6 (PDF)

ISSN 1456-4491

Lappeenrannan teknillinen yliopisto
Digipaino 2012



ABSTRACT

Mikko Linnala
Simulation and optimization tools in paper machine concept design

Lappeenranta 2012
57 p.

Acta Universitatis Lappeenrantaensis 480
Diss. Lappeenranta University of Technology

ISBN 978-952-265-278-2 ISBN 978-952-265-283-6 (PDF)
ISSN 1456-4491

The last decade has shown that the global paper industry needs new processes
and products in order to reassert its position in the industry. As the paper
markets in Western Europe and North America have stabilized, the competition
has tightened. Along with the development of more cost-effective processes and
products, new process design methods are also required to break the old molds
and create new ideas.

This thesis discusses the development of a process design methodology based
on simulation and optimization methods. A bi-level optimization problem and a
solution procedure for it are formulated and illustrated. Computational models
and  simulation  are  used  to  illustrate  the  phenomena  inside  a  real  process  and
mathematical optimization is exploited to find out the best process structures
and control principles for the process. Dynamic process models are used inside
the bi-level optimization problem, which is assumed to be dynamic and
multiobjective due to the nature of papermaking processes.

The numerical experiments show that the bi-level optimization approach is
useful for different kinds of problems related to process design and
optimization. Here, the design methodology is applied to a constrained process
area of a papermaking line. However, the same methodology is applicable to all
types of industrial processes, e.g., the design of biorefiners, because the
methodology is totally generalized and can be easily modified.
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ABBREVIATIONS AND NOMENCLATURE

CFD computational fluid dynamics
CU currency unit
PI proportional-integral

a vector of upper-level optimization variables
ã current values of upper-level optimization variables
a* optimal values of upper-level optimization variables
fi ith lower-level objective function
f vector of lower-level objective functions
Fj jth upper-level objective function
h systems of differential and algebraic equation constraints
p vector of steady/constant parameters
Sa feasible set of upper-level optimization variables
Su feasible set of lower-level optimization variables
Sx feasible set of process state parameters
tf length of time horizon
Tsim length of simulation horizon
Tpred length of prediction horizon
u vector of lower-level optimization variables

current values of lower-level optimization variables
u* optimal values of lower-level optimization variables
x vector of process state variables
x* process state variables corresponding to optimal optimization

variables
Z feasible objective space

vector of operational tasks
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1 Introduction

1 Introduction

1.1 Background

The first decade of the 21st century has been ground-breaking in the
global forest industry, especially in the pulp and paper industry. Ten
years ago, all seemed to be fine and the Finnish forest companies were
successful and profitable. Then changes started to appear in the global
markets and paper machines were run down one after another, both in
Finland and in Europe. Even entire paper mills were closed down. The
structural change forced the forest companies to develop both new
products and new manufacturing processes in order to increase
profitability. New processes are required to decrease the investment and
production costs ensuring at the same time that the quality of products
remains at an adequate level. In practice, the current products with the
current quality criteria need to be produced at lower costs [1-3].

Greenfield investments of traditional papermaking applications are not
likely to be profitable in Finland. This is because the fastest growing
market for paper consumption is in Asia whereas the European markets
have stabilized at the same time [1, 2]. However, there exist differences
between the paper and board grades. To make changes in either the
manufacturing process or the product of the Finnish paper mills, existing
processes need to be rebuilt. This means that a part of the process is
replaced with modern technology and a part is maintained. This enables
changes to the product portfolio and more cost-efficient process lines
(e.g., decreased raw material and manufacturing costs) increasing also
opportunities in terms of global competition.

Besides the new ideas of processes and products, the process design
procedures are also challenging. Sophisticated methods, such as model-
based optimization, can be exploited in studying new processes and
products. Computational models and simulation produce valuable
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information and illustrate the phenomena inside the process
Figure 1). However, the models have their own
cannot be applied to all problems. To increase the advantages of process
modeling, the model can be coupled wit
which enables solving complicated problems related to e
structure and controls or both, for example

Figure 1: Computational methods
new possibilities in process

Chemical engineering has been a leader in
the paper industry is not as familiar with these possibilities. Therefore,
the theory part of this thesis is derived
whereas the numerical experiments
processes. Hopefully, new research programs and more broadminded
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1 Introduction

ideas will enable the paper industry to take advantage of these tools
[6, 7].

1.2 Scope and aims of this thesis

In this thesis, process modeling and optimization are applied to the paper
industry. A process design methodology, utilizing process modeling and
optimization in a wider spectrum compared to the traditional design
methods, is developed. This approach applies bi-level optimization in
which dynamic modeling and dynamic multiobjective optimization are
coupled. With bi-level optimization, it is possible to simultaneously
optimize both the process design and the operations. Regardless of the
papermaking application, the methodology is generalized so that none of
the individual elements, such as software or the problem formulation, is
fixed. Hence, it is easily applicable to different industrial processes and
purposes. In addition to bi-level optimization, efficient use of different
process models is analyzed. The role of additional information produced
to support the decision-making procedure, related to multiobjective
optimization, is evaluated.

The novelty of this thesis lies in the new way of process design; bi-level
optimization, familiar from other fields of industry, is tailored to the use
of the paper industry. Existing methods are examined from the point of
view of papermaking which significantly differs from the other industrial
processes. Complicated processes may be one reason for lack of
simulation and optimization tools in design of papermaking applications
compared to chemical engineering, for example. Instead, papermaking
applications are usually designed using traditional, well tried methods
without too heavy computational aids.

A notable detail, generalization of all possible elements, enables
applicability of the methodology to different problems. Hence, the new
process concepts and products can be designed more efficiently.
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2 Simulation and optimization of papermaking process

2.1 Papermaking process

Although the paper itself is a very familiar product and raw material for
all of us, the papermaking process is more complex than it is usually
considered. Firstly, paper consists of fibers, fines and additives, such as
fillers, the size of which varies from nanometers to millimeters [8].
Hence, we are dealing with very small particles which should be
correctly distributed over the paper web. Secondly, modern paper
machines produce up to 400,000 tons of paper per year. This is
equivalent to a paper web width of over ten meters and a speed of 1,500
to 2,000 meters per minute (90–120 kilometers per hour) in a paper
machine [9]. Such huge paper machines should be able to produce
sufficiently small and sensitive products with a reasonable quality, which
sounds challenging. In this thesis, the papermaking concept analyzed
contains all the main elements and sub-processes from the raw material
inputs to the net production, as presented in Figure 2.

Figure 2: An example of the main components of a papermaking line.

In Figure 2, raw materials 1 and 2 include different pulps (wood fibers),
both  mechanical  and  chemical  (1).  Naturally,  the  number  of  pulp  types
used can differ from two, which is here selected only for illustration
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2 Simulation and optimization of papermaking process

purposes. The stock preparation area (2) consists of towers and dilution
water lines which are used to mix and dilute different raw materials into a
usable form, to a dry solid content of approximately 3–4 wt-% in
practice. In the short circulation (3), the stock suspension is further
diluted to a dry solid content of approximately 1 wt-% and cleaned using
different methods. Any additives, such as fillers and retention chemicals,
are also mixed here with the stock suspension [10].

Web forming (4) consists of the following sub-processes: headbox, wire
section, press section and drying section. The headbox is used to spread
the stock flow exiting from a pipe to form a several meters wide web
with optimal distribution and orientation of fibers and fillers. In modern
paper machines, the web is formed between two running wires. This
enables two-sided water removal in the wire section where most of the
water is removed. The dry solid content increases up to ~15–20 wt-%.
Next,  the  web is  dried  using  mechanical  work  in  wet  pressing  whereby
the dry solid content increases up to 45 wt-%, approximately. During wet
pressing, fiber bonding starts and the strength properties improve [10].
The final drying of the web is performed in the drying section where the
web is traditionally heated with steel cylinders which themselves are
heated with steam. In addition to multicylinder drying, other drying
possibilities also exist, such as impingement drying [11]. At this stage
the paper contains approximately 5–10 wt-% of water and is ready to be
used in the finishing processes, such as calendering [12] or coating (5)
[8], or it can be reeled to build up customer rolls. In paper finishing, large
machine rolls are usually further divided into smaller rolls with a winder.
Since the requirements for the paper quality are high, part of the
production ends up in reject due to quality deviations (6).

In addition to the main process line, the paper mills have a water system
(7). It consists of tanks and towers which are used to store different types
of water. So-called white water is removed from the stock suspension in
the wire section of the paper machine and used for dilutions in the short
circulation. The rest of white water is collected to the white water tank
(volume < 1000 m3) and the white water tower (volume > 1000 m3) from
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where it is taken to the fiber recovery process. In the wire section, where
the paper web is formed, part of the solids goes through the wire and ends
up in the water circulation. In papermaking, the term retention is used to
refer to solids which remain on the wire and form the web. For example,
fiber retention could be 80%, which means that 80% of the fibers forms
the web and 20% goes to the water system. Filler retention is much lower
ranging usually from 30% to 50%. Thus, valuable raw materials need to
be separated from the water circulation. This is done with a disc filter
which recovers most of the fibers and filler solids utilizing a filtration
technique. In this way, the raw materials are recovered to be used in the
paper machine again and, in addition, the water system is cleaned [10].

Another line running parallel to the main process line is the broke system
(8) which is needed for the paper ending up in reject due to quality
variations or other reasons. In practice, the paper machine cannot be run
continuously and some web breaks occur unavoidably. During the web
breaks, the web is fed to the broke system where it is kept in storage
before being reused in the paper machine. The structure of the broke
system depends on the paper produced. Usually there are separate lines
for the wet broke (from the wire and press sections) and the dry broke
(from drying and finishing) or, in case of coated paper production, there
may be separate lines for uncoated and coated broke. In any case, in the
broke system, the paper web is pulpered and diluted to a dry solid content
of approximately 3–5 wt-% before the storage towers. From the towers,
the broke is fed to stock preparation where it is again used as raw
material. Because the broke dilution requires a lot of water, there is an
interaction between the broke and water systems: when the broke towers
are full, they bind up a lot of water and thus the water towers are empty,
and vice versa [10].
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2.2 Paper quality

Besides the process technical aspects described above, the paper quality
properties also have a significant role during the process design
procedure. New process concepts and products are compared to the
quality properties of existing products, which are used as reference
information. It is reasonable to maintain the quality, and the value, of the
product but decrease the investment and operational costs of production.

If the papermaking process is complex, the paper as a material is even
more complex. In addition to the basic material properties, such as basis
weight, density/bulk, thickness, porosity and filler content, paper also has
critical strength and optical properties. Tensile strength, tear strength,
surface strength and out-of-plane strength, for example, define how the
paper behaves both in the manufacturing process and in use. The web has
to be strong enough to avoid web breaks in the paper machine but
simultaneously soft, such as in case of tissue paper. By contrast, optical
properties, such as brightness and opacity, do not affect runnability of a
paper machine but they are critical in the printing house: printed text
should not be visible through newsprint and images should be glossy in
magazines [13, 14].

Many of the quality properties can be measured on-line from a running
paper web. The measurement is conducted using a scanner with various
sensors moving continuously over the web. In this way, several quality
properties can be simultaneously measured. Usually, there are several
scanners along the paper machine for analyzing the quality in the
machine direction and cross machine direction. The information from the
scanners is used in the process control system to ensure conformance
with the quality requirements [15]. If a method for an on-line
measurement, e.g., paper strength, does not exist, this property has to be
measured in a laboratory. To this end, paper samples are collected from
the reel and winder for an off-line analysis [13].
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2.3 Modeling aspects

The papermaking process can be modeled using many different
approaches. Firstly, the model can include only a single sub-process or
the model can be mill-wide. Secondly, the process can be modeled either
in a steady state or as a dynamic system. Traditionally, the processes are
modeled in a steady state, which does not take into account the time
horizon but examines only a single time stage [15, 16]. Steady-state
models are useful in preliminary balance analyses, for example. Today,
the most suitable method is dynamic modeling. This is because the
processes are dynamic and it is usually desired to examine the process
over a time horizon which can vary from minutes to weeks or months, for
example [17-19]. In dynamic models, the process variables are
considered as functions of time, i.e., the previous state affects the
following state. Compared to steady-state models, dynamic models
include transient features, such as delays and inertia [20]. This is why
dynamic models behave more naturally and are also more realistic than
steady-state models.

Dynamic models are widely used in the paper industry to study either a
single phenomenon or operation of a specific sub-process, for example.
The wet end and forming section have been examined by Bortolin et al.
[21], Yeo et al. [22] and Cho et al. [23], the press section has been
studied by Khanbaghi et al. [24] and Provatas and Uesaka [25], the
calendering phenomena by Litvinov and Farnood [26], and different mass
fractions in the paper machine by Yli-Fossi et al. [27]. In addition,
process control systems exploiting dynamic models have been developed
by Kokko [4], Lappalainen et al. [28] and Iso-Herttua et al. [29]. Along
with the process technical approach, process modeling has also been used
in economical studies [30], e.g., studies related to energy and fresh water
savings [31-35].

As mentioned above, the paper quality properties are even more complex
than the process. Hence, modeling of quality properties is difficult if not
impossible. Coupling of quality models with a mill-level simulator is
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particularly challenging. While the models for the basic properties, such
as basis weight and filler content, can be based on the paper furnish,
modeling of strength and optical properties is very complicated. These
properties depend on too many factors to allow reliable modeling. Thus,
the lack of realistic models for the product quality and process runnability
is a major issue in modeling discussions.

If the interest is focused on a single sub-process or another constrained
area, the model accuracy can be very high and computational fluid
dynamics (CFD), for example, can be exploited [36-41]. By contrast,
when using a large and comprehensive model, accuracy may need to be
decreased because high accuracy usually increases the computational
capacity requirement. Hence, when dealing with large models, a
compromise between accuracy, and reality, and the computational time is
needed.

The modeling approach can also depend on the modeling software that is
available and selected for use. In addition to the traditional programming
languages, there are several commercial software applications for
modeling pulp and paper processes, for example: BALAS [42], Apros
[43], FlowMac [44], Metso WinGEMS [45] and Matlab/Simulink [46].
While the model can be programmed line by line, modern simulators also
include a graphic user interface in which the model is built by creating a
flow sheet. Since all tools have their own advantages and disadvantages,
there is not only one right choice. Examples of the development of
modeling software are presented by Niemenmaa et al. [47], Barber Scott
[48, 49] and Jahangirian et al. [19].

2.4 Optimization methods

Like process modeling, optimization of papermaking processes is not a
new research topic. During several years, different approaches have been
presented and methods applied. There are approaches examining a single
sub-process [50-54] and others with different areas of interests and the
aim of optimization has been either technical or economical improvement
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of the application [33, 55]. Traditionally, steady-state models and/or
single-objective optimization are used [54, 56-60]. However, since the
papermaking processes are complex and usually require considering
several conflicting objectives, the multiobjective approach has been a
natural choice [60-65]. Hence, coupling the dynamic model and dynamic
multiobjective optimization is at the moment the most promising way to
study optimization problems related to industrial process applications
[66-70]. With dynamic optimization, it is possible to optimize the process
over a predefined time horizon in the same way as in dynamic modeling.
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As noted, dynamic multiobjective optimization is the most suitable way
to handle optimization problems related to papermaking applications.
When dealing with a process design case, the problem can be formulated
as a bi-level optimization problem. Thus, the process structure is
optimized on the upper level (design optimization) and the operations on
the lower level (operational optimization). In bi-level optimization,
dynamic multiobjective optimization and dynamic process models have a
strong two-way interaction.

Previously, bi-level optimization was used for different purposes [71-73];
the first applications were in the chemical industry [7, 74-77].
Multiobjective cases are also discussed by Fliege and Vincent [78], Deb
and Sinha [79], Li et al. [80] and Eichfelder [81], for example. By
contrast, the papermaking applications are few and far between. Some
examples related to broke system optimization are presented by
Ropponen et al. [70]. There, both the broke tower design and the control
operations are taken into account.

3.1 Dynamic multiobjective optimization

Dynamic optimization is used with dynamic process models in which the
variable values change over time, and thus its solution differs from the
steady-state case [82, 83]. The formulation of a single-objective dynamic
optimization problem is shown in Equation 1.
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where f is the objective function, h is the system of the differential and
algebraic equation constraints, x is the state vector, u is the control vector
(optimization variables), p is the steady parameter vector, tf is the length
of the time horizon, and Sx and Su are the feasible sets of x and u,
respectively, defined by all the constraints including box constraints and
linear and nonlinear equality and inequality constraints. The steady
parameter vector can also be ignored, if necessary, because it is constant
from the point of view of optimization. Although the variables in
dynamic optimization are continuous, the solution procedure typically
requires at least partial discretization of the variables [84, 85].

Dynamic optimization in which multiple objectives need to be
simultaneously optimized is called dynamic multiobjective optimization.
This changes the problem formulation as shown in Equation 2.
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where f = (f1,…, fn) is the vector-valued objective function and x, u, p and
tf are the same as above. Here, all the objectives fi need to be optimized
simultaneously and thus the solution process differs from the single-
objective case shown in Equation 1. For example, if the problem includes
two conflicting objectives, f1 and f2, which both need to be minimized,
there is a set of solutions, as illustrated in Figure 3 [86, 87].
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Figure 3: An example of conflicting objectives in
optimization problem in which both objectives need to be
minimized.

In Figure 3, Z=f(Sx) denotes the feasible objective space
constraints. f(x*) and the white circle
solution and the bold line refers to  a
Pareto optimal set. These are mathematically equally good
thus cannot be ranked. Therefore, decision making is needed. In practice,
the best solution is selected by using
and/or a human decision maker. A human decision maker is
can make the selection based on his/her knowledge
problem and the application. In turn, scalarization is based on predefined
criteria which are exploited to rank the solutions by using numerical
methods [64, 85-87].

3.2 Bi-level optimization problem

In bi-level optimization, both problems, upper and lowe
be dynamic and multiobjective. Hence,
optimization problem consists of the same elements as the dynamic
multiobjective problem shown in Equation
problem includes the lower-level problem
means that optimization of the upper-level problem requires optimization
of the lower-level problem.
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where Fi, for all i = 1,…, k, represents the upper-level objective
functions, a is the vector of the upper-level optimization variables (design
variables), x is the vector of the state variables, u is  the  vector  of  the
lower-level optimization variables (control variables),  is the vector of
the operational tasks, tf is the length of the optimization horizon, and Sa is
the feasible set of a defined by all the constraints. Here, operational tasks,

, denote to the lower-level problem where they represent a change in
the system state. The lower-level optimization problem can be formulated
as shown in Equation 4.
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where fj, for all j = 1,…, l, represents the lower-level objective functions,
x, a, u,  are the same as above, Sx and Su are the feasible sets of x and u,
respectively, and h is the system of dynamic differential and algebraic
equations.

The formulation of the bi-level optimization problem in Equations 3 and
4 shows that the values of the upper-level optimization variables affect
the lower-level optimization problem. In addition, the solution of the
lower-level problem affects the upper-level objective function values.
Hence, the upper and lower levels of the optimization problem have two-
way coupling, which is illustrated in Figure 4.
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Figure 4: Two-way coupling between the optimization levels and a
dynamic process model.

In Figure 4, the progress of solution of the bi-level optimization problem
is illustrated with numbers 1–4. A detailed description of the solution
procedure is given next.

3.3 Solution procedure for bi-level optimization problems

Bi-level optimization problems can be solved using either the
simultaneous or the sequential method as presented by Mohideen et al.
[7] and Deb and Sinha [79], for example. In this thesis, the solution
procedure, described in Algorithms 1 and 2, can handle dynamic and
multiobjective problems on both levels. Nevertheless, the procedure is
abstract, which makes it easily applicable for different problems.

Algorithm 1 – Bi-level optimization

The solution procedure for the bi-level optimization problem, presented
in Equations 3 and 4, can be defined as follows.

1. Initialize the optimization method selected for the upper-level
optimization.

2. Define the objective functions, a vector of optimization variables
and the constraints for the upper-level optimization problem
(including the lower-level optimization problem parameterized by
the upper-level optimization variables) and perform the
optimization as follows.
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 Repeat the following steps until one (or more) of the stopping
criteria is fulfilled:

(a) Let vector ã contain the current values for the upper-level
optimization variables. Define the corresponding lower-
level optimization problem at ã.

(b) Find the optimal state for the lower level with the selected
optimization method, i.e., perform the optimization based
on Algorithm 2.

(c) Let u* be the optimal solution of the lower-level
optimization problem and x* the corresponding vector of
the state variables. In the multiobjective case, u* is selected
from a set of Pareto optimal solutions using either a human
decision maker or predefined information.

(d) Based on u* and x*, evaluate the objective functions
F1,..., Fk on the upper level and provide the objective
function values to the optimization method.

End

3. The optimal solutions for the bi-level optimization problem are
F1,..., Fk at a* with the corresponding optimal lower-level solutions
f1,..., fl at u*.

Algorithm 2 – Lower-level optimization
The solution procedure for the lower-level optimization problem,
presented in Equation 4, can be defined as follows.

1. Initialize the optimization method.

2. Define the objective functions, the vector of the optimization
variables and the constraints for the given parameters ã. Start the
optimization procedure as follows.

Repeat the following steps until one (or more) of the stopping
criteria is fulfilled:

(a) Solve the dynamic process model with the current
optimization variables .

(b) Evaluate the objectives f1,..., fl at  based on the state
variables .
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End

3. Save the optimal values of the optimization variables u* and the
corresponding state variable values x* as well as f1,..., fl which are
needed in Algorithm 1.

The stopping criteria mentioned in both Algorithms 1 and 2 can be based
on the optimization algorithm used, e.g., the maximum number of
iterations, the numerical accuracy required, the time horizon selected, or
a model technical element, such as an undesirable process state, for
example.

As discussed above, in multiobjective optimization there is a set of Pareto
optimal solutions. However, in the practical optimization cases, only one
solution needs to be chosen as the final one. In an investment case, we
can build only one mill or process, for example. Therefore, some kind of
decision making is needed, either a human decision maker or predefined
information with a classical scalarization function.

3.4 Process models in bi-level optimization

To be able to optimize anything, a process model is required. In this
study, a system of two different models is analyzed. A so-called nominal
model is used inside bi-level optimization. It is a simplified model in
which the process flows and dynamics are calculated using simple
material balance equations. In turn, a more detailed model, the so-called
verification model, is used after the optimization procedure to produce
additional information about the solution options. The verification model
is more accurate and reliable; it includes the first principles of physics,
automation components, sub-models for a single phenomenon, etc.
[88, 89].

Both models are based on the same flow sheet and the necessary
definitions of operational specifications, such as product, production and
hardware information. An example of a flow sheet is shown in Figure 5.
Due to this, both models behave mainly in the same way. It is true, of
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course, that increasing details and controls in the verification model
causes certain variations but this is expected and acceptable. In practice,
the process models are built first and then coupled with the optimization
algorithm. Hence, the optimization manipulates only some values of the
model parameters depending on the problem definition. The fixed
parameter values are based on the process know-how and measurements
of the real process.

In this thesis, all the models are built with either Matlab or Apros. Matlab
is used for the simplified models and Apros is used mainly for the more
detailed models.

Figure 5:  An  example  of  a  flow  sheet  of  the  papermaking  line
modeled.

The flow sheet includes all the elements and sub-processes shown above
in Figure 2. However, the flow sheet is a more detailed description of the
process compared to the block diagram, including numerous flows and
tanks which are not contained in the block diagram.
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4 Main results and discussion

The optimization problems presented in this thesis had some consistent
characteristics (see Publication II for more details). Firstly, the dynamics
were handled using the receding horizon prediction principle which is
one type of a model predictive control [90]. The optimization horizon
was discretized and the problem was solved proceeding one time stage
after another as illustrated in Figure 6. First, the prediction horizon, Tpred,
was used to predict and optimize the controls. After optimization, the
controls were used to simulate one time stage, Tsim, forward. This loop
was repeated until the total time horizon, tf, was simulated. Secondly, the
optimization problem was solved using a differential evolution algorithm
[91, 92] which belongs to the group of evolutionary algorithms [93, 94].
Thirdly, the numerical experiments of bi-level optimization were limited
to handle only the structure and operations of the broke and water
systems.

Figure 6: An example of the receding horizon prediction principle.
Tsim is the simulation horizon, Tpred is the prediction horizon
and tf is the total optimization horizon.

4.1 Dynamic multiobjective optimization applied to papermaking

In this thesis, process modeling and optimization were developed to
provide a tool for more efficient process design in the paper industry. The
research was started by coupling a dynamic process simulator (Apros)
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and single-level dynamic multiobjective optimization (in Matlab).
A  sufficiently  large  and  heavy  process  model  was  used  to  optimize  the
operations  of  the  filler  content  and  basis  weight  controllers  during  a
simulated retention disturbance. In practice, two PI-controllers were
tuned trying to minimize variations in the tensile strength ratio and -
formation. The main results of this study are illustrated in Figure 7.

Figure 7: Variations in basis weight (upper left), filler content (upper
right), tensile strength ratio (lower left) and -formation
(lower right) during a simulated retention disturbance. The
figure is from Publication I.

Figure 7 shows that after optimization, the variations in the tensile
strength ratio and -formation were much smaller than in the reference
case. In addition, the variations in basis weight and filler content
decreased even though they were not included in the objective functions.
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Hence, the main target of Publication I, coupling the dynamic process
model and dynamic multiobjective optimization (single-level problem),
was successfully met.

4.2 Bi-level optimization applied to papermaking

After the studies conducted with the single-level optimization problem
and its successful solution, it was possible to define the bi-level
optimization problem (Publication II). A formulation of the bi-level
optimization problem and a solution algorithm for such problems were
created. The related theoretical part is presented in the previous section.

The bi-level optimization procedure has been illustrated with several
examples in Publications II, III and IV. In general, the main target of the
design optimization on the upper level was either to keep the process
stable or to minimize the investment costs of the broke and water towers.
The process stability was illustrated via the broke tower fill percentages.
Multiobjective optimization led to a set of Pareto optimal solutions which
are illustrated in Figure 8.

Figure 8: Fill percentage variations in the wet broke tower (left) and
dry broke tower (right). Designs 1-5 illustrate
mathematically equally good, Pareto optimal solutions. The
figure is from Publication II.
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Figure 8 shows that although the process designs were equally good from
the  point  of  view  of  optimization,  the  differences  between  them  were
significant. Further, the investment costs were calculated based on the
tower volumes according to a generalized form of the so-called six-tenths
rule [95, 96] which is shown in Equation 5.

2capacitycost 1
pp [5]

where p1 and p2 are  constant  parameters.  In  this  thesis, p1 = 1 and
p2 = 0.7, which values were approved by the industrial partners.
Differences in the investment costs are illustrated in Figure 9 using
normalized objective function values.

Figure 9: Normalized objective function values of the upper-level
optimization problem. CU refers to an undefined currency
unit. The figure is from Publication IV.

The visualization of different solutions is challenging as Figure 9 shows.
When the number of solutions increases, it is easier to analyze them in
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smaller parts. Conflicts appearing between two different designs are
illustrated in Figure 10 which shows only designs 2 and 3 of Figure 9.

Figure 10: An example of two conflicting upper-level objectives. The
figure is from Publication IV.

Figures 9 and 10 prove the nature of multiobjective optimization;
handling of several conflicting objectives requires some kind of decision
making. In bi-level optimization, also the lower-level objectives need to
be taken into account during the decision-making process. Because the
experiments were related to the broke and water systems, the lower-level
objectives involved broke dosage, production and product quality
variables. Maximization of both the broke dosage and the paper machine
production were conflicting objectives because the wet end break
frequency was dependent on the broke dosage. The hypothetical break
model was based on amount and composition of broke but age and
physic-chemical properties, for example, were not taken into account. In
practice, a higher broke dosage increased the probability of web breaks,
which further decreased the cumulative production. This conflict is
illustrated in Figure 11.
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Figure 11: Variations in broke dosage (upper) and production (lower).
The figure is from Publication III.

Figure 11 shows that a transient change in
production of that time. Therefore, maintaining a balance
maximal production and the process stability
continuous control. However, variations in production were equivalent to
about 0.2% of production which is not significant if compared to break
frequency, for example.

An analysis of the bi-level optimization
conflicts between the upper-level objectives a
objectives. When the investment costs
objectives and the broke tower liquid levels in the lower
there existed clear correlation between them
stability was dependent on the tower capacity
were high enough, the process was more stable
tower volumes. Hence, cost savings led to
correlation is illustrated in Figure 12.

level optimization applied to papermaking

Variations in broke dosage (upper) and production (lower).
from Publication III.

transient change in the broke dosage affected the
maintaining a balance between the

process stability was sensitive and required
However, variations in production were equivalent to

about 0.2% of production which is not significant if compared to break

level optimization experiments also highlighted
level objectives and the lower-level

When the investment costs were included in the upper-level
liquid levels in the lower-level objectives,

there existed clear correlation between them. In practice, the process
on the tower capacity: when the tower volumes

more stable than while using smaller
savings led to an unstable process. This

It is true, of course, that also other
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aspects, such as energy efficiency and broke delay in towers, should be
considered when the final tower volumes are decided.

Figure 12: Correlation between the upper-level and lower-level
objectives. F2 and F3 are the investment costs of the broke
towers and f4 and f5 are the liquid level variations in the
broke towers. Black color refers to the uncoated broke
tower, grey color to the coated broke tower. Numerical
results are illustrated with the crosses in which the linear
functions are fitted. The figure is from Publication IV.

Numerical experiments prove that the method is usable for different
kinds of process design problems. By using suitable models and problem
definition, bi-level optimization method is applicable for any industrial
process. Generality enables use of any modeling software as well as use
of  different  optimization  algorithms;  only  current  application  and
problem definition fix the elements.

In the experiments, the method illustrated such properties that additional
value compared to traditional design methods is clear. Briefly, the
method relies on mathematical facts instead of trials and errors. The
results, process structure and operational principles for papermaking
applications, are achieved using modern computational tools, simulation
and optimization. Hence, the main target of the thesis, development of
tailored but still generalized process design method, is fulfilled.

41
4 Main results and discussion

aspects, such as energy efficiency and broke delay in towers, should be
considered when the final tower volumes are decided.

Figure 12: Correlation between the upper-level and lower-level
objectives. F2 and F3 are the investment costs of the broke
towers and f4 and f5 are the liquid level variations in the
broke towers. Black color refers to the uncoated broke
tower, grey color to the coated broke tower. Numerical
results are illustrated with the crosses in which the linear
functions are fitted. The figure is from Publication IV.

Numerical experiments prove that the method is usable for different
kinds of process design problems. By using suitable models and problem
definition, bi-level optimization method is applicable for any industrial
process. Generality enables use of any modeling software as well as use
of  different  optimization  algorithms;  only  current  application  and
problem definition fix the elements.

In the experiments, the method illustrated such properties that additional
value compared to traditional design methods is clear. Briefly, the
method relies on mathematical facts instead of trials and errors. The
results, process structure and operational principles for papermaking
applications, are achieved using modern computational tools, simulation
and optimization. Hence, the main target of the thesis, development of
tailored but still generalized process design method, is fulfilled.



42
4.3 Utilization of different process models

4.3 Utilization of different process models

In the optimization studies, two different model types were used.
Experiments were started by using a more detailed,
model which was later changed to a
material balance equations. The more detailed model produced more
accurate and realistic results but the computational time was
contrast, simplification decreased the
computational time. Thus, the aim was to show which of the two model
types was more efficient.

Previously, a model called verification model
different operational scenarios and modifications
verification model includes, for example,
dilution and thickening, which are not taken into account in
simplified model. However, the different solutions of the bi
optimization problem, which are achieved
be repeated with the verification model.
are the targets of optimization and the stochastic elements, such as break
frequency, are also the same. Interactions of
procedure and the roles of process models are shown in

Figure 13:   A general overview of bi

The use of the verification model after optimization may
number of possible solutions facilitating
least some of the solutions can be ignored re

.3 Utilization of different process models

.3 Utilization of different process models

two different model types were used.
more detailed, advanced and heavy

a simplified model consisting of the
ore detailed model produced more

accurate and realistic results but the computational time was long. By
the model accuracy but also the

aim was to show which of the two model

verification model has been used to test
different operational scenarios and modifications of model reality. The

, for example, certain sub-processes, such as
dilution and thickening, which are not taken into account in the

different solutions of the bi-level
which are achieved with the simplified model, can
rification model. The process design and controls

and the stochastic elements, such as break
Interactions of the bi-level optimization

process models are shown in Figure 13.

general overview of bi-level optimization procedure.

se of the verification model after optimization may reduce the
facilitating the decision-making process. At
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In general, the different approaches of process modeling and the
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Modeling and optimization tools and methods are widely used in the
process industry, including the paper industry. However, both methods
are continuously being developed and the paper industry lags behind the
chemical engineering industry, for example, in the use of these
applications. In this thesis, one step forward has been taken and bi-level
optimization has been successfully applied to papermaking processes.
Simultaneous optimization of both the process structure and the
operations has been proved possible.

A bi-level optimization problem is formulated in a generalized form, i.e.,
it can be easily applied for different purposes. The focus is on dynamic
and multiobjective optimization, because it is the best way to handle the
complex papermaking processes. Furthermore, the formulation of the bi-
level optimization problem and the solution procedure for the problem
are described. The methodology is developed without too tight
limitations. In practice, it is possible to use the same structure of the bi-
level optimization problem and the solution algorithm even though the
application, objectives or software used would differ from those
presented in this thesis. In the future, the same process design
methodology could be applied to the design of new process types, such as
biorefiners, for example.

The forest industry is seeking for new business ideas and cost-effective
methods for developing the processes. The methodology presented here
is a significant option for that purpose. In this way, profitability,
sustainability and energy efficiency, for example, of the papermaking
processes can be improved. Although the numerical experiments
presented in this thesis handled generic process models and limited
aspects, such as process stability and product quality, potential of the
methodology is much higher.
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I In this publication, a dynamic mill-wide process model was
coupled with dynamic multiobjective optimization. The interaction
between the software and the practical optimization procedure was
created for a single-level problem. The method was illustrated by
numerical experiments in which the basis weight and filler content
controllers (PI type) were tuned to operate more accurately. A
process model of a supercalendered (SC) papermaking line was
built up using Apros software in cooperation with VTT Technical
Research Centre of Finland.

II After single-level optimization, the focus of the research was turned
to the theoretical formulation of a bi-level optimization problem.
The upper level consisted of the structural design optimization and
the lower level of the operational optimization. The background
was the same as in Publication I: dynamic multiobjective
optimization. In addition, a solution algorithm for bi-level
optimization problems was presented. The bi-level optimization
procedure was illustrated by a numerical experiment in which the
process stability was considered on the upper level and the quality
and production aspects on the lower level.

III In this publication, the research around the bi-level optimization
was continued but the numerical experiments were more realistic.
The main difference between Publications II and III was the cost
function for the investment cost and a more economical approach.
The investment costs were considered on the upper level and the
operational costs on the lower level. However, the operational costs
were handled through the process parameters, such as broke dosage
and net production.

IV In this paper, the application was changed from SC paper to light-
weight coated (LWC) paper. The process was modeled using the
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Matlab software and therefore the model was simplified and
computationally not as heavy as the Apros model in the previous
publications. In addition, the design problem included both the
broke system and the water system. Hence, the upper-level
objectives consisted of the investment costs only while the lower-
level optimization problem focused on the process stability and
efficiency.
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