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Abstract

This paper aims to design and evaluate the performance df-cluster multi-user dual-polarized
massive multiple-input multiple-output (MIMO) systemstiivhon-orthogonal multiple access (NOMA).
Assuming the downlink mode in which a single base stationroomicates with multiple users, with
all terminals being equipped with multiple co-located dpalarized antennas, two precoder designs
are proposed: (i) the first one aims to maximize the numbersef groups that are simultaneously
served within a cluster; and (ii) the second approach ainfmdeide further improvements compared
to the first one by exploring polarization diversity. Clodedm expressions for the outage probability
are derived for both approaches, based on which the regpextymptoticstudiesare carried out and
the diversity gains are determined. The ergodic sum-ratesalso derived. Representative numerical
examples are presented along with insightful discussiemsinstance, our results show that the proposed
dual-polarized MIMO-NOMA designs outperform conventibaimgle-polarized systems, even for high
cross-polar interference. Simulation results are ploteedctorroborate the analytical framework and

analysis.
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I. INTRODUCTION

An unprecedented explosion in the number of mobile conaestis expected in the upcoming
years [1]. Together with this massive number of connectetds, new services and applications,
such as virtual reality, ultra-high definition video, andfskiving cars, will require extremely
high data-rates, ultra-low latency, and high reliabil2§{[4]. In order to attend these demanding
requirements, numerous strategies and technologies leg@vegroposed to be incorporated in the
fifth generation (5G) of wireless communications. In paiéae, non-orthogonal multiple access
(NOMA) has arisen as an essential enabling technique wtasttlie capability of increasing the
spectral efficiency and, at the same time, to reduce themyistiency. These attractive features
are accomplished by exploring the power domain to multiglélerent users, while sharing the
same resource blocks [5]-[8]. Briefly speaking, a baseostaBS) superposes the messages
of each user through superposition coding by assigningndispower allocation coefficients
and, at the receiver side, each user recovers its messageigyeng successive interference
cancellation (SIC) technique. Due to the potential improgats that it achieves, NOMA was
included in the 3rd generation partnership project (3GBRY{term evolution advanced (LTE-A)
Release-13 under the name of multi-user superposed trasismi(MUST) and, more recently,
in the 3GPP Release-14, where fifteen NOMA uplink schemeg wesposed [5], [6].

Massive multiple-input multiple-output (MIMO) is anothenabling technology for 5G that can
boost the system capacity by multiplexing multiple usersulgh spatial domain. In combination
with NOMA, massive MIMO systems can provide even higher spédémprovements that can
remarkably outperform traditional orthogonal multiplecass (OMA) protocols [7], [8]. The
performance gains achieved in MIMO systems are scaled \ughiricrease in the number of
antennas. However, if the antenna elements are not sepdratat least half of the wavelength,
the system performance is severely degraded [9]-[11]. Duhis impairing characteristic, in
practical massive MIMO implementations, the maximum numdbieantennas is limited. To
alleviate this issue, several works have considered th&liason of co-located orthogonal
polarized antennas [9]-[13]. Such strategy enables thigded compact massive arrays with
very low correlation between orthogonal antenna eleméntaddition to the space efficiency,

it has been shown that massive MIMO systems employing dolaFgation can outperform the



single-polarized counterpart with the same number of ar@eziements [9], [12], [13]. With
these benefits, multi-polarization in massive MIM@sbecome the standard choice for LTE-A

deployments, and it is expected to be part of 5G and beyongHi6].

A. Related Works

Considering a single cell deployment, Diegal. [7] employed NOMA to a downlink multi-
user MIMO scenario assumirfgwer antennas at the BS than at the users. On the other hand, in
[8] a multi-user massive MIMO-NOMA scenario was investagghtissuming that the number of
transmit antennas was higher than the ones at the userglitioadthe authors proposed a limited
feedback scheme for the users’ ordering information andigeal an analytical outage analysis.
The multi-cell MIMO-NOMA case was considered in [17], whegyath-following optimization
algorithms were proposed to maximize the overall sum thnpuy The designed precoders
provided better average sum throughput than conventiamainses. Cooperative MIMO-NOMA
networks have been addressed in [18]-[20]. A new non-reggémne massive MIMO-NOMA
relay system design was proposed in [18], in which a closeatfexpression for the signal-
to-interference-plus-noise ratio (SINR) was derived.sTiovel relay model outperformed con-
ventional NOMA and OMA cooperative systems. In [19], thehaus proposed a suboptimal
algorithm to maximize the cell-edge users’ achievable, ratel in [20] the performance of a
multi-relay massive MIMO-NOMA system was analyzédhe single-input single-output (SISO)
NOMA case was considered in [21] and [22]. In [21], by growgpusers into multiple pairs, the
authors have derived optimum power allocation aiming vegiobjectives, such as fairness max-
imization, sum-rate maximization, and energy efficiencyimaézation, and in [22], for a single
multi-user NOMA group, the optimum power allocation for glied sum-rate maximization
was obtained.

The design of polarized schemes has gained increasingtiatteover the last years. In
[9], Park et al. proposed dual-stage precoders based on both spatial at@mrebnd antenna
polarization for a single-antenna multi-user massive MIg&2nario. The authors provided an
asymptotic performance analysis for the proposed pregatimtegies and showed that the dual-
polarized system outperforms the single-polarized in seahsum-rate. However, only the BS

was considered to be equipped with dual-polarized anterinad 2], [13], a 3D geometrical



model was proposed for dual-polarized MIMO systems, in Whtcwas shown that polarized
MIMO exhibits higher capacity performance and robustnesemconsidering Ricean channels.
Although the authors validated the proposed model throagh field measurements, an analytical
analysis was not provided. Multi-polarization has alsorbeensidered in numerous codebook
design works for LTE-A MIMO systems [10], [16], [23], [24].hE employment of polarized
antennas in MIMO-NOMA was only considered in [25]. HoweMerthe refereed paper, a 3D
triple-polarized beamforming scheme was proposed to eethter-beam interference, which is
completely different from the goals of our work. Besidesly@imulation results were presented,

lacking analytical derivation.

B. Motivation and Contributions

Although there is an uncountable number of relevant worksM&MO-NOMA and multi-
polarized MIMO separately, to the best of the authors’ krealgle, a full and in-depth under-
standing of the combination of these two subjects has nat bgamined in the literature so far.
Therefore, motivated by this lacuna, this paper aims togieand analyze the performance of
multi-cluster multi-user dual-polarized massive MIMO-NI@. systems. Specifically, we adopt
a dual-stage precoder that is designed based only on thdysl@amying spatial correlation
information of the channel. The inner precoder is built toyle either multiplexing or diversity
gains through the polarization domain. Based on the innezqater choice, two approaches with
two different reception strategies are proposed for thesicemed dual-polarized massive MIMO-
NOMA system. Specifically, assuming a moderate to high epadar transmission interference,
the first approach maximizes the number of user groups tleatsianultaneously served. On
the other hand, considering a low cross-polar interferesuenario, the second approach is
proposed and it improves the system performance througdripation diversity, at the expense
of reducing the maximum number of supported groWgsin-depth analysis is performed, from
which we obtain a novel analytical framework that providesirapler and more practical way
than system simulation for evaluation and design of efficidunal-polarized massive MIMO-
NOMA systems. In particularglosed-form expressions for the outage probability areveer
for both approaches, based on which the respective asyimgtatiesare carried out and the

diversity gains are determined. The ergodic sum-rateslacederived. Representative numerical



examples are presented along with insightful discussiBos.instance, our results show that
the proposed dual-polarized MIMO-NOMA designs outperforonventional single-polarized
systems, even for high cross-polar interference. Simaratesults are plotted to corroborate the
analytical framework and analysis.

Notation and Special Functions: Bold-faced lower-case letters represent vectors and upper
case letters denote matrices. The norm andittieelement of a vectoa are represented by
|al| and[a];, respectively. The notatiorjg\|; ; and [A]; . correspond théi, j) entry and the-th
row of the matrixA, respectively. The Hermitian transposition of a matAixis donated byA #
and the trace by {rA}. Iy represents the identity matrix of dimensidh x M. In addition,
® represents the Kronecker produtt)] denotesexpectationI'(-) is the Gamma function, and

v(+,+) corresponds to the lower incomplete Gamma function.

II. SYSTEM MODEL
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Fig. 1. System model. Both BS and users are equipped withiptaulto-located dual-polarized
antennas.

Let a downlink transmit scenario in which a single BS commates with multiple users,
as illustrated in Fig. 1. The BS and the users are equippsggectively, withA//2 and N/2
pairs of co-located dual-polarized antennas, with>> N. Due to thedual-polarizedstructure,
the total number of transmit and receive antennas are cemnesido be even. Furthermore, the

users are assumed to be surrounded by local scattererandpfinspatial clusters that follow



the geometrical one-ring scattering model [8], [9], [26]itMh each clustek, there arel users
that share the same spatial covariance matlixc CM*_ Besides, since each pair of polarized
antennas are co-located, we assume equal covariance esdticboth polarizations.

With the given design and considerations, the correlated-plolarized full channel matrix
for the [-th user at thek-th cluster can be decomposed and expressed in the folloktoak

structure [9], [10]

1 1
| URARGE XURARGETY | HE HY | g
Hy,;, = 1 1 = eC ) (1)
VXUAZGE" U ARG Hy " H "
with covariance matrix given by
Ry, O
0 Ry

where xy € {0, 1} stands for the inverse of the antennas’ cross-polar digtation parameter
(XPD), R € CH*% represents the covariance matrix of rank corresponding to one polar-
ization, A, is anr} x % diagonal matrix containing} nonzero eigenvalues &, with elements
ordered in decreasing orddl, € C% i denotes a matrix composed of eigenvectorsRgf
corresponding to the nonzero eigenvalues, a;rtg” € C"**% is the channel matrix of the
link between the-th polarized transmitting antennas and thth polarized receiving antennas,
i,j € {v,h}, whose elements follow the complex Gaussian distributidtlhh wero mean and
unit variance. The letterd and v are used to indicate horizontal and vertical polarizations
respectively.

In order to enable the implementation of NOMA, similarly teetstrategy presented in [8],
the L users within a cluster are subdivided intbsmaller groups of/ users each, such that
L = UG. Under this assumption, the superposition coding teclmiguapplied to the data

intended for users within a group. Thus, the transmitted dagnal can be written as

K G U
XZE BkE pk,gE AL.guSk,g,u) (3)
k=1 g=1 u=1

where sy ,,, and oy, 4, are, respectively, the data symbol and the power allocataefficient

for the u-th user in theg-th group of thek-th cluster. Note thaggzl ai.gm = 1 so that the



total transmission power allocated to each NOMA group iswadized tol. B, € CM*M js the
preprocessing matrix which is designed based on the lamg-thannel state information, e.g.,
the covariance matriR,, with M being a design parameter which defines the effective number

of data streams that arrives at the receiver, ppg € CM~*1 s a precoding vector for the-th

group.

[1l. PRECODERDESIGNS AND SIGNAL RECEPTION

In order to reduce the feedback overhead and, consequetittyjate the computational
complexity inherent to massive MIMO systems, a two-stageg@derB,p; , is proposed. The
outer preprocessing matri®, has the role of eliminating the interferences from othestts,
while the inner precoding vectqgs, , is intended to assign the superimposed data symbols to
each group within a cluster. More details abgyt, will be provided later.

Firstly, let us focus on the design of the preprocessingim@tr. Our purpose is to extinguish

the interfering signals coming from other clusters. Mathgoally speaking, we must have
HkHJBk/ ~ 0,k # k' (4)

To accomplish this goal, the subspace spanned by the pesmiog matrix must be near-
orthogonal (perfect orthogonality is achieved whgn= r;) to the subspace spanned by the
dominant eigenvectors of other clusters [27], which me&as B, must be built based on the
null space of the dominant eigenmodes of interfering chsst€hen, we assume that = r; =

c.=Tk=1% 1 =r2="---=rg =1 and we define the following matrix
M *
U, =[Uy, -, Uy, Upyy, -, Ug] € C2HEDT (5)

Next, we apply the singular value decomposition (SVDYIip and express its left eigenvectors
asE, = [E,il),E,iO)], WhereE,iO) e CEx5-(K-Dr represents the eigenvectors that correspond
to the last — (K — 1)r* vanishing eigenvalues dff; . Since(E\”)"U; = 0, the projected
channel that is orthogonal to the dominanteigenmodes of the groupgs # k£ can be defined

as I:IkJ = (L ® E,(f))HHk,l, wherel, is a2 x 2 identity matrix. Consequently, the covariance



matrix of Hy, is given by
R, = (I, ® BRI,  EY), (6)
and the covariance matrix considering only one of the pmddions can be written as
R, = (BY)"R:E]. (7

By defining the left eigenvectors d&, asF, = [F\” F\"], in which F") e C%¥-(-Dr=5

consists of the first’g columns ofF, the precoder design can be obtained as follows

B, = EOFY e c¥¥ 8)
B, 0 i}
B, — 0’“ e cMxM (9)
k

in which the following constraints must hold

K§M§2(%—(K—1)r*), (10)
and
M < 2r* < 2r. (11)

It is important to highlight that* is a design parameter that should be adjusted based on how

much inter-cluster interference is tolerable in the syst€éhe closer the value aof* gets tor,

less inter-cluster interference the system will expemerndowever, as stated in [27], choosing

r* too large, e.g.r* = r, does not bring significant improvements. Instead, it willyoincrease

the factor (K — 1)r* and, since the constrairftx’ — 1)r* < 4l must be obeyed, this will
eventually force a reduction on the number of clusters tresanultaneously served. Therefore,
the parameter* should be carefully chosen in order to attend the systemineggents.In our
implementation, given the constraints in (10) and (11), Wweose to configure the dominant

M My_1

eigenvalues as* = min {r, L(T — E)ﬁJ }

Since it is not an easy task to acquire the fast-fading nmestrat the transmitter and in order



to further reduce the feedback overhead, it is assumedhbaB$ has access only to the slow-
fading covariance matriR,. Thus, the precoding vectay, , is designed in a way that it will
not depend on the short-term channel state information fé®mentioned, the only role af; ,

is to assign the superimposed data symbols to its respegibie.

A. Precoder for Polarization Multiplexing - Approach |

In this first precoder design choice, we aim to maximize thenloer of groupsthat are
simultaneously served within a cluster. To this end, we ekoto assign to each group a
different antenna element so that a maximumléfparallel transmissions can be performed.

Thus, supposing thaf < M, the precoding vector can be defined as

pk’,g:[oa"'y 0 , 1 , 0 7...’0]T. (12)
T

7
[Pk,g}gfl [pk,g}g [pk,g}ngl
Note that, with the above precodgethe g-th effective data streans assigned to the-th

group.

B. Precoder for Polarization Diversity - Approach 11

In order to provide diversity gain through the polarizatidomain, the precoder is now
designed to transmit the same data symbol, intended tg-thegroup, in both polarizations.
This approach limits td;‘i the total number of groupthataresimultaneouslyserved in a cluster.

Then, assuming that < % the precoding vector is chosen as

pv [07“'7 0 ’ 1 ; 0 7“'70]T

_ | FRe| _

Pk.g N = [07 7 0 o1, 0 7 : O]T ) (13)
Pi g 0 0

[Prglg—1  [Prgls  [Prglot1

where ng € C=*! denotes the sub-precoding vector corresponding to theipafi@on p €
{v, h}. With this design, the-th pair ofeffective data streams, one stream from each polarization,
is selected to transmit to thgth group.

1In order to provide insightful performance comparisonsilsirly as in a conventional dual-polarized system, theylsin

polarized implementations also employ two-stage precodére same inner precoder strategy of approach | is adogteldthe
outer precoding matrix is constructed identically as int®aclll.
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It is noteworthy that the two above approaches do not intedany additional changes in
the preprocessed signal. Therefore, the task of elimigatiter-group interference is left to the

user’s terminal.

C. Sgnal Reception

After the superimposed data signal is transmitted by the B8ugh the dual-polarized fast

fading channels, the-th user at thg-th group of thek-th cluster observes the following

h
Yk,gu

v K G U
Yk,gu = Vigu| _ HkH,g,u Z B, Z Pim Z ALmonStman + Dkgus (14)
=1 m=1 n=1
whereyy ., € C=*! and Yigu € C=*! are, respectively, the information vectors received at
the vertically and horizontally polarized antennas, ang, € CV*! is the noise vector with
entries obeying a complex Gaussian distribution with zeean and variance?.

Since we consider the system with a massive number of tramgi@nnas, in whicd/ > N,
and assume that the clusters have non-overlapping azinmglesa for a reasonable value of
r*, the near-orthogonality condition of (4) can be satisfield [27]. Under this consideration,
the residual interference that arrives from other clustalisbe extremely small, i.e., it can be
neglected. Thus, by making the assumption fBatnulls out the inter-cluster interferences, we

simplify the signal in (14) as

G U
H
Yigu = Hk,g,uBk E Pr,m E Ak m,nSk,m,n + Ng gu- (15)
m=1 n=1

Now, in order to eliminate the inter-group interference aadover the desired signal, a zero-
forcing equalizer is adopted at the users side. SupposiagNh> M, the Moore-Penrose
pseudo-inverse of the virtual chanrié]k,g,u = H,ﬁg,uBk € CN*M can be defined afl! = =

k,g,u
(HE, Hy,.)  'HI

H o i, € CMXN_After multiplying (15) byH] , the interference is removed

and theu-th user acquires a vector formed by the noisy version of ridmestitted superimposed

symbols, i.e.,

G U
Sgu = > 3 t
Sk,!]ﬂL - pkvm ak7m7nsk7m7n + Hk,’,g,unkyg,u' (16)
m=1 n=1
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The users retrieve their messages from the recovered sypesed data that was assigned to
the group that they belong to. However, the messages recade@end on the type of precoder
that is employed at the BS, i.e., the precoding vector carobaulated either as (12) or as (13),
and this is further detailed next.

Approach I: It is considered that the system is operating on multipigxitode, that is, the
precoder in (12) is employed at the BS, and, for conveniemeeassume that the number of
groups isG' = M. Under these assumptions, the detected vector in (16) caewréten as

U
E Ak 1,nSk,1,n

ék:,g,u - 7;]:1 + ﬁ27g7unk,g,u~ (17)
Z Ak .G,nSk,Gn
n=1
One can see that each element of (17) belongs to a specifip.gftwerefore, the:-th user at
the g-th group recovers its message from th element of the received vectsy ,,,, which

yields

U
Skgu = [Bk,gulg = Z Qk,gnSk,gn T [Hz,g,unk,g,U]g- (18)
n=1

It is worth mentioning that the main advantage of this sgptées mainly in the high number of
groups that can be simultaneously served, besides itsisitgpHowever, as it can be realized,
each user recovers its desired information by exploring/ @mle of the polarizations, either
vertical or horizontal, what may impact the system perfaroea

Approach 1I: For this approach, the BS employs the precoding vector ag&3h (vhich
makes the system to operate in diversity mode. For simyplitits assumed thatr = % groups

are simultaneously served. Thus, the vector in (16) can pecsged as

'r U
Ak 1,nSk,1,n
nU:1 :
Z Ak,G,nSk,G,n — Sz, o
skmgvu = :”?]1 : + Hkyg unk gu h _'_ Hk7gvunk’g’U7 (19)

Z Ak 1,nSk,1,n Sk
n=1
v :
Z Ak .G,nSk,G,n

L Ln=1

wheres? € C“*! ands} € C*! are, respectively, the data vectors transmitted by thecedist

and horizontally polarized antennas intended toittik cluster. They-th element of botts; and
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sl consists of superimposed data symbols that are intenddtetgth group. Differently from
the first approach, now we take advantage of the polarizatieersity. It is assumed that the
inverse of the XPD is small, e.g; < 1. With this assumption, the off-diagonal blocks of the
channel matrix in (1ppproachto zero, i.e., the cross-polar interference becomes ribtgigAs

a result, the virtual channel matrix can be simplified in tbkofving block diagonal structure

_ HY v )HB 0 HY 0
Hk;,g,u _ ( k,g,u) k . _ k,g,u ) . (20)
0 (HZ;Z)HBIC 0 HZ,g,u

Consequently, its corresponding zero-forcing detecti@trim becomes

qt | () THE, ) ) 0 _|H 0
k,g,u _ _ = - _
O ((Hz,g,u)HHz,g,u> 1<Hz,g,u)H 0 HL,g,u
(21)
From above, the signal in (19) can be rewritten as
ryiv v i v av
ék - Hk:,g,u 0 yk,g,u o Hk;7g7uyk,g,u o Sk7g7u (22)
»g,u - — h - — h - N Y
0 H};,g,u y/}fL,g,u Hl];,g,uylizl,g,u SZ7g7u

Whereﬁx’gvu and I_{thu are the zero-forcing matrices corresponding to vertical harizontal
polarization, respectively. As it can be seen, if the ir@e¥hce received by cross-polar transmis-
sions is small, one can recover the information data by s¢ggrequalizing each polarization.
Now, in order to recover the superimposed data symbols, wepace theyg-th element of both
8, .. ands; ., and it is chosen the one that provides the maximum effecthannel gain.
More specifically, the message for theth user at they-th group in thek-th cluster is retrieved
according to

U
<§k,g,u = [éz,g,u]g = Z ak,g,nskz,g,n + [HJIEJI,)g,unz,g,u]w (23)

n=1
wherep denotes the polarization that provides the maximum effeathannel gain, anﬂngvu €
C**! is the noise vector corresponding to the polarizagiomwith p € {v, h}.
Note that such a strategy can be seen as a simple antennaosetechnique that chooses

the polarization that delivers the best channel conditlanthis case, the offered polarization
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diversity can be truly explored, which implies that sigrafit performance improvements can
be obtained over the first scheme while maintaining a veryitoplementation complexity. The
only drawback of this approach is that the maximum numberrotigs that can be served in
parallel is reduced by half. Finally, it is important to hiigjt that this strategy can also be
applied to scenarios with high cross-polar interferenttepagh one can not equalize separately

each polarization, as it was done in (22), and this arises @sgtential future work.

IV. PERFORMANCEANALYSIS

In this section, the performance of the proposed multi4izéad massive MIMO-NOMA
system is evaluated. Closed-form expressions for the cdgpeoutage probability are derived,
based on which an asymptotic analysis at high signal-tsentio (SNR) regime is carried out.

Finally, the ergodic sum-rate capacity of both approackeado investigated.

A. SNR Analysis for the Two Proposed Approaches

After the superimposed data symbol is recovered from eitpgroach | or Approach Il, the
user employs SIC in order to retrieve its message. In ordesutzessfully complete the SIC
process, it is crucial to have knowledge about the orderingsers’ effective gains. Therefore,
it is assumed that the BS has complete access to the useingrdaiormation. Moreover, it
is considered that the effective channel gains are sortédnomcreasing order of magnitude,
meaning that thdst user has the weakest gain and theéh user has the strongest one. Under
these assumptions, tf&NRsfor the two approaches are defined by the following lemmas.

Lemma | (SINR for Approach 1): During the SIC process, the SINR of the data symbol
intended for thei-th weaker user that is observed at the curretih user in theg-th group of
the k-th cluster is given by

2

_ Ck,g,uak,g,i

Vhgu = . for 1<i<U. (24)
w9 Ck,g,uIi + %
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wherep = = denotes the transmit SNR; ., = m is the effective channel gain, and
n k,g,u g,*

Z; corresponds to the power of interfering messages, beingetehy

SU a2, ., for 1<i<u<U,
T = j=i+1“"k,g9,j (25)

0, for i=u="U,
Proof: Please, see Appendix A.

Lemma Il (SINR for Approach I1): Similar to the first lemma, the SINR achieved at the

currentu-th user while decoding the message intended ta-tiheweaker user can be defined as

N ChguCthgs for 1<i<U (26)
o Crgali + % -
where the effective channel gain is given by, , = max{¢{,, ¢, .}, in which ¢¢ =

1 1
— =t . .~ ?.
LY, g2 AL, g2

Z; are defined identically as ibemma I.

andg,ﬁvgvu = The transmit SNR and the power of interfering messages

Proof: Please, see Appendix B.

One can see that the interference factor defined in (25) esaith maximum value when the
first user, the weakest one, decodes its messHgs. is expectedince the first user does not
decode messages from others, only its own, suffering extentce from all the other users. On
the other hand, assuming perfect SIC, the strongest useveexits own message with zero
interference. In addition, one can realize that the SINResgions for Approaches | and Il have

a similar form, differing only in terms of the effective ch@i gains.

B. Outage Probability

The outage probability for the-th user in theg-th group of thek-th cluster, denoted by
Py . can be defined as the probability of the message intendédtetoth user being received

at theu-th user with adatarate less than the required target r&g,;, V1 <: <w, i.e.,
P = Plogy (147 ,.) < Regl, forall 1<i<u. (27)

From (27), next closed-form expressions for the outagegbibiby are derived for dual-polarized

massive MIMO-NOMA systems assuming the previously disedsgoproaches.
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Proposition | (Outage Probability for Approach 1): Assuming that the users are sorted out
in increasing order based on their effective channel gaimesputage probability can be derived

as

1 1 -1y utn
w (U-u Y (0, (X +1)Brgp™ Thgu)

Ry .
1€]1,ul T (27 k951 1)

wheretd, = U (V71),n= Y211 5, = LeBIRB,) ", andYy,, = max {a2 21 }
Proof: Please, see Appendix C. "
Proposition 11 (Outage Probability for Approach I1): Suppose that the system experiences
a small inverse XPD and assuming that the users are sorteth @utreasing order based on
their effective channel gains, the outage probability carderived as

2(u+n)

=

— 1|7 (n, (x + 1)(37,;79p—1n,g,u> (29)

k,g,u n

i
o

n

whereld,, n and Y, are defined identically as in Proposition I, afid, = [(BYR:B) Y],
Proof: It is similar to the proof of Approach I. Due to space constisiit is not shown here.
From above, note that the greater exponent in (29) influetheesutage probability to decrease

faster than in (28), indicating a superior performance ef Approach Il.

C. Asymptotic Analysis
In order to gain further insights from the derived expressjan asymptotic analysis is how
performed.
Proposition 111:
a) Asymptotic Outage Probability for Approach I: When the transmit SNR goes to infinity,
i.e., p — oo, the outage probability expression in (28) can be approtachay

Pout ~ Luu [(X + ]‘)5k79Tk797u]77u

~ — 30
k,g,u pnu u (77')“ ) ( )

which yields a diversity order at the-th user of

Du:<g—%+l)u. (31)
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b) Asymptotic Outage Probability for Approach Il: Now, when the transmit SNR goes to

infinity, i.e., p — oo, the outage probability in (29) can be approximated by

out 1 uu [(X + 1)5k79Tk797u]2nu
Pk,g,u ~ pZUu; (n!)zu ) (32)

and the diversity order of the-th user can be expressed as
Du:(N—M+2)u. (33)

Proof: Please, see Appendix D.

From the asymptotic results, one can see that the systewrmenice increases with the order
of the users for both approaches. This behavior is in faceetegal, since the higher is the user
order, the better is its channel condition. Besides, it carobserved that the diversity order
of the Approach I is half of the Approach II, which means tha former does not reach the
same performance level of the latter one, regardless of uhgber of users or transmit/receive

antennas.

D. Ergodic Sum-Rate

The ergodic sum-rate informs the maximum transmission sapacity that can be achieved
by a communication system. Next, we analyze the ergodic rsuenachieved within one group,
where it is assumed that all the weaker messages are sudhedsicoded at each user. Thus,
the capacity for theu-th user can be defined based only on its own SINR, that is,dbase

Vi 4.0 Therefore, the sum-rate for theth group in thek-th cluster can be defined as

U
Crg =Y logy(1+71,.)- (34)

u=1
Proposition IV (Ergodic Sum-Rate for Approach 1): Assuming that, during the SIC process,
the messages intended to thth user that arrives at the-th current usery i € {1,2,--- ,u},

are correctly decoded, the ergodic sum-rate achieved by-thegroup in thek-cluster can be
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derived as

U U—u 72N
Ck,g - Zuu (=" (U;u> <X1"_'(_771)>u+€k7g

o 1 u u— n
X / log2 (ﬂ) xn_le_(x—’_l)ﬁk,gl’,y (777 (X + 1)/8k‘ gl') 1+ dl’, (35)
0 14+ zegy, ’

wheree,, = p(aj ., + L) and ey, = pZ,.
Proof: Please, see Appendix E.
Proposition V (Ergodic Sum-Rate for Approach Il): Similarly, assuming that all messages
are correctly decoded during SIC, the ergodic sum-rateegediby thej-th group in thek-cluster

can be expressed as
U U—u
. 2(x +1)"By
_ n(U—u k,g
Crg =D UsD (-1 ( n )P(n)2+2(“—1+")
u=1 n=0

& 1 u u—14n
% / log, (ﬂ) xn_le_(X'f‘l)ﬁk,gl’,y (7% (X + 1)6k,gx)1+2( 1+ )dx, (36)
0 b

wheree, , ande,,, are defined exactly as in Proposition V.

Proof: Please, see Appendix F.

E. OMA Design

For comparison purposes, the conventional massive MIMQAQ3YIstem is now discussed.
We also consider the existence dfspatial clusters subdivided int& groups. The precoders are
constructed identically as in the MIMO-NOMA system, in wiithe users of each group recover
their respective transmitted data symbols by employingra facing equalizer. However, inside
each group, instead of adopting NOMA, time division mukigccess is employed, meaning
that each user within the group is served in a separate tiote Gbnsequently, the number of
users that are served in parallel within one time slot in a&micluster is equal to the number
of groups, i.e.G users, one from each group, are served simultaneouslyefbiner in order to
provide a fair performance comparison, the number of grau@MA is set to the same number
of users within one group in the NOMA system. With this comesalion, the performance of

U users in NOMA will be compared witli: = U OMA users. Besides, the total transmission
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Fig. 2: Outage probability versus transmit SNR for dualapiazed massive MIMO-NOMA system
under Approach 1 = 4).

power available for the group is entirely allocated to therus the current time slot, i.e. the

user’s power coefficient is set to 1.

V. NUMERICAL AND SIMULATION RESULTS

In this section, the performance of the proposed dual-paldmassive MIMO-NOMA system
is investigated. Otherwise stated, the BS is equipped Witf2 = 50 pairs of collocated
horizontally and vertically polarized antennas arranged iuniform linear array, where each
pair of elements is separated by half of the wavelength, A&. For comparison purposes,
single-polarized systems are equipped with the same numbesf transmit antennas, with
elements being also separated 2. Without loss of generality, we consider the existence of
K = 4 spatial clusters, each one containibg- 6 users that are subdivided inf6= 2 groups of
U = 3 users each, and we adjust the BS azimuth inclination andleetalirection of the cluster
of interest, providing maximum array gaifhe azimuth angle of théth cluster is defined as
O = =+(r—2 )£ fork =1,--- , K, where each cluster has an angular spreadafUnder
the considered geometry, the dominant eigenvalues pagafethe channel correlation matrices
of each polarization is adjusted t¢ = 16. This makes the full matrix ir{2) to have2r* = 32

effective eigenvalues, which is the same as that one coefigtor the single-polarized system.

The power allocation coefficients of Users 1, 2 and 3 are sef te 0.63, a2 = 0.25, o = 0.12,
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Fig. 4: Outage probability versus transmit SNR for singbdapized and dual-polarized MIMO-
NOMA systems under Approaches 1 and/2 € 4 and xy = 0.001).

and the target rates tR; = R, = 1.4,R3 = 4 bits per channel use (BPCU), respectively.
In addition, the number of effective data streams is sebfto= 4. All simulation results are
generated through x 10> Monte Carlo iterations, and a perfect agreement with théytoal
ones is observed in all the plots.

Fig. 2 plots the outage probability versus transmit SNR fapoach I, in which the users

are equipped withV/2 = 2 pairs of dual-polarized antennals can be realizedthe system
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performance gets worse asgets higher. However, it is interesting to note that, evethai
high inverse XPD value, the dual-polarized system showsrsmpperformance than the single-
polarized one, such that, foy = 0.5, the dual-polarized user with better channel conditions
requires approximatelgdB less than for the single case to achieve the same level tafjeu

In the same way, Fig. 3 shows the outage performance but nogidering Approach Il with a

low cross-polar interference, i.ey,= 0.001. One can see the great performance improvements
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Fig. 7: Outage sum-rate for single-polarized and dualyjmed MIMO-NOMA system under
Approach 1 ¢ = 0.1).

that this second approach can offer, confirming the insigigblighted in Section IV-B. For
instance, when adopting receive antennas, the user with strongest channel gaineirdull-
polarized system can reach the same performance level bblianed by the single-polarized
user, but saving arounddB of SNR. This advantage becomes even greater when emgloyin
4 receive antennas, where a gain of approximat@lygB can be reached. Fig. 4 compares the
outage performance of the two approaches with that of thglesimolarized MIMO-NOMA by
setting N = 4 and x = 0.001. It is shown that Approach 2 has the best performance, which
confirms the potential benefits that one can obtain by expjodiversity through the additional
polarization dimension offered by the multi-polarizedidaes Also, one can observe that the gain
achieved by Approach 1 over the single-polarized case campgo 4 dB.

Figs. 5 and 6 show the exact outage probability curves alatigtiveir respective asymptotic
behaviors for Approaches 1 and 2, respectively, in whichreepeagreement at high SNR regions
is observed among the curves. One can observe that the itliverder for both approaches
increases with the user order. Besides, changing the valutsget rates does not affect the
diversity orders. These behaviors are in complete agreemign the analytical derivation of
Proposition 1ll. In addition, as anticipated in Section Cy-the dual-polarized system under

Approach 2 exhibits higher diversity orders than the oladiwith approach 1.
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Fig. 9: Outage sum-rate curves for single-polarized MIMGHIMIMO-NOMA systems and
dual-polarized MIMO-NOMA systems under Approaches 1 andv2<(4 and y = 0.001).

In Figs. 7 and 8, the outage sum-rate, obtained s ,(1 — PR ) Rigns 1S investigated
considering different numbers of receive antenidgs metric computes the sum of the users’
throughput achieved when the BS is transmitting at fixedetargtes.As can be observed,
antenna polarization can provide significant spectral owpments, which the gains attained
with Approach 2 being even more impressive. For instanc&ign 8, for N = 4 and a SNR of

16dB, the dual-polarized scheme can achieve a throughputBoBBCU, what is about 8 times
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Fig. 10: Simulatedergodic sum-rate for various system setups=(0.001).

greater than that of the single-polarized system with ueqtspped with the same number of
receive antennas, and 1 BPCU higher than what is obtaindd Mit= 6. Despite the gains,
one can realize that with the increase of the number of recantennas, the SNR needed for
both systems to exhibit identical performances is decrkaBhis can be justified through the
systems’ diversity order expressions. Fig. 9 compares titage sum-rate performance of the
dual-polarized MIMO-NOMA system, under both proposed apphes, with the single-polarized
OMA and NOMA cases. One can observe that Approach 2 outpesfépproach 1, in which
the obtained throughput gap can reach ud.®@BPCU for a SNR value of6dB. In addition,
the dual-polarized NOMA systems outperform the classic O84¢Aeme in almost all considered
SNR range, while the single-polarized MIMO-NOMA case beesrbetter only for SNR values
higher than19dB, which demonstrates again the benefits of polarization.

Finally, Fig. 10 investigates the ergodic sum-rate for timgle-polarized OMA and NOMA
schemes as well as for the proposed dual-polarized NOMAgdesith Approaches 1 and 2.
One can observe the remarkable improvements that the dleized MIMO-NOMA system

can provide, in which the dual-polarized scheme outperfoaththe single-polarized systems.
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VI. CONCLUSIONS

In this work, we have investigated the application of a du@hrized antenna array in a massive
MIMO-NOMA setup. Two precoder designs were proposed aneéstigated, and a detailed
analytical analysis in terms of outage probability and gatargodic sum-rate was provided. Our
results showed that the proposed dual-polarized MIMO-NOd&&igns outperform conventional
single-polarized systems, even for high cross-polar fetence, corroborating the fact that
polarization has great potential to bring significant imy@ments to conventional massive MIMO-

NOMA deployments.

APPENDIX A

PROOF OFLEMMA |

To successfully apply SIC, the effective channel gains ef wkers within a group must be

ordered. Then, assuming th@t,; < (42 < --- < (kqv, (18) can be rewritten as

U
s 3 ot
Sk,gu = Qk,guSk,gu Qlk,g,nSk,g,n + [Hk,g,unk’,g,U]g- (A-1)
signal on interest n=k+1 i

noise

1
interference

From (A-1), the message intended to thih weaker user that is observed at théh user within

the g-th group of thek-th cluster is decoded with the following SNR

EHO‘k,g,iSk,g,im

Vli,g,u = U 5 — 1 5 . (A-Z)
B X i1 0kl + I, 0k gl )

Knowing that

E[||IjIJlrf,g,unk797UH2] = E[tr{(IjIJIE:,g,unk,g,u)(ﬁL,g,unkvgvu)H}] = tr{aiINE[IjITH IjIJlrv,g,u]}

k,g,u

= olEr{H]  H" 1], (A-3)

and since only the-th element of; , , is desired, the second term in the denominator of (A-2)

can be simplified to

E[|[H], ;e g.lol] = o BI{[H] , JALS oo} = on AL, Lo (A-4)



25

whereo? is the variance of the noise vector. Now, by substitutingdjfin (A-2) and defining

the transmit SNR ap = —, we get

1 2

i IBL, Jor 2 ko ,
Vk,g,u = U L 1 5 IR for 1 S 1 S u < U (A-5)
2in T, o2 hod o
From (A-5), the effective channel gain can be defined;as, = —+———. In addition, it

I, ol
can be noticed that wheh= u = U, there is no interfering messages and the first term of the

denominator in (A-5) equals zero. Then, the following is nked

U .
- Dt Mgy for 1<i<u<U, (A6)
0, for i=u=U.
Finally, by replacing( ,. and (A-6) in (A-5), the SINR expression becomes
1 Ck g uaz g,t
p = =, for 1<i<U, A-7
’}/k,g,u Ck,g,uzi _'_% =t = ( )

which concludes the proof of Lemma 1.

APPENDIX B

PROOF OFLEMMA 11

Similarly to Appendix A, we consider that the effective chah gains are sorted out in

increasing order, i.eq; | < (0 <+ < (i, Then, (23) can be rearranged as

U
o - yip P
Skmgvu - ak797U8k797U + Z ak797n8k7!]7” _'_ [Hk,’,g,unk,g,u]g7 (B-l)
signal of interest n=Fk+1 n(;se

interference
wherep € {v, h} denotes the polarization with maximum effective channéh.ggrom (B-1),

the SINR that is obtained at theth user while decoding theth message is given by

Ellaw,gis.9:°] _ I Jo.e 290
U = U 1 2 1
E [Zj:i—i—l | g.jk.g.51% | + E[HHZ)g,unZg,u]gP] Ej:i'H |\[I‘{L€gyu}g,*|\2akvgvﬂ' Y

(B-2)

i
fyk,g,u -
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Since p represents the polarization that provides the best chaguelity, one can define

Ch g = = and(}' = ————. As a result, the effective channel gain for tih

_ — .
LY, g 12 AL, g 12

user can be denoted lay , , = max{({ . ¢/, }. Thus, (B-2) can be rewritten as

* 042 )
_ kg% for 1<i<U. (B-3)

)
f}/kvgvu * I + 1
Ck’,g,u L

wherep andZ; have the same definition as in Appendix A. This completes tobefp

APPENDIX C

PROOF OFPROPOSITIONI

We first simplify (27) as following

Plg?;,u - P[logQ(l + 7]1,g,u) < Rk,g,i] = P[’yli,g,u < 2Rk’9’i - 1] (C_l)

Then, by replacing (24) in (C-1) and applying simple algebraanipulations, we get

Pout o P C < 1 2Rk’g’i —1 (C 2)
T T R Al
_ 2k.g.i -1 }
Let Ty g = ng?ic] {az,g,i—L(f’van—l) } Then, (C-2) becomes
P]g:‘l‘;u = P [Ckvgvu < p_lﬁrk’,g,u} ‘ (C_3)

Note that (C-3) represents the cumulative distributioncfiom (CDF) of the effective channel
gain. Thus, in what follows, the statistical propertieg 0f , must be identified. As established in
Lemma |, the effective channel gain for theth user is given by, , ., = m This value
corresponds to the invergeth diagonal element of the covariance maty, , = I_{Lguﬁgu
Thus, with the purpose of determining the main diagonal matgdistribution of = , ., we

perform the following expansion

) (1T H
‘_‘kygﬂL - (Hk,g,u

1 R 1 -
= I, ® (BIR;B;) ' = LoW,!'=
i (B, RiBy) i k

ﬁk7g7u> - IjIkH,g,quIkygﬂL (IjIkH,g,quIk7g7u) -

w, ! (C-4)

Y+ 1
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where W, = BI/R; B, and W' = I, ® W', Given that the matrice&; ’ have complex
Gaussian entries, the resulting mat@¥ 7 (G, ’)" is complex Wishart distributed. As a con-
sequence, the matriW,, also follows the Wishart distribution and, in this Wa’ﬁ[gl is inverse
Wishart distributed withY degrees of freedom and covariance matiX’R;B;)~!, that is,
W~ W, (BER,B,) ) [8], [28].

At this p20int, we already know the distribution CW,;l. However, we are interested in the
distribution of the inverse of the main diagonal elements=pf, ,. The marginal distribution
of the main diagonal of an inverse Wishart matrix also follathie inverse Wishart distribution
and it is equivalent to the univariate inverse Gamma distidin [28], [29]. Thus, the inverse of
the diagonal elements oV, ' follows the Gamma distribution. Consequently, considgtine

unordered case, the CDF for the inverse of diagonal elenwdris;, , ,, is given by [30]

v (0, (X +1)Brg7)

F(x) = , C-5
and the corresponding probability density function (PD&) be written as
1+ 1187 gnle=(x+1)Bkgx

I'(n) ’

wheren =& — 2 1 1 and g, = [W; '], = [Io ® (BfR;B;)~"],,. For the ordered case, we
can consider the effective channel gain, ., as theu-th order statistic. Therefore, the PDF for

the u-th ordered channel gain can be obtained as [28]

Fopp ) =0 (V7Y @) P (1 = Pa))V (€7)

u

Rewriting the term(1 — F(z))"= as >0 _2(~1)*(Y-")F(x)" and definingt, = U (Y7}),

u—1

(C-7) can be simplified as
U—u
ka,g,u (r) = U, Z (—1)" <U;“>f(flj')F({)j)u—1+n
n=0

U—u n QAN
= U Z (—1)" (U —u) (X + 1) 5k7gxn_16_(x—’_1)6k’5]x7 (T] (X + 1)6 ,I')u_1+n (C‘8)
' n=0 " 1—‘(77)”+" ’ b .

Finally, by integrating (C-8), a closed-form expression tiee outage probability of the-th
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user in theg-th group of thek-cluster canbe derived as

po X + 1)77ﬁ77 pil’rk’g’u -1 — x u—14n
k;u =U, Z -v* < ) ['(np)utr / 2" lem O e 7 (x + 1>Bkvgx) T dy
0

u+n

(C-9)

o, aqu—ay L [v (D) Brgp Thgw)
_”“Zo(‘” (V| () |

which completes the proof.

APPENDIX D

PROOF OFPROPOSITIONIII
Sincen = % — % + 1, and considering tha%£ > M ) assumes only positive integer values.
Then, a series representation for this special case canpie@dp simplify the Gamma functions

presented in (28) and (29), as follows [31], [32]

(7] _ 1)] <1 _ e—(x+1)5k’9p*1Yk79’u E?n_:lo [(X+1)ﬁk,g:;1Tk,g,u]m>

(0, (X 4+ 1)Bkgp  Thgu)

I'(n) (n—1)!
e -1 m
_ (D) Brgr Thogu [(x + 1)5k7gp Tk,gm]
— e OtDBrgp™ Thyg, Z g
m=n
1 -t n
< [(X"’ )Bk;}‘p k7g7u] ) (D'l)

Thus, the high-SNR outage probability approximations f@proaches | and Il can be obtained
by replacing (D-1) in (28) and (29), which results in
a) Asymptotic Outage Probability for Approach I:

U—u
_ 1 (X4 D) Brgp  Lhg ]
Pout ~ ., _1\n U—-wu g 9.0
e S ()
o LU DBy Thgu]™ (D-2)
P (nh)*

The diversity order reached by theth user is

Du:nu:<g—%+l)u. (D-3)
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b) Asymptotic Outage Probability for Approach I1:

U—u >
1 1 1, |1 Cutn)
pout U, Z (—1)" (U; u) [(X +1)Brgp k.g.ul

Q

k,g,u utn (nl)Z(u-i-n)
1 D) Brg T hgu] ™
%[(X_F )ﬁk,g k,g,u] (D'4)
P (>
The diversity order reached by theth user is
D, =2nu = (N - M+ 2) u. (D-5)
APPENDIX E
PROOF OFPROPOSITIONIV
By replacing (24) in (34) and performing some simplificaspwe have
U 2
PC,g, uak u L+ pCrogul g + Lu)
lo 14+ 9, ) = lo < 9, . E-1
Z 52 ( ka guI + 1 uz::l &2 1 + ka,g,qu ( )
Then, lete;, = p(of ., +Z,) ande,, = pZ,, which yields
1T+ Ck ,g,u€1, u)
log . E-2
Z &2 <1 + Ck ,0,u€2.u ( )

In order to obtain the desired ergodic sum-rate expresgiemeed to calculate the expectation

of the random variabl®g, <m) This can be accomplished from the PQF, ., yielding

1+¢
U—u
N O R O/ . u—14n
g @) =t 3 o (V) T e O ey (0, (v D) (ED)
n=0

Thus, the ergodic sum-rate for tlgeth group in thek-th cluster can be evaluated by
U U U—u n

_ o0 14z, B U—u (x + 1),
Ck,g - Z/ 10g2 (T«IEQ,U) ka,g,u (x)dl’ - Zuu (_1) ( n ) F(T})“"'"

o0 ]‘ u u— n
5 / log, (—+ e ) 210Dy (1 (4 1)y )" (E-4)
0 1+ T€y ’

which completes the proof.
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APPENDIX F
PROOF OFPROPOSITIONV
Similarly to the analysis employed to Approach I, the sute-rexpression in (34) can be
simplified for Approach 2 as

U
1 + C,: €lu
Cry= log, [ ———mer ), F-1

b u=1 082 1+ C:,Q,UEQ,U ( )

It can be shown that the PDF ¢f ,, can be written as
U—u

S 200 DB i .
n=0

1+2(u—14n)
) - (F-2)

Consequently, the ergodic sum-rate for greh group in thek-th cluster can be derived as

U
- o 1+ zer,
g = 3 [0 (1522 ds

u=1
U U—u n A3
- TS ()

“ n ) T(n)2+2(u—1+n)

u=1 n=0
(S 1 " ~ - 1+2(u—14n)

X / log, <7+ L ) 2 tem DBty (77, (x +1)B% gx) dr, (F-3)

0 ]_ _I_ 1’627u ’

which completes the proof.
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