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Abstract

This paper aims to design and evaluate the performance of multi-cluster multi-user dual-polarized

massive multiple-input multiple-output (MIMO) systems with non-orthogonal multiple access (NOMA).

Assuming the downlink mode in which a single base station communicates with multiple users, with

all terminals being equipped with multiple co-located dual-polarized antennas, two precoder designs

are proposed: (i) the first one aims to maximize the number of user groups that are simultaneously

served within a cluster; and (ii) the second approach aims toprovide further improvements compared

to the first one by exploring polarization diversity. Closed-form expressions for the outage probability

are derived for both approaches, based on which the respective asymptoticstudiesare carried out and

the diversity gains are determined. The ergodic sum-rates are also derived. Representative numerical

examples are presented along with insightful discussions.For instance, our results show that the proposed

dual-polarized MIMO-NOMA designs outperform conventional single-polarized systems, even for high

cross-polar interference. Simulation results are plottedto corroborate the analytical framework and

analysis.
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I. INTRODUCTION

An unprecedented explosion in the number of mobile connections is expected in the upcoming

years [1]. Together with this massive number of connected devices, new services and applications,

such as virtual reality, ultra-high definition video, and self-driving cars, will require extremely

high data-rates, ultra-low latency, and high reliability [2]–[4]. In order to attend these demanding

requirements, numerous strategies and technologies have been proposed to be incorporated in the

fifth generation (5G) of wireless communications. In particular, non-orthogonal multiple access

(NOMA) has arisen as an essential enabling technique which has the capability of increasing the

spectral efficiency and, at the same time, to reduce the system latency. These attractive features

are accomplished by exploring the power domain to multiplexdifferent users, while sharing the

same resource blocks [5]–[8]. Briefly speaking, a base station (BS) superposes the messages

of each user through superposition coding by assigning distinct power allocation coefficients

and, at the receiver side, each user recovers its message by employing successive interference

cancellation (SIC) technique. Due to the potential improvements that it achieves, NOMA was

included in the 3rd generation partnership project (3GPP) long-term evolution advanced (LTE-A)

Release-13 under the name of multi-user superposed transmission (MUST) and, more recently,

in the 3GPP Release-14, where fifteen NOMA uplink schemes were proposed [5], [6].

Massive multiple-input multiple-output (MIMO) is anotherenabling technology for 5G that can

boost the system capacity by multiplexing multiple users through spatial domain. In combination

with NOMA, massive MIMO systems can provide even higher spectral improvements that can

remarkably outperform traditional orthogonal multiple access (OMA) protocols [7], [8]. The

performance gains achieved in MIMO systems are scaled with the increase in the number of

antennas. However, if the antenna elements are not separated by at least half of the wavelength,

the system performance is severely degraded [9]–[11]. Due to this impairing characteristic, in

practical massive MIMO implementations, the maximum number of antennas is limited. To

alleviate this issue, several works have considered the installation of co-located orthogonal

polarized antennas [9]–[13]. Such strategy enables the design of compact massive arrays with

very low correlation between orthogonal antenna elements.In addition to the space efficiency,

it has been shown that massive MIMO systems employing dual-polarization can outperform the
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single-polarized counterpart with the same number of antenna elements [9], [12], [13]. With

these benefits, multi-polarization in massive MIMOhasbecome the standard choice for LTE-A

deployments, and it is expected to be part of 5G and beyond [14]–[16].

A. Related Works

Considering a single cell deployment, Dinget al. [7] employed NOMA to a downlink multi-

user MIMO scenario assumingfewer antennas at the BS than at the users. On the other hand, in

[8] a multi-user massive MIMO-NOMA scenario was investigated assuming that the number of

transmit antennas was higher than the ones at the users. In addition, the authors proposed a limited

feedback scheme for the users’ ordering information and provided an analytical outage analysis.

The multi-cell MIMO-NOMA case was considered in [17], wherepath-following optimization

algorithms were proposed to maximize the overall sum throughput. The designed precoders

provided better average sum throughput than conventional schemes. Cooperative MIMO-NOMA

networks have been addressed in [18]–[20]. A new non-regenerative massive MIMO-NOMA

relay system design was proposed in [18], in which a closed-form expression for the signal-

to-interference-plus-noise ratio (SINR) was derived. This novel relay model outperformed con-

ventional NOMA and OMA cooperative systems. In [19], the authors proposed a suboptimal

algorithm to maximize the cell-edge users’ achievable rate, and in [20] the performance of a

multi-relay massive MIMO-NOMA system was analyzed.The single-input single-output (SISO)

NOMA case was considered in [21] and [22]. In [21], by grouping users into multiple pairs, the

authors have derived optimum power allocation aiming various objectives, such as fairness max-

imization, sum-rate maximization, and energy efficiency maximization, and in [22], for a single

multi-user NOMA group, the optimum power allocation for weighted sum-rate maximization

was obtained.

The design of polarized schemes has gained increasing attention over the last years. In

[9], Park et al. proposed dual-stage precoders based on both spatial correlation and antenna

polarization for a single-antenna multi-user massive MIMOscenario. The authors provided an

asymptotic performance analysis for the proposed precoding strategies and showed that the dual-

polarized system outperforms the single-polarized in terms of sum-rate. However, only the BS

was considered to be equipped with dual-polarized antennas. In [12], [13], a 3D geometrical
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model was proposed for dual-polarized MIMO systems, in which it was shown that polarized

MIMO exhibits higher capacity performance and robustness when considering Ricean channels.

Although the authors validated the proposed model through data field measurements, an analytical

analysis was not provided. Multi-polarization has also been considered in numerous codebook

design works for LTE-A MIMO systems [10], [16], [23], [24]. The employment of polarized

antennas in MIMO-NOMA was only considered in [25]. However,in the refereed paper, a 3D

triple-polarized beamforming scheme was proposed to reduce inter-beam interference, which is

completely different from the goals of our work. Besides, only simulation results were presented,

lacking analytical derivation.

B. Motivation and Contributions

Although there is an uncountable number of relevant works for MIMO-NOMA and multi-

polarized MIMO separately, to the best of the authors’ knowledge, a full and in-depth under-

standing of the combination of these two subjects has not been examined in the literature so far.

Therefore, motivated by this lacuna, this paper aims to design and analyze the performance of

multi-cluster multi-user dual-polarized massive MIMO-NOMA systems. Specifically, we adopt

a dual-stage precoder that is designed based only on the slowly varying spatial correlation

information of the channel. The inner precoder is built to provide either multiplexing or diversity

gains through the polarization domain. Based on the inner precoder choice, two approaches with

two different reception strategies are proposed for the considered dual-polarized massive MIMO-

NOMA system. Specifically, assuming a moderate to high cross-polar transmission interference,

the first approach maximizes the number of user groups that are simultaneously served. On

the other hand, considering a low cross-polar interferencescenario, the second approach is

proposed and it improves the system performance through polarization diversity, at the expense

of reducing the maximum number of supported groups.An in-depth analysis is performed, from

which we obtain a novel analytical framework that provides asimpler and more practical way

than system simulation for evaluation and design of efficient dual-polarized massive MIMO-

NOMA systems. In particular,closed-form expressions for the outage probability are derived

for both approaches, based on which the respective asymptotic studiesare carried out and the

diversity gains are determined. The ergodic sum-rates are also derived. Representative numerical



5

examples are presented along with insightful discussions.For instance, our results show that

the proposed dual-polarized MIMO-NOMA designs outperformconventional single-polarized

systems, even for high cross-polar interference. Simulation results are plotted to corroborate the

analytical framework and analysis.

Notation and Special Functions: Bold-faced lower-case letters represent vectors and upper-

case letters denote matrices. The norm and thei-th element of a vectora are represented by

‖a‖ and [a]i, respectively. The notations[A]i,j and [A]i,∗ correspond the(i, j) entry and thei-th

row of the matrixA, respectively. The Hermitian transposition of a matrixA is donated byAH

and the trace by tr{A}. IM represents the identity matrix of dimensionM × M . In addition,

⊗ represents the Kronecker product,E[·] denotesexpectation, Γ(·) is the Gamma function, and

γ(·, ·) corresponds to the lower incomplete Gamma function.

II. SYSTEM MODEL

Fig. 1: System model. Both BS and users are equipped with multiple co-located dual-polarized
antennas.

Let a downlink transmit scenario in which a single BS communicates with multiple users,

as illustrated in Fig. 1. The BS and the users are equipped, respectively, withM/2 andN/2

pairs of co-located dual-polarized antennas, withM ≫ N . Due to thedual-polarizedstructure,

the total number of transmit and receive antennas are considered to be even. Furthermore, the

users are assumed to be surrounded by local scatterers, forming K spatial clusters that follow
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the geometrical one-ring scattering model [8], [9], [26]. Within each clusterk, there areL users

that share the same spatial covariance matrixRk ∈ CM×M . Besides, since each pair of polarized

antennas are co-located, we assume equal covariance matrices for both polarizations.

With the given design and considerations, the correlated dual-polarized full channel matrix

for the l-th user at thek-th cluster can be decomposed and expressed in the followingblock

structure [9], [10]

Hk,l =





UkΛ
1

2

kG
v→v
k,l

√
χUkΛ

1

2

kG
h→v
k,l

√
χUkΛ

1

2

kG
v→h
k,l UkΛ

1

2

kG
h→h
k,l



 =





Hv→v
k,l Hh→v

k,l

Hv→h
k,l Hh→h

k,l



 ∈ C
M×N , (1)

with covariance matrix given by

Rk = (χ + 1)





R̃k 0

0 R̃k



 , (2)

whereχ ∈ {0, 1} stands for the inverse of the antennas’ cross-polar discrimination parameter

(XPD), R̃k ∈ C
M
2
×M

2 represents the covariance matrix of rankrk, corresponding to one polar-

ization,Λk is anr⋆k×r⋆k diagonal matrix containingr⋆k nonzero eigenvalues of̃Rk, with elements

ordered in decreasing order,Uk ∈ C
M
2
×r⋆

k denotes a matrix composed of eigenvectors ofR̃k

corresponding to the nonzero eigenvalues, andG
i→j
k,l ∈ C

r⋆
k
×N

2 is the channel matrix of the

link between thei-th polarized transmitting antennas and thej-th polarized receiving antennas,

i, j ∈ {v, h}, whose elements follow the complex Gaussian distribution with zero mean and

unit variance. The lettersh and v are used to indicate horizontal and vertical polarizations,

respectively.

In order to enable the implementation of NOMA, similarly to the strategy presented in [8],

the L users within a cluster are subdivided intoG smaller groups ofU users each, such that

L = UG. Under this assumption, the superposition coding technique is applied to the data

intended for users within a group. Thus, the transmitted data signal can be written as

x =

K
∑

k=1

Bk

G
∑

g=1

pk,g

U
∑

u=1

αk.g,usk,g,u, (3)

where sk,g,u and αk,g,u are, respectively, the data symbol and the power allocationcoefficient

for the u-th user in theg-th group of thek-th cluster. Note that
∑U

u=1 α
2
k.g,u = 1 so that the
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total transmission power allocated to each NOMA group is normalized to1. Bk ∈ C
M×M̄ is the

preprocessing matrix which is designed based on the long-term channel state information, e.g.,

the covariance matrixRk, with M̄ being a design parameter which defines the effective number

of data streams that arrives at the receiver, andpk,g ∈ CM̄×1 is a precoding vector for theg-th

group.

III. PRECODERDESIGNS AND SIGNAL RECEPTION

In order to reduce the feedback overhead and, consequently,alleviate the computational

complexity inherent to massive MIMO systems, a two-stage precoderBkpk,g is proposed. The

outer preprocessing matrixBk has the role of eliminating the interferences from other clusters,

while the inner precoding vectorpk,g is intended to assign the superimposed data symbols to

each group within a cluster. More details aboutpk,g will be provided later.

Firstly, let us focus on the design of the preprocessing matrix Bk. Our purpose is to extinguish

the interfering signals coming from other clusters. Mathematically speaking, we must have

HH
k,lBk′ ≈ 0, ∀k 6= k′. (4)

To accomplish this goal, the subspace spanned by the preprocessing matrix must be near-

orthogonal (perfect orthogonality is achieved whenr⋆k = rk) to the subspace spanned by the

dominant eigenvectors of other clusters [27], which means that Bk must be built based on the

null space of the dominant eigenmodes of interfering clusters. Then, we assume thatr⋆1 = r⋆2 =

. . . = r⋆K = r⋆, r1 = r2 = · · · = rK = r and we define the following matrix

U−
k = [U1, · · · ,Uk−1,Uk+1, · · · ,UK ] ∈ C

M
2
×(K−1)r⋆ . (5)

Next, we apply the singular value decomposition (SVD) inU−
k and express its left eigenvectors

asEk = [E
(1)
k ,E

(0)
k ], whereE(0)

k ∈ C
M
2
×M

2
−(K−1)r⋆ represents the eigenvectors that correspond

to the lastM
2
− (K − 1)r⋆ vanishing eigenvalues ofU−

k . Since(E(0)
k )HU−

k = 0, the projected

channel that is orthogonal to the dominantr⋆ eigenmodes of the groupsk′ 6= k can be defined

as Ĥk,l = (I2 ⊗ E
(0)
k )HHk,l, whereI2 is a 2 × 2 identity matrix. Consequently, the covariance
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matrix of Ĥk,l is given by

R̂k = (I2 ⊗ E
(0)
k )HRk(I2 ⊗ E

(0)
k ), (6)

and the covariance matrix considering only one of the polarizations can be written as

R̂k = (E
(0)
k )HR̃kE

(0)
k . (7)

By defining the left eigenvectors of̂Rk asFk = [F
(1)
k ,F

(0)
k ], in which F

(1)
k ∈ C

M
2
−(K−1)r⋆× M̄

2

consists of the firstM̄
2

columns ofFk, the precoder design can be obtained as follows

B̃k = E
(0)
k F

(1)
k ∈ C

M
2
× M̄

2 , (8)

Bk =





B̃k 0

0 B̃k



 ∈ C
M×M̄ , (9)

in which the following constraints must hold

K ≤ M̄ ≤ 2

(

M

2
− (K − 1)r⋆

)

, (10)

and

M̄ ≤ 2r⋆ ≤ 2r. (11)

It is important to highlight thatr⋆ is a design parameter that should be adjusted based on how

much inter-cluster interference is tolerable in the system. The closer the value ofr⋆ gets tor,

less inter-cluster interference the system will experience. However, as stated in [27], choosing

r⋆ too large, e.g.,r⋆ = r, does not bring significant improvements. Instead, it will only increase

the factor (K − 1)r⋆ and, since the constraint(K − 1)r⋆ < M
2

must be obeyed, this will

eventually force a reduction on the number of clusters that are simultaneously served. Therefore,

the parameterr⋆ should be carefully chosen in order to attend the system requirements.In our

implementation, given the constraints in (10) and (11), we choose to configure the dominant

eigenvalues asr⋆ = min
{

r,
⌊

(M
2
− M̄

2
) 1
K−1

⌋}

.

Since it is not an easy task to acquire the fast-fading matrices at the transmitter and in order



9

to further reduce the feedback overhead, it is assumed that the BS has access only to the slow-

fading covariance matrix̃Rk. Thus, the precoding vectorpk,g is designed in a way that it will

not depend on the short-term channel state information. As aforementioned, the only role ofpk,g

is to assign the superimposed data symbols to its respectivegroup.

A. Precoder for Polarization Multiplexing - Approach I

In this first precoder design choice, we aim to maximize the number of groupsthat are

simultaneously served within a cluster. To this end, we choose to assign to each group a

different antenna element so that a maximum ofM̄ parallel transmissions can be performed.

Thus, supposing thatG ≤ M̄ , the precoding vector can be defined as

pk,g = [0, · · · , 0
↑

[pk,g]g−1

, 1
↑

[pk,g]g

, 0
↑

[pk,g]g+1

, · · · , 0]T . (12)

Note that, with the above precoder1, the g-th effective data streamis assigned to theg-th

group.

B. Precoder for Polarization Diversity - Approach II

In order to provide diversity gain through the polarizationdomain, the precoder is now

designed to transmit the same data symbol, intended to theg-th group, in both polarizations.

This approach limits toM̄
2

the total number of groupsthataresimultaneouslyserved in a cluster.

Then, assuming thatG ≤ M̄
2

, the precoding vector is chosen as

pk,g =





pv
k,g

ph
k,g



 =









[0, · · · , 0 , 1 , 0 , · · · , 0]T

[0, · · · , 0
↑

[pk,g]g−1

, 1
↑

[pk,g]g

, 0
↑

[pk,g]g+1

, · · · , 0]T









, (13)

wherep
p
k,g ∈ C

M̄
2
×1 denotes the sub-precoding vector corresponding to the polarization p ∈

{v, h}. With this design, theg-th pair ofeffective data streams, one stream from each polarization,

is selected to transmit to theg-th group.

1In order to provide insightful performance comparisons, similarly as in a conventional dual-polarized system, the single-
polarized implementations also employ two-stage precoders. The same inner precoder strategy of approach I is adopted,and the
outer precoding matrix is constructed identically as in Section III.
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It is noteworthy that the two above approaches do not introduce any additional changes in

the preprocessed signal. Therefore, the task of eliminating inter-group interference is left to the

user’s terminal.

C. Signal Reception

After the superimposed data signal is transmitted by the BS through the dual-polarized fast

fading channels, theu-th user at theg-th group of thek-th cluster observes the following

yk,g,u =





yv
k,g,u

yh
k,g,u



 = HH
k,g,u

K
∑

l=1

Bl

G
∑

m=1

pl,m

U
∑

n=1

αl,m,nsl,m,n + nk,g,u, (14)

whereyv
k,g,u ∈ C

N
2
×1 and yh

k,g,u ∈ C
N
2
×1 are, respectively, the information vectors received at

the vertically and horizontally polarized antennas, andnk,g,u ∈ CN×1 is the noise vector with

entries obeying a complex Gaussian distribution with zero-mean and varianceσ2
n.

Since we consider the system with a massive number of transmit antennas, in whichM ≫ N ,

and assume that the clusters have non-overlapping azimuth angles, for a reasonable value of

r⋆, the near-orthogonality condition of (4) can be satisfied [9], [27]. Under this consideration,

the residual interference that arrives from other clusterswill be extremely small, i.e., it can be

neglected. Thus, by making the assumption thatBk nulls out the inter-cluster interferences, we

simplify the signal in (14) as

yk,g,u = HH
k,g,uBk

G
∑

m=1

pk,m

U
∑

n=1

αk,m,nsk,m,n + nk,g,u. (15)

Now, in order to eliminate the inter-group interference andrecover the desired signal, a zero-

forcing equalizer is adopted at the users side. Supposing that N ≥ M̄ , the Moore-Penrose

pseudo-inverse of the virtual channelH̄k,g,u = HH
k,g,uBk ∈ CN×M̄ can be defined as̄H†

k,g,u =

(H̄H
k,g,uH̄k,g,u)

−1H̄H
k,g,u ∈ CM̄×N . After multiplying (15) byH̄†

k,g,u, the interference is removed

and theu-th user acquires a vector formed by the noisy version of the transmitted superimposed

symbols, i.e.,

ŝk,g,u =

G
∑

m=1

pk,m

U
∑

n=1

αk,m,nsk,m,n + H̄
†
k,g,unk,g,u. (16)
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The users retrieve their messages from the recovered superimposed data that was assigned to

the group that they belong to. However, the messages recovery depend on the type of precoder

that is employed at the BS, i.e., the precoding vector can be formulated either as (12) or as (13),

and this is further detailed next.

Approach I: It is considered that the system is operating on multiplexing mode, that is, the

precoder in (12) is employed at the BS, and, for convenience,we assume that the number of

groups isG = M̄ . Under these assumptions, the detected vector in (16) can berewritten as

ŝk,g,u =















U
∑

n=1

αk,1,nsk,1,n

...U
∑

n=1

αk,G,nsk,G,n















+ H̄
†
k,g,unk,g,u. (17)

One can see that each element of (17) belongs to a specific group. Therefore, theu-th user at

the g-th group recovers its message from theg-th element of the received vectorŝk,g,u, which

yields

ŝk,g,u = [̂sk,g,u]g =

U
∑

n=1

αk,g,nsk,g,n + [H̄†
k,g,unk,g,u]g. (18)

It is worth mentioning that the main advantage of this strategy lies mainly in the high number of

groups that can be simultaneously served, besides its simplicity. However, as it can be realized,

each user recovers its desired information by exploring only one of the polarizations, either

vertical or horizontal, what may impact the system performance.

Approach II: For this approach, the BS employs the precoding vector as in (13), which

makes the system to operate in diversity mode. For simplicity, it is assumed thatG = M̄
2

groups

are simultaneously served. Thus, the vector in (16) can be expressed as

ŝk,g,u =















































U
∑

n=1

αk,1,nsk,1,n
...U

∑

n=1

αk,G,nsk,G,n

























U
∑

n=1

αk,1,nsk,1,n
...U

∑

n=1

αk,G,nsk,G,n















































+ H̄
†
k,g,unk,g,u =





svk

shk



+ H̄
†
k,g,unk,g,u, (19)

wheresvk ∈ CG×1 andshk ∈ CG×1 are, respectively, the data vectors transmitted by the vertically

and horizontally polarized antennas intended to thek-th cluster. Theg-th element of bothsvk and
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shk consists of superimposed data symbols that are intended to the g-th group. Differently from

the first approach, now we take advantage of the polarizationdiversity. It is assumed that the

inverse of the XPD is small, e.g,χ ≪ 1. With this assumption, the off-diagonal blocks of the

channel matrix in (1)approachto zero, i.e., the cross-polar interference becomes negligible. As

a result, the virtual channel matrix can be simplified in the following block diagonal structure

H̄k,g,u =





(Hv→v
k,g,u)

HB̃k 0

0 (Hh→h
k,g,u)

HB̃k



 =





H̄v
k,g,u 0

0 H̄h
k,g,u



 . (20)

Consequently, its corresponding zero-forcing detection matrix becomes

H̄
†
k,g,u =





((H̄v
k,g,u)

HH̄v
k,g,u)

−1(H̄v
k,g,u)

H 0

0 ((H̄h
k,g,u)

HH̄h
k,g,u)

−1(H̄h
k,g,u)

H



 =





H̄
†v
k,g,u 0

0 H̄
†h
k,g,u



 .

(21)

From above, the signal in (19) can be rewritten as

ŝk,g,u =





H̄
†v
k,g,u 0

0 H̄
†h
k,g,u









yv
k,g,u

yh
k,g,u



 =





H̄
†v
k,g,uy

v
k,g,u

H̄
†h
k,g,uy

h
k,g,u



 =





ŝvk,g,u

ŝhk,g,u



 , (22)

whereH̄†v
k,g,u and H̄

†h
k,g,u are the zero-forcing matrices corresponding to vertical and horizontal

polarization, respectively. As it can be seen, if the interference received by cross-polar transmis-

sions is small, one can recover the information data by separately equalizing each polarization.

Now, in order to recover the superimposed data symbols, we compare theg-th element of both

ŝvk,g,u and ŝhk,g,u, and it is chosen the one that provides the maximum effectivechannel gain.

More specifically, the message for theu-th user at theg-th group in thek-th cluster is retrieved

according to

ŝk,g,u = [̂spk,g,u]g =

U
∑

n=1

αk,g,nsk,g,n + [H̄†p
k,g,un

p
k,g,u]g, (23)

wherep denotes the polarization that provides the maximum effective channel gain, andnp
k,g,u ∈

C
N
2
×1 is the noise vector corresponding to the polarizationp, with p ∈ {v, h}.

Note that such a strategy can be seen as a simple antenna selection technique that chooses

the polarization that delivers the best channel condition.In this case, the offered polarization
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diversity can be truly explored, which implies that significant performance improvements can

be obtained over the first scheme while maintaining a very lowimplementation complexity. The

only drawback of this approach is that the maximum number of groups that can be served in

parallel is reduced by half. Finally, it is important to highlight that this strategy can also be

applied to scenarios with high cross-polar interference, although one can not equalize separately

each polarization, as it was done in (22), and this arises as apotential future work.

IV. PERFORMANCE ANALYSIS

In this section, the performance of the proposed multi-polarized massive MIMO-NOMA

system is evaluated. Closed-form expressions for the respective outage probability are derived,

based on which an asymptotic analysis at high signal-to-noise ratio (SNR) regime is carried out.

Finally, the ergodic sum-rate capacity of both approaches is also investigated.

A. SINR Analysis for the Two Proposed Approaches

After the superimposed data symbol is recovered from eitherApproach I or Approach II, the

user employs SIC in order to retrieve its message. In order tosuccessfully complete the SIC

process, it is crucial to have knowledge about the ordering of users’ effective gains. Therefore,

it is assumed that the BS has complete access to the user ordering information. Moreover, it

is considered that the effective channel gains are sorted out in increasing order of magnitude,

meaning that the1st user has the weakest gain and theU-th user has the strongest one. Under

these assumptions, theSINRs for the two approaches are defined by the following lemmas.

Lemma I (SINR for Approach I): During the SIC process, the SINR of the data symbol

intended for thei-th weaker user that is observed at the currentu-th user in theg-th group of

the k-th cluster is given by

γi
k,g,u =

ζk,g,uα
2
k,g,i

ζk,g,uIi +
1
ρ

, for 1 ≤ i ≤ U. (24)
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whereρ = 1
σ2
n

denotes the transmit SNR,ζk,g,u = 1

‖[H̄†
k,g,u

]g,∗‖2
is the effective channel gain, and

Ii corresponds to the power of interfering messages, being defined by

Ii =











∑U

j=i+1 α
2
k,g,j, for 1 ≤ i ≤ u < U,

0, for i = u = U,

(25)

Proof: Please, see Appendix A.

Lemma II (SINR for Approach II): Similar to the first lemma, the SINR achieved at the

currentu-th user while decoding the message intended to thei-th weaker user can be defined as

γi
k,g,u =

ζ∗k,g,uα
2
k,g,i

ζ∗k,g,uIi +
1
ρ

, for 1 ≤ i ≤ U, (26)

where the effective channel gain is given byζ∗k,g,u = max{ζvk,g,u, ζhk,g,u}, in which ζvk,g,u =

1

‖[H̄†v
k,g,u

]g,∗‖2
andζhk,g,u = 1

‖[H̄†h
k,g,u

]g,∗‖2
. The transmit SNRρ and the power of interfering messages

Ii are defined identically as inLemma I.

Proof: Please, see Appendix B.

One can see that the interference factor defined in (25) reaches its maximum value when the

first user, the weakest one, decodes its message.This is expectedsince the first user does not

decode messages from others, only its own, suffering interference from all the other users. On

the other hand, assuming perfect SIC, the strongest user recovers its own message with zero

interference. In addition, one can realize that the SINR expressions for Approaches I and II have

a similar form, differing only in terms of the effective channel gains.

B. Outage Probability

The outage probability for theu-th user in theg-th group of thek-th cluster, denoted by

P out
k,g,u, can be defined as the probability of the message intended to the i-th user being received

at theu-th user with adatarate less than the required target rateRk,g,i, ∀ 1 ≤ i ≤ u, i.e.,

P out
k,g,u = P [log2(1 + γi

k,g,u) < Rk,g,i], for all 1 ≤ i ≤ u. (27)

From (27), next closed-form expressions for the outage probability are derived for dual-polarized

massive MIMO-NOMA systems assuming the previously discussed approaches.
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Proposition I (Outage Probability for Approach I): Assuming that the users are sorted out

in increasing order based on their effective channel gains,the outage probability can be derived

as

P out
k,g,u = Uu

U−u
∑

n=0

(−1)n
(

U − u

n

) 1

u+ n

[

γ (η, (χ+ 1)βk,gρ
−1Υk,g,u)

Γ(η)

]u+n

, (28)

whereUu = U
(

U−1
u−1

)

, η = N
2
−M̄

2
+1, βk,g = [I2⊗(B̃H

k R̃kB̃k)
−1]g,g andΥk,g,u = max

i∈[1,u]

{

2
Rk,g,i−1

α2
k,g,i

−Ii(2
Rk,g,i−1)

}

.

Proof: Please, see Appendix C.

Proposition II (Outage Probability for Approach II): Suppose that the system experiences

a small inverse XPD and assuming that the users are sorted outin increasing order based on

their effective channel gains, the outage probability can be derived as

P out
k,g,u = Uu

U−u
∑

n=0

(−1)n
(

U − u

n

) 1

u+ n





γ
(

η, (χ+ 1)β̃k,gρ
−1Υk,g,u

)

Γ(η)





2(u+n)

, (29)

whereUu, η andΥk,g,u are defined identically as in Proposition I, andβ̃k,g = [(B̃H
k R̃kB̃k)

−1]g,g.

Proof: It is similar to the proof of Approach I. Due to space constraints, it is not shown here.

From above, note that the greater exponent in (29) influencesthe outage probability to decrease

faster than in (28), indicating a superior performance of the Approach II.

C. Asymptotic Analysis

In order to gain further insights from the derived expressions, an asymptotic analysis is now

performed.

Proposition III:

a) Asymptotic Outage Probability for Approach I: When the transmit SNR goes to infinity,

i.e., ρ → ∞, the outage probability expression in (28) can be approximated by

P out
k,g,u ≈ 1

ρηu
Uu

u

[(χ + 1)βk,gΥk,g,u]
ηu

(η!)u
, (30)

which yields a diversity order at theu-th user of

Du =

(

N

2
− M̄

2
+ 1

)

u. (31)
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b) Asymptotic Outage Probability for Approach II: Now, when the transmit SNR goes to

infinity, i.e., ρ → ∞, the outage probability in (29) can be approximated by

P out
k,g,u ≈ 1

ρ2ηu
Uu

u

[(χ + 1)βk,gΥk,g,u]
2ηu

(η!)2u
, (32)

and the diversity order of theu-th user can be expressed as

Du =
(

N − M̄ + 2
)

u. (33)

Proof: Please, see Appendix D.

From the asymptotic results, one can see that the system performance increases with the order

of the users for both approaches. This behavior is in fact expected, since the higher is the user

order, the better is its channel condition. Besides, it can be observed that the diversity order

of the Approach I is half of the Approach II, which means that the former does not reach the

same performance level of the latter one, regardless of the number of users or transmit/receive

antennas.

D. Ergodic Sum-Rate

The ergodic sum-rate informs the maximum transmission sum capacity that can be achieved

by a communication system. Next, we analyze the ergodic sum-rate achieved within one group,

where it is assumed that all the weaker messages are successfully decoded at each user. Thus,

the capacity for theu-th user can be defined based only on its own SINR, that is, based on

γu
k,g,u. Therefore, the sum-rate for theg-th group in thek-th cluster can be defined as

Ck,g =

U
∑

u=1

log2(1 + γu
k,g,u). (34)

Proposition IV (Ergodic Sum-Rate for Approach I): Assuming that, during the SIC process,

the messages intended to thei-th user that arrives at theu-th current user,∀ i ∈ {1, 2, · · · , u},

are correctly decoded, the ergodic sum-rate achieved by theg-th group in thek-cluster can be
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derived as

C̄k,g =
U
∑

u=1

Uu

U−u
∑

n=0

(−1)n
(

U − u

n

)(χ+ 1)ηβη
k,g

Γ(η)u+n

×
∫ ∞

0

log2

(

1 + xǫ1,u
1 + xǫ2,u

)

xη−1e−(χ+1)βk,gxγ (η, (χ+ 1)βk,gx)
u−1+n dx, (35)

whereǫ1,u = ρ(α2
k,g,u + Iu) and ǫ2,u = ρIu.

Proof: Please, see Appendix E.

Proposition V (Ergodic Sum-Rate for Approach II): Similarly, assuming that all messages

are correctly decoded during SIC, the ergodic sum-rate achieved by theg-th group in thek-cluster

can be expressed as

C̄k,g =

U
∑

u=1

Uu

U−u
∑

n=0

(−1)n
(

U − u

n

) 2(χ+ 1)ηβη
k,g

Γ(η)2+2(u−1+n)

×
∫ ∞

0

log2

(

1 + xǫ1,u
1 + xǫ2,u

)

xη−1e−(χ+1)βk,gxγ (η, (χ+ 1)βk,gx)
1+2(u−1+n) dx, (36)

whereǫ1,u and ǫ2,u are defined exactly as in Proposition IV.

Proof: Please, see Appendix F.

E. OMA Design

For comparison purposes, the conventional massive MIMO-OMA system is now discussed.

We also consider the existence ofK spatial clusters subdivided intoG groups. The precoders are

constructed identically as in the MIMO-NOMA system, in which the users of each group recover

their respective transmitted data symbols by employing a zero forcing equalizer. However, inside

each group, instead of adopting NOMA, time division multiple access is employed, meaning

that each user within the group is served in a separate time slot. Consequently, the number of

users that are served in parallel within one time slot in a given cluster is equal to the number

of groups, i.e.G users, one from each group, are served simultaneously. Therefore, in order to

provide a fair performance comparison, the number of groupsin OMA is set to the same number

of users within one group in the NOMA system. With this consideration, the performance of

U users in NOMA will be compared withG = U OMA users. Besides, the total transmission
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Fig. 2: Outage probability versus transmit SNR for dual-polarized massive MIMO-NOMA system
under Approach 1 (N = 4).

power available for the group is entirely allocated to the user in the current time slot, i.e. the

user’s power coefficient is set to 1.

V. NUMERICAL AND SIMULATION RESULTS

In this section, the performance of the proposed dual-polarized massive MIMO-NOMA system

is investigated. Otherwise stated, the BS is equipped withM/2 = 50 pairs of collocated

horizontally and vertically polarized antennas arranged in a uniform linear array, where each

pair of elements is separated by half of the wavelength, i.e., λ/2. For comparison purposes,

single-polarized systems are equipped with the same numberM of transmit antennas, with

elements being also separated byλ/2. Without loss of generality, we consider the existence of

K = 4 spatial clusters, each one containingL = 6 users that are subdivided intoG = 2 groups of

U = 3 users each, and we adjust the BS azimuth inclination angle tothe direction of the cluster

of interest, providing maximum array gain.The azimuth angle of thekth cluster is defined as

θk = π
45
+(π− 2π

45
) k−1
K−1

, for k = 1, · · · , K, where each cluster has an angular spread of15◦. Under

the considered geometry, the dominant eigenvalues parameter for the channel correlation matrices

of each polarization is adjusted tor⋆ = 16. This makes the full matrix in(2) to have2r⋆ = 32

effective eigenvalues, which is the same as that one configured to the single-polarized system.

The power allocation coefficients of Users 1, 2 and 3 are set toα2
1 = 0.63, α2

2 = 0.25, α2
3 = 0.12,
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Fig. 3: Outage probability versus transmit SNR for dual-polarized massive MIMO-NOMA system
under Approach 2 (χ = 0.001).
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and the target rates toR1 = R2 = 1.4,R3 = 4 bits per channel use (BPCU), respectively.

In addition, the number of effective data streams is set toM̄ = 4. All simulation results are

generated through2 × 105 Monte Carlo iterations, and a perfect agreement with the analytical

ones is observed in all the plots.

Fig. 2 plots the outage probability versus transmit SNR for Approach I, in which the users

are equipped withN/2 = 2 pairs of dual-polarized antennas.As can be realized, the system



20

0 5 10 15 20 25 30 35 40

SNR [dB]

10-4

10-3

10-2

10-1

100

O
u

ta
g

e
 P

ro
b

a
b

ili
ty

Simulation - User 3

Simulation - User 2

Simulation - User 1

Analytical - User 3

Analytical - User 2

Analytical - User 1

High SNR - User 1

High SNR - User 2

High SNR - User 3

D1 = 1, R1 = 1.4

D2 = 2, R2 = 1.4

D3 = 3, R3 = 4

D1 = 1, R1 = 1

D2 = 2, R2 = 1

D3 = 3, R2 = 1.2

Fig. 5: Exact and asymptotic outage probability curves for dual-polarized massive MIMO-NOMA
system under Approach 1 (N = 4 andχ = 0.1).

0 5 10 15 20 25 30 35 40

SNR [dB]

10-4

10-3

10-2

10-1

100

O
u

ta
g

e
 P

ro
b

a
b

ili
ty

Simulation - User 3

Simulation - User 2

Simulation - User 1

Analytical - User 3

Analytical - User 2

Analytical - User 1

High SNR - User 1

High SNR - User 2

High SNR - User 3

D1 = 2, R1 = 1.4

D2 = 4, R2 = 1.4

D3 = 6, R3 = 4

D1 = 2, R1 = 1

D2 = 4, R2 = 1

D3 = 6, R2 = 1.2

Fig. 6: Exact and asymptotic outage probability curves for dual-polarized massive MIMO-NOMA
system under Approach 2 (N = 4 andχ = 0.1).

performance gets worse asχ gets higher. However, it is interesting to note that, even with a

high inverse XPD value, the dual-polarized system shows superior performance than the single-

polarized one, such that, forχ = 0.5, the dual-polarized user with better channel conditions

requires approximately3dB less than for the single case to achieve the same level of outage.

In the same way, Fig. 3 shows the outage performance but now considering Approach II with a

low cross-polar interference, i.e.,χ = 0.001. One can see the great performance improvements
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that this second approach can offer, confirming the insightshighlighted in Section IV-B. For

instance, when adopting8 receive antennas, the user with strongest channel gain in the dual-

polarized system can reach the same performance level of that obtained by the single-polarized

user, but saving around4dB of SNR. This advantage becomes even greater when employing

4 receive antennas, where a gain of approximately12dB can be reached. Fig. 4 compares the

outage performance of the two approaches with that of the single-polarized MIMO-NOMA by

settingN = 4 and χ = 0.001. It is shown that Approach 2 has the best performance, which

confirms the potential benefits that one can obtain by exploring diversity through the additional

polarization dimension offered by the multi-polarized design. Also, one can observe that the gain

achieved by Approach 1 over the single-polarized case can goup to 4 dB.

Figs. 5 and 6 show the exact outage probability curves along with their respective asymptotic

behaviors for Approaches 1 and 2, respectively, in which a perfect agreement at high SNR regions

is observed among the curves. One can observe that the diversity order for both approaches

increases with the user order. Besides, changing the valuesof target rates does not affect the

diversity orders. These behaviors are in complete agreement with the analytical derivation of

Proposition III. In addition, as anticipated in Section IV-C, the dual-polarized system under

Approach 2 exhibits higher diversity orders than the obtained with approach 1.
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In Figs. 7 and 8, the outage sum-rate, obtained as
∑U

n=1(1 − P out
k,g,n)Rk,g,n, is investigated

considering different numbers of receive antennas.This metric computes the sum of the users’

throughput achieved when the BS is transmitting at fixed target rates.As can be observed,

antenna polarization can provide significant spectral improvements, which the gains attained

with Approach 2 being even more impressive. For instance, inFig. 8, forN = 4 and a SNR of

16dB, the dual-polarized scheme can achieve a throughput of 4.8 BPCU, what is about 8 times
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Fig. 10: Simulatedergodic sum-rate for various system setups (χ = 0.001).

greater than that of the single-polarized system with usersequipped with the same number of

receive antennas, and 1 BPCU higher than what is obtained with N = 6. Despite the gains,

one can realize that with the increase of the number of receive antennas, the SNR needed for

both systems to exhibit identical performances is decreased. This can be justified through the

systems’ diversity order expressions. Fig. 9 compares the outage sum-rate performance of the

dual-polarized MIMO-NOMA system, under both proposed approaches, with the single-polarized

OMA and NOMA cases. One can observe that Approach 2 outperforms Approach 1, in which

the obtained throughput gap can reach up to1.5 BPCU for a SNR value of16dB. In addition,

the dual-polarized NOMA systems outperform the classic OMAscheme in almost all considered

SNR range, while the single-polarized MIMO-NOMA case becomes better only for SNR values

higher than19dB, which demonstrates again the benefits of polarization.

Finally, Fig. 10 investigates the ergodic sum-rate for the single-polarized OMA and NOMA

schemes as well as for the proposed dual-polarized NOMA design with Approaches 1 and 2.

One can observe the remarkable improvements that the dual-polarized MIMO-NOMA system

can provide, in which the dual-polarized scheme outperforms all the single-polarized systems.
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VI. CONCLUSIONS

In this work, we have investigated the application of a dual-polarized antenna array in a massive

MIMO-NOMA setup. Two precoder designs were proposed and investigated, and a detailed

analytical analysis in terms of outage probability and outage/ergodic sum-rate was provided. Our

results showed that the proposed dual-polarized MIMO-NOMAdesigns outperform conventional

single-polarized systems, even for high cross-polar interference, corroborating the fact that

polarization has great potential to bring significant improvements to conventional massive MIMO-

NOMA deployments.

APPENDIX A

PROOF OFLEMMA I

To successfully apply SIC, the effective channel gains of the users within a group must be

ordered. Then, assuming thatζk,g,1 < ζk,g,2 < · · · < ζk,g,U , (18) can be rewritten as

ŝk,g,u = αk,g,usk,g,u
↑

signal of interest

+
U
∑

n=k+1

αk,g,nsk,g,n

↑
interference

+ [H̄†
k,g,unk,g,u]g

↑
noise

. (A-1)

From (A-1), the message intended to thei-th weaker user that is observed at theu-th user within

the g-th group of thek-th cluster is decoded with the following SNR

γi
k,g,u =

E[|αk,g,isk,g,i|2]
E
[

∑U

j=i+1 |αk,g,jsk,g,j|2
]

+ E[|[H̄†
k,g,unk,g,u]g|2]

. (A-2)

Knowing that

E[‖H̄†
k,g,unk,g,u‖2] = E[tr{(H̄†

k,g,unk,g,u)(H̄
†
k,g,unk,g,u)

H}] = tr{σ2
nINE[H̄†H

k,g,uH̄
†
k,g,u]}

= σ2
nE[tr{H̄†

k,g,uH̄
†H
k,g,u}], (A-3)

and since only theg-th element of̂sk,g,u is desired, the second term in the denominator of (A-2)

can be simplified to

E[|[H̄†
k,g,unk,g,u]g|2] = σ2

nE[tr{[H̄†
k,g,uH̄

†H
k,g,u]g,g}] = σ2

n‖[H̄†
k,g,u]g,∗‖2, (A-4)
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whereσ2
n is the variance of the noise vector. Now, by substituting (A-4) in (A-2) and defining

the transmit SNR asρ = 1
σ2
n
, we get

γi
k,g,u =

1

‖[H̄†
k,g,u

]g,∗‖2
α2
k,g,i

∑U

j=i+1
1

‖[H̄†
k,g,u

]g,∗‖2
α2
k,g,j +

1
ρ

, for 1 ≤ i ≤ u < U. (A-5)

From (A-5), the effective channel gain can be defined asζk,g,u = 1

‖[H̄†
k,g,u

]g,∗‖2
. In addition, it

can be noticed that wheni = u = U , there is no interfering messages and the first term of the

denominator in (A-5) equals zero. Then, the following is defined

Ii =











∑U

j=i+1 α
2
k,g,j, for 1 ≤ i ≤ u < U,

0, for i = u = U.

(A-6)

Finally, by replacingζk,g,u and (A-6) in (A-5), the SINR expression becomes

γi
k,g,u =

ζk,g,uα
2
k,g,i

ζk,g,uIi +
1
ρ

, for 1 ≤ i ≤ U, (A-7)

which concludes the proof of Lemma 1.

APPENDIX B

PROOF OFLEMMA II

Similarly to Appendix A, we consider that the effective channel gains are sorted out in

increasing order, i.e.,ζ∗k,g,1 < ζ∗k,g,2 < · · · < ζ∗k,g,U . Then, (23) can be rearranged as

ŝk,g,u = αk,g,usk,g,u
↑

signal of interest

+
U
∑

n=k+1

αk,g,nsk,g,n

↑
interference

+ [H̄†p
k,g,un

p
k,g,u]g

↑
noise

, (B-1)

wherep ∈ {v, h} denotes the polarization with maximum effective channel gain. From (B-1),

the SINR that is obtained at theu-th user while decoding thei-th message is given by

γi
k,g,u =

E[|αk,g,isk,g,i|2]
E
[

∑U

j=i+1 |αk,g,jsk,g,j|2
]

+ E[|[H̄†p
k,g,un

p
k,g,u]g|2]

=

1

‖[H̄†p
k,g,u

]g,∗‖2
α2
k,g,i

∑U

j=i+1
1

‖[H̄†p
k,g,u

]g,∗‖2
α2
k,g,j +

1
ρ

.

(B-2)
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Since p represents the polarization that provides the best channelquality, one can define

ζvk,g,u = 1

‖[H̄†v
k,g,u

]g,∗‖2
andζhk,g,u = 1

‖[H̄†h
k,g,u

]g,∗‖2
. As a result, the effective channel gain for theu-th

user can be denoted byζ∗k,g,u = max{ζvk,g,u, ζhk,g,u}. Thus, (B-2) can be rewritten as

γi
k,g,u =

ζ∗k,g,uα
2
k,g,i

ζ∗k,g,uIi +
1
ρ

, for 1 ≤ i ≤ U. (B-3)

whereρ andIi have the same definition as in Appendix A. This completes the proof.

APPENDIX C

PROOF OFPROPOSITION I

We first simplify (27) as following

P out
k,g,u = P [log2(1 + γi

k,g,u) < Rk,g,i] = P [γi
k,g,u < 2Rk,g,i − 1]. (C-1)

Then, by replacing (24) in (C-1) and applying simple algebraic manipulations, we get

P out
k,g,u = P

[

ζk,g,u <
1

ρ

2Rk,g,i − 1

α2
k,g,i − Ii(2Rk,g,i − 1)

]

. (C-2)

Let Υk,g,u = max
i∈[1,u]

{

2
Rk,g,i−1

α2
k,g,i

−Ii(2
Rk,g,i−1)

}

. Then, (C-2) becomes

P out
k,g,u = P

[

ζk,g,u < ρ−1Υk,g,u

]

. (C-3)

Note that (C-3) represents the cumulative distribution function (CDF) of the effective channel

gain. Thus, in what follows, the statistical properties ofζk,g,u must be identified. As established in

Lemma I, the effective channel gain for theu-th user is given byζk,g,u = 1

‖[H̄†
k,g,u

]g,∗‖2
. This value

corresponds to the inverseg-th diagonal element of the covariance matrixΞk,g,u = H̄
†
k,g,uH̄

†H
k,g,u.

Thus, with the purpose of determining the main diagonal marginal distribution ofΞk,g,u, we

perform the following expansion

Ξk,g,u = (H̄H
k,g,uH̄k,g,u)

−1H̄H
k,g,uH̄k,g,u(H̄

H
k,g,uH̄k,g,u)

−1

=
1

χ+ 1
I2 ⊗ (B̃H

k R̃kB̃k)
−1 =

1

χ+ 1
I2 ⊗ W̃−1

k =
1

χ+ 1
W−1

k , (C-4)
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whereW̃k = B̃H
k R̃kB̃k andW−1

k = I2 ⊗ W̃−1
k . Given that the matricesGi→j

k,l have complex

Gaussian entries, the resulting matrixGi→j
k,l (Gi→j

k,l )H is complex Wishart distributed. As a con-

sequence, the matrix̃Wk also follows the Wishart distribution and, in this way,̃W−1
k is inverse

Wishart distributed withN
2

degrees of freedom and covariance matrix(B̃H
k R̃kB̃k)

−1, that is,

W̃−1
k ∼ W−1

M̄
2

(N
2
, (B̃H

k R̃kB̃k)
−1) [8], [28].

At this point, we already know the distribution of̃W−1
k . However, we are interested in the

distribution of the inverse of the main diagonal elements ofΞk,g,u. The marginal distribution

of the main diagonal of an inverse Wishart matrix also follows the inverse Wishart distribution

and it is equivalent to the univariate inverse Gamma distribution [28], [29]. Thus, the inverse of

the diagonal elements ofW−1
k follows the Gamma distribution. Consequently, considering the

unordered case, the CDF for the inverse of diagonal elementsof Ξk,g,u is given by [30]

F (x) =
γ (η, (χ+ 1)βk,gx)

Γ(η)
, (C-5)

and the corresponding probability density function (PDF) can be written as

f(x) =
(χ+ 1)ηβη

k,gx
η−1e−(χ+1)βk,gx

Γ(η)
, (C-6)

whereη = N
2
− M̄

2
+ 1 andβk,g = [W−1

k ]g,g = [I2 ⊗ (B̃H
k R̃kB̃k)

−1]g,g. For the ordered case, we

can consider the effective channel gainζk,g,u as theu-th order statistic. Therefore, the PDF for

the u-th ordered channel gain can be obtained as [28]

fζk,g,u(x) = U

(

U − 1

u− 1

)

f(x)F (x)u−1(1− F (x))U−u. (C-7)

Rewriting the term(1 − F (x))U−u as
∑U−u

n=0 (−1)n(U−u

n
)F (x)n and definingUu = U

(

U−1
u−1

)

,

(C-7) can be simplified as

fζk,g,u(x) = Uu

U−u
∑

n=0

(−1)n
(

U − u

n

)

f(x)F (x)u−1+n

= Uu

U−u
∑

n=0

(−1)n
(

U − u

n

)(χ + 1)ηβη
k,g

Γ(η)u+n
xη−1e−(χ+1)βk,gxγ (η, (χ+ 1)βk,gx)

u−1+n . (C-8)

Finally, by integrating (C-8), a closed-form expression for the outage probability of theu-th
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user in theg-th group of thek-cluster canbe derived as

P out
k,g,u = Uu

U−u
∑

n=0

(−1)n
(

U − u

n

)(χ+ 1)ηβη
k,g

Γ(η)u+n

∫ ρ−1Υk,g,u

0

xη−1e−(χ+1)βk,gxγ (η, (χ+ 1)βk,gx)
u−1+n dx

= Uu

U−u
∑

n=0

(−1)n
(

U − u

n

) 1

u+ n

[

γ (η, (χ+ 1)βk,gρ
−1Υk,g,u)

Γ(η)

]u+n

, (C-9)

which completes the proof.

APPENDIX D

PROOF OFPROPOSITION III

Sinceη = N
2
− M̄

2
+ 1, and considering thatN

2
≥ M̄

2
, η assumes only positive integer values.

Then, a series representation for this special case can be applied to simplify the Gamma functions

presented in (28) and (29), as follows [31], [32]

γ (η, (χ+ 1)βk,gρ
−1Υk,g,u)

Γ(η)
=

(η − 1)!
(

1− e−(χ+1)βk,gρ
−1Υk,g,u

∑η−1
m=0

[(χ+1)βk,gρ
−1Υk,g,u]

m

m!

)

(η − 1)!

= e−(χ+1)βk,gρ
−1Υk,g,u

∞
∑

m=η

[(χ + 1)βk,gρ
−1Υk,g,u]

m

m!

<
[(χ+ 1)βk,gρ

−1Υk,g,u]
η

η!
. (D-1)

Thus, the high-SNR outage probability approximations for Approaches I and II can be obtained

by replacing (D-1) in (28) and (29), which results in

a) Asymptotic Outage Probability for Approach I:

P out
k,g,u ≈ Uu

U−u
∑

n=0

(−1)n
(

U − u

n

) 1

u+ n

[(χ+ 1)βk,gρ
−1Υk,g,u]

η(u+n)

(η!)u+n

≈ 1

ρηu
Uu

u

[(χ+ 1)βk,gΥk,g,u]
ηu

(η!)u
. (D-2)

The diversity order reached by theu-th user is

Du = ηu =

(

N

2
− M̄

2
+ 1

)

u. (D-3)
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b) Asymptotic Outage Probability for Approach II:

P out
k,g,u ≈ Uu

U−u
∑

n=0

(−1)n
(

U − u

n

) 1

u+ n

[(χ + 1)β̃k,gρ
−1Υk,g,u]

η(2(u+n))

(η!)2(u+n)

≈ 1

ρ2ηu
Uu

u

[(χ+ 1)β̃k,gΥk,g,u]
2ηu

(η!)2u
. (D-4)

The diversity order reached by theu-th user is

Du = 2ηu =
(

N − M̄ + 2
)

u. (D-5)

APPENDIX E

PROOF OFPROPOSITIONIV

By replacing (24) in (34) and performing some simplifications, we have

Ck,g =

U
∑

u=1

log2

(

1 +
ρζk,g,uα

2
k,g,u

ρζk,g,uIu + 1

)

=

U
∑

u=1

log2

(

1 + ρζk,g,u(α
2
k,g,u + Iu)

1 + ρζk,g,uIu

)

. (E-1)

Then, letǫ1,u = ρ(α2
k,g,u + Iu) and ǫ2,u = ρIu, which yields

Ck,g =
U
∑

u=1

log2

(

1 + ζk,g,uǫ1,u
1 + ζk,g,uǫ2,u

)

. (E-2)

In order to obtain the desired ergodic sum-rate expression,we need to calculate the expectation

of the random variablelog2
(

1+ζk,g,uǫ1,u

1+ζk,g,uǫ2,u

)

. This can be accomplished from the PDFζk,g,u, yielding

fζk,g,u(x) = Uu

U−u
∑

n=0

(−1)n
(

U − u

n

)(χ + 1)ηβη
k,g

Γ(η)u+n
xη−1e−(χ+1)βk,gxγ (η, (χ+ 1)βk,gx)

u−1+n . (E-3)

Thus, the ergodic sum-rate for theg-th group in thek-th cluster can be evaluated by

C̄k,g =

U
∑

u=1

∫ ∞

0

log2

(

1 + xǫ1,u
1 + xǫ2,u

)

fζk,g,u(x)dx =

U
∑

u=1

Uu

U−u
∑

n=0

(−1)n
(

U − u

n

)(χ+ 1)ηβη
k,g

Γ(η)u+n

×
∫ ∞

0

log2

(

1 + xǫ1,u
1 + xǫ2,u

)

xη−1e−(χ+1)βk,gxγ (η, (χ+ 1)βk,gx)
u−1+n dx, (E-4)

which completes the proof.
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APPENDIX F

PROOF OFPROPOSITIONV

Similarly to the analysis employed to Approach I, the sum-rate expression in (34) can be

simplified for Approach 2 as

Ck,g =

U
∑

u=1

log2

(

1 + ζ∗k,g,uǫ1,u

1 + ζ∗k,g,uǫ2,u

)

. (F-1)

It can be shown that the PDF ofζ∗k,g,u can be written as

fζk,g,u(x) = Uu

U−u
∑

n=0

(−1)n
(

U − u

n

) 2(χ+ 1)ηβ̃η
k,g

Γ(η)2+2(u−1+n)
xη−1e−(χ+1)β̃k,gxγ

(

η, (χ+ 1)β̃k,gx
)1+2(u−1+n)

. (F-2)

Consequently, the ergodic sum-rate for theg-th group in thek-th cluster can be derived as

C̄k,g =

U
∑

u=1

∫ ∞

0

log2

(

1 + xǫ1,u
1 + xǫ2,u

)

fζ∗
k,g,u

(x)dx

=

U
∑

u=1

Uu

U−u
∑

n=0

(−1)n
(

U − u

n

) 2(χ+ 1)ηβ̃η
k,g

Γ(η)2+2(u−1+n)

×
∫ ∞

0

log2

(

1 + xǫ1,u
1 + xǫ2,u

)

xη−1e−(χ+1)β̃k,gxγ
(

η, (χ+ 1)β̃k,gx
)1+2(u−1+n)

dx, (F-3)

which completes the proof.
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